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SUPPLEMENTARY INFORMATION

I. FURTHER DETAILS OF RESULTS

The main result of our work is the 5PM-1SF component of the momentum impulse Ap¥’, from which the corre-
sponding components of the scattering angle 6, loss of energy F,,q and recoil P01 may subsequently be derived. The
5PM-1SF impulse is parametrized by elght coeflicients: Cp,even/odd (fY)a Cy,even/odd (’7)? élueven/odd(’Y) and émeven/odd(’Y)v
plus the simpler ¢, (y) and &, () coefficients that are pre-determined by lower-PM results. In Eq. (23), the former co-
efficients were expanded in terms of y-dependent functions Fy /, cven /odd(v) multiplied by polynomials dp /, even /oda (7)-
The functions Fj cven/oda are simpler than F, ¢yen/odd due to the absence of K3 and CY3 periods in the former, the
only integration kernels within the iterated integrals (4) being =1, (14&2)~t and x/(1+2?) = ((z+i) "1 +(xz—i)71)/2
— i.e. simple poles. These functions may therefore be expressed in terms of multiple polylogarithms (MPLs):
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In order to apply a conventional definition of MPLs, for convenience here we have introduced y = 1 — z. The letters
a; are then shifted to {0,1,2,1+1i}, with the two imaginary letters occurring always in pairs. All expansion functions
of the b coefficients Fj cyen/oad () (and their 1SF counterparts) are linear combinations of MPLs of this kind up to
weight 3.
Besides these same MPLs (up to weight-3), the functions F, even(y) (and 1SF) also involve the K3 period wp k3(7)
and its derivatives @ x(7), @q k3(7). The K3 period also occurs within the following three iterated integrals (4):
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Finally, F, oad(7) (and 1SF) depend on both the K3 and CY3 periods, wo x3(7) and @y (), their derivatives o k3(7),
@y k3(7)s @o(7)s @o (7) and @y’ (7), plus a(z) and o (z). There are also now iterated integrals Z whose kernels depend
on the CY3 and K3 periods and «(x), with up to four iterations. Finally, we encounter all the G;(v) functions given
below in Egs. (S.53), which are also iterated integrals on kernels that depend on the periods and «(z) and their
derivatives.

In all coefficients except €podd, €hodd a1d Cyeven, & logarithm log(y — 1) is present in the results, and no other
functions have a logarithmic divergence in the limit v — 1. When using MPLs, we choose basis functions that are free
of logarithms in this limit. For the iterated integrals of CY3 and K3 periods, however, we have no general procedure
for identifying such logarithms. Wherever possible, we have collected iterated integrals together in linear combinations
so that logarithms of v — 1 cancel in the v — 1 limit, but this was not possible in all cases. When one collects all
terms, however, such cancellations do occur. Finally, and as a general rule, functions %/, even/odd(y) are chosen
with a definite parity v — —v wherever possible. This follows the number of radiative gravitons and is equivalent to
x — 1/x or /72 — 1 — —y/~2 — 1. For the more advanced basis functions, with iterated integrals involving the CY3
and K3 periods, we were not always able to construct basis functions with the symmetry property — a complete and
systematic organization of these functions is left for future work.
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A. Scattering angle

The 5PM component of the relative scattering angle depends only on the b-type coefficients of the 5PM impulse,
and may therefore be expressed solely in terms of MPLs — as was the case for its conservative even-in-v part [7].
The relevant coefficients of Eq. (6), determined by our 5PM 1SF and 1SF results, are 81 (v) and 8(>?) (). Their

contribution from an even or odd number of radiative gravitons, Héieln) Jod q(7) and Géie? Jod 4(7), are also, respectively,

even and odd with respect to the symmetry v — —v. In a PN velocity expansion on has
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As discussed in Methods, the PN expansion of (31 has been checked up to and including v' against known PN
data. The complete expressions are provided in the observables.m file of the repository submission. Here the MPLs
may be PN expanded using conventional tools, such as PolyLogTools [8], which is why we do not provide explicit
v-expansions there.

B. Radiated momentum

The 5PM-1SF component of the loss of four-momentum P’., (24) is given by the impulse coefficients via
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Thus, 71 depends only on MPLs and 3 3 have the full generality of ¢, oad(Y) and &, 0ad(y) - These results are collected
in the observables.m file of the repository submission. In the centre-of-mass frame, wherein Pr’“;d = (Frad, Precoil)s

the 5PM components take the form (I' = /1 + 2v(y — 1), v = p/M = myma/M?, M = my + ma)
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An explicit formula for Er(:()l up to v? was provided in Methods (27). The PN-expanded components of the recoil are
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As discussed in Methods, the first six terms of each series were checked against known PN data the PN series of
FE\.q and the b and p;, components of Precoi1- We provide the PN expansion of the impulse in the velocity direction
explicitly up to O(v°%?) in the repository submission.

II. GRAVITON GAUGE FIXING

In order to gauge fix the bulk graviton action, we begin by rewriting the Einstein-Hilbert term of Eq. (1) via a total
derivative and augment it with a gauge-fixing term:
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We employ a non-linearly extended de Donder gauge using the gauge fixing vector G*, the graviton field h,,,, (absorbing
the coupling v327G), and its trace h = h,* of the form
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The quadratic-in-h,, term arising in (S.9) yields the graviton propagator of Fig. 3, whereas the non-linear gauge
fixing terms are engineered in such a fashion as to maximally simplify the cubic and quartic graviton vertices. The
resulting Feynman vertices up to six-graviton legs along with the used worldline vertices are provided in the feynman
rules.m file.

III. EXPANSION OF DIFFERENTIAL EQUATION AND SINGLE POLES

In the Methods section, we have constructed a canonical basis satisfying an e-factorized differential equation:
d - R
d—J(m; €) = eA(x) J(x;€) . (S.11)
x

Besides the factorization of € in the differential equation (S.11), an important property of a canonical basis is that
(S.11) has only simple poles. This guarantees that we only have logarithmic singularities after integration. In other
words, when we expand the matrix A(w) around all its singularities, i.e., for x = 0,1, 00, we find at most simple
poles. To test this property, we have to take into account the series expansions of the new transcendental functions
W0,K3, W0, W1, 1, and G; — defined only by the differential equations they satisfy, and thus leaving an ambiguity
in their choice. For this discussion, it is sufficient to study the differential equation (S.11) around z = 0, where we
have derived the canonical form, and z = 1, around which we solve the differential equation to compute the velocity
expansion. Around both singularities, we provide our local choices of new transcendental functions — not the proper
analytic continuations of these objects. In this way, we guarantee that we only exhibit single poles and that all entries
of A(x) have a sensible series expansion so that corresponding iterated integrals are easily computed.

The series expansions of our functions are as follows. Around z = 0, the CY3 has a special property known as
the point of maximal unipotent [n]lonodromy. At this point, the basis of periods shows a hierarchy in the number
0

of appearing logarithms, i.e., w;

i~ logi(x) for + = 0,1,2,3. From this structure, it is quite natural to choose
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Around z = 1, the solution space of periods has a different structure containing three power series solutions and just

a single logarithmic one. We pick w([Jl], w?]

as a linear combination of these three power series solutions:
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Another (equally valid) choice would change the boundary values of our integrals but not the final physical results.
The K3 surface, however, is special in that it has at both singularities x = 0 and x = 1: a point of maximal unipotent
monodromy. Therefore, at both points, there is a natural choice for the period wy k3. We simply take the unique
power series solution, which we can also express through squares of elliptic integrals:
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Given these prerequisites, we may now series expand the differential equation in (1 — z):
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We see immediately that there are no higher poles appearing. The terms (1 — z)~!log? (1 — ) for j = 1,2 are also
valid because, after integration, they give rise only to logarithmic singularities. These terms arise from the new G;
functions and are consequently associated with the CY3. This series-expanded form of the differential equation (S.11)
plays an important role in our matching of boundary integrals to the slow-velocity x — 1 limit.

IV. BOUNDARY MATCHING

The solution to Eq. (S.11) is a path-ordered exponential:

J(x;€) = Pec i dzA@7 (5.16)
where the vector 5 contains the boundary values of our integrals at * = 1, coinciding with the small-velocity limit.
This form can be expanded in € up to the required order and naturally gives rise to the iterated integrals defined in
Eq. (4) of the main text. Our task is now to fix the boundary constants j in the small-velocity  — 1 limit, wherein
our master integrals become trivial in x but are still non-trivial in € — see Section V. While in principle we could
compare every integral with its z — 1 limit, we seek to minimize the number of boundary integrals that must be
performed explicitly. Accordingly, we employ a strategy of imposing analyticity constraints on the general solution
of Eq. (S.11) — relating various boundary values of the master integrals with each other, and leaving only a small
number of unfixed boundary constants. This is done by also solving the differential equation (S.11) perturbatively in
(1 — ), while retaining its all-order dependence on e:

J(x;€) = Z Fremm(€)(1 — z)F+Hme log™(1 — ) .

k,m,n

(S.17)
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The boundary constants are now contained within the functions fi m.n(€), and we can easily go from (S.17) to (S.16)
by expanding in e.

The e-resummed solution (S.17) is derived from the velocity-expanded form of the differential equation (S.15),
following Wasow’s method [2]. First, we compute the leading order in (1 — z), i.e. we set & = 0 and keep only
the terms A_;; for i = 0,1,2 in Eq. (S.15). In this step, we also determine the range of m in (S.17). We write

J = So(z;€) - 7+ O((1 — x)) such that So(x;€) contains all the (1 — 2)™¢ scalings. Then, Sy is determined by:

ds, T;€ 2 log’ (1—1z) A
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Only the entries of A(z) that describe couplings to the C'Y3 sector contain powers of log(1 — ) in their expansions.

To solve the differential equation (S.18) and compute Sy, we therefore split our integrals into three groups: (i) those

that do not couple to the CY3 sector (in the top-left corner of Fig. 5, above the Calabi-Yau integrals); (ii) integrals

in the CY3 sector; (iii) all other integrals coupling through the differential equation to the CY3 sector. For the first

group, A 11 = A_1 5 =0 and so Eq. (S.18) is solved by the matrix exponential (1 — z)*~12." For the CY3 sector,
we solve (S.18) explicitly using Mathematica’s DSolve command. For the third group, their homogeneous part is once
again given by a matrix exponential since A_Ll,/l_l,g are all vanishing. For the inhomogeneous part, we use the
method of variation of constants. In this way, we have determined Sy: the possible (1 — z) scalings from Eq. (S.17)
are m € {10,8,2,0,—2, -4, —6}.

We now continue and compute more terms in the (1 — z) expansion of Eq. (S.17). The summation range of m
is completely fixed by the leading order in (1 — z), whereas new powers of log(1 — x) can appear at higher orders
in the (1 — z) expansion. Therefore, we rewrite the solution (S.17), splitting the previously derived leading-order
contributions from higher-order terms:

N
J= Z (Fi,j(e)a —2)'log? (1 — x)) So(zse) - F+O((1—2)N T (S.19)

Here, N is the order in which we want to expand our integrals, and we have recollected the constants f;;mn (¢) into
the matrix 13’” (¢) multiplying S'o(x; €). In this way, we calculate the e-resummed form of our solution to arbitrary
order in (1 — x).

Having now determined the slow-velocity e-resummed solution, we can begin imposing analyticity constraints to
fix boundary values. A general feature of Feynman integrals is that all terms of the form (1 — z)™¢ with m > 0
drop out. Intuitively, this is because the only possible origin of such terms is the integration measure d*~2¢¢ of our
integrals — see Fig. 4 of the main text. Since the measure contains only negative powers of €, our integrals cannot
have positive e eigenvalues appearing in Sy(x;€) — a more rigorous justification is given in refs. [1, 5]. Next, the
method of regions yields more precise statements about the (1 —z)™¢ terms appearing in the expansions of the initial
integrals. Transforming back to the original (non-canonicalized) basis:

lim I(z;€) = lim T'(x;¢) " J(x;€) . (5.20)
r—1 z—1
Since the rotation 7'(z;€)~! depends non-trivially on (1 — z), we expand Eq. (S.19) to higher orders in (1 — z). Each
region comes with a different overall velocity scaling (1 — x)~2™¢, where m is the number of radiative gravitons —
scaling as (} = (£9,¢;) ~ (v,v). By requiring that the wrong scalings on each side of Eq. (S.20) cancel, we obtain
further relations between the boundary constants. For example, in the (PPP) region, all constants coupling to terms
with velocity scaling m # 0 are set to zero. This fixes the majority of our boundary constants.

All remaining boundary constants must now be fixed by comparison with explicit boundary integrals. On these we
perform IBP reduction, further reducing the number of manual computations that must be performed. The remaining
boundary integrals that we needed to compute are detailed in Section V.

V. BOUNDARY INTEGRALS

Here we describe our strategy for calculating the boundary integrals required to fix the solutions to the differential
equations. We applied a number of different methods depending on the boundary integral in question.

1 To compute the matrix exponential quickly, we use the Mathematica package Libra [3], which makes use of the block-triangular structure
of our differential equation.



A. Nomenclature

Due to the static v — 0 limit, almost all boundary integrals are ladder-type integrals. We now introduce a
nomenclature to specify every boundary integral in the planar 1SF sector. Here, three facts about each loop in the
planar graphs may be specified:

1. The type of propagator above the loop. This is typically a worldline w or a graviton bubble g, but it can also
be more sophisticated, such as a “tail-of-tail” bubble.

2. The direction of the propagator, which we specify as a subscript to a propagator. This could be Feynman
(nothing), retarded (+), advanced (—), or a —i times a cut propagator (x).

3. The number of “jumps”, as a subscript to M. For brevity, this is omitted when there are no jumps.

FIG. 3. The M, M;, and M, families, with zero, one, and two jumps, respectively.

In this notation, the cut identity

1 1
r+i10t  z—i0t

—id(z) = (S.21)

can be re-expressed as

M. ws,. =Ml wpy ] = M we,. ] (S.22)

*

In the general case, we must calculate all possible i0T routings. Therefore, given an integral calculated with one 0"
routing and the cut, which factorizes into lower-loop integrals, we obtain the opposite i0* routing “for free”.

To clarify the nomenclature used in the repository, we give some specific examples. Our convention for the diagrams
is that arrows pointing right indicate a retarded 1/(£- v + i0T) propagator, while arrows pointing left also indicate a
retarded propagator, but with opposite momentum flow 1/(—£- v +i0™).
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1 —4vg + 3 + 2610g(2) + 4 log() 5
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Note the relative sign in the third line due to the conversion of w_ to a left-pointing retarded propagator.




B. General Formulae

In the loop-by-loop approach, we principally make use of the following integral, where [, = [ %:
5(4-v1) 1-D . o, o,
=(4 7 (—1 vi+ve+tvs vs| | D—1—2v1 —2v2—vs3 S.96
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where q-v1 = ¢q-v9 = 0. In practice, this means that a loop-by-loop integration over linear propagators is only possible
when a linear propagator is next to a cut. When 3 = 0, no such restriction exists, and we use
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For example, M|w,] is a special case of Eq. (S.26) where v; = 15 = v3 = 1 (each delta function comes with a factor
2m and each loop integral comes with a factor 1/(2m)?):

Mlwy] = = fi(4w)6*1|q|f2(e+l)w
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Furthermore, in the radiative regions, we encounter “graviton bubbles”, which can be integrated out:

/\5\ (f . Ul)(—1+26)
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This leads to a linear propagator with an e-dependent, non-integer power:
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C. Schwinger parametrization

Integrals that cannot be determined using loop-by-loop integration, or fully constrained via cuts and partial frac-
tions, we obtain using Schwinger parametrization. We employ the following identities:
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Prior to Schwinger parametrization, we integrate out all loops possible using Egs. (S.27) and (S.30). Once the above
identities have been applied, integration over loop momenta is trivialized as integrals over Gaussians, leaving behind
a non-trivial integral of the Schwinger parameters. There is no systematic procedure for solving these integrals,
although we note that Mathematica is more effective when integrating over Schwinger parameters corresponding to
linear propagators first.

Where graviton bubbles with opposite i0% prescription appear on the same loop, e.g. M[gy x g_], we apply
the following formula (valid for at least one non-integer power), separating the different prescriptions into separate
integrals:

1  ira sin[7 0] 1 inf sin[ma 1
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(S.32)



A direct corollary of this is that we may convert an arbitrary combination of i0" prescriptions in a successive row
of graviton jumps and worldline propagators into the sum of two uniform configurations using the formula:

a1 to A~ A~
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where the s; = +i0" and ¢; = +i0" yield the i0" prescriptions on the left-hand-side and (D = 4 — 2¢)

ar= Y vi+t Y (2na—3+2). (S.34)

i|s;==%i0t alt,==£i0t

Here, we generalized to powers v; for the worldline and n, for the graviton propagators, while in our applications,
v; = ng = 1 always.

D. Tail-of-tail integrals

{

FIG. 4. The required tail-of-tail integrals M [tailtaily], M[tailytail_], M[tailytail;wy], and M[tailytail —wy].

A new class of boundary integrals is given by the integrals shown in Fig. 4. We refer to these as tail-of-tail
(boundary) integrals following ref. [6]. In total, we require four of those as shown in Fig. 4. We compute these as
iterated integrals. Exactly as with the simple graviton bubbles, Eq. S.29, the more complicated “tail-of-tail bubble”
depends only on a single scale, its energy. We may therefore integrate this bubble away first resulting in a worldline
propagators with an e-dependent power:

@”% g Y = SO+ i) (5.35)

The i0™ prescription of the first line is natural: All causality flows naturally from left to right and results in a retarded
worldline propagator. Instead, in the second line, the causality flow does not follow the external lines. Due to its
symmetry, however, it must be symmetric in retarded and advanced propagators. The powers of propagators on the
right-hand-sides are then determined by power counting. On top, a careful analysis shows that the (real) e-dependent
factor of proportionality f(e) is the same when an appropriate factor of i is inserted in the first line.

At this point, having determined f(e€), the remaining integration for the four tail-of-tail boundarieb is straightfor-
ward. Namely, it is now a one-loop integral with generalized worldline propagators: M[w§w” ] The function f(e) is
determined from the three-loop integral,

1
f(E) B /€1,Ez,£3 (el - 62)2(62 - 63)2(’6% + 1)(£§ + 1) ’

(S.37)

with (3 — 2¢)-dimensional Euclidean bold-face momenta.
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E. Brandenburg Gate integrals

Consider the integral M|wy, g4+, w_], nicknamed “Brandenburg Gate” for its resemblance to the real-world structure.
The only loop-by-loop integration we may perform here is the graviton bubble, leaving behind a genuine three-loop
integral, for which the integral over Schwinger parameters is too difficult. However, since we only need the first two
orders in ¢, it suffices to find identities at the level of the series expansion. Here, we show how such identities may be

derived. In position-space, we can express it as an integral over the time-domain:

A= Mlwy,gprw_] (ble) = / drdr, f(r)G(ri — 1) f(7),

(S.38)

where f(7) represents the loops to the side while G(11 — T2) represents the middle integral including the bubble.
Because of 71 <> 7o symmetry of the integral, one may assume G(7) = G(—7). Now consider the following two

integrals. By partial fraction identities:
Mwy,wy, g4] = %Ml[w+,w+,g+] )
Mo w, 0] = 5 Miw_,w,g:],
such that
Miorwr 9] (8. = 5 [ dndr f(m)1(m)G(n — m).
We would like to put M|[w_,w_,g+] in a similar form:
Moo wogs] (bl €) = 5 [ dndr f(=m)f(=n)G(n ~ m)

1
= 3 /dTldTQ f(r) f(r2)G (11 — 72),

where in the last step we have changed variables 71 — —79, 79 — —71. Then define the symmetric quantity:

B = M[w+aw+7g+] (|b|a 6) + M[W—aw—vg+] (‘b|a 6)
1
= 5 /d’TldTQ (f2(’7'1) =+ fZ(TQ)) G(Tl — TQ) .
By computation, it is found that
Co
F() =Lt erlr) + 0(0).
and that G(7) stars at order e'. Therefore, expanding A and B yields:
Cg Co
A= /dﬁdrg 2 + - (c1(m1) +c1(m2)) + O(e) )| G(11 — 12)
6(2) Co
= /dTldTQ <€2 + 2601(7'1)> G(T1 — TQ) —+ O(E),
1

0(2) Co 0(2) Co
Bzi dTldTQ ?+2?Cl(7’1)+?+2?61(TQ)+0(6) G(’Tl*’rz)

2
_ /dﬁdm (Z‘g + QC:cl(ﬁ)) G — )+ O(e).

(S.39)

(S.40)

(S.41)

(S.42)

(S.43)

(S.44)
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Moreover, in position space, we have A = B + O(e). In this case, the Fourier transform between position space and
momentum space introduces a factor 1/e. Thus, the final statement in momentum space is:

M[w+v g+vw*] = —M[w+,w+,g+] - M[w,,w,, ng} + 0(60) . (845)
As similar analysis confirms an equivalent relation for the odd-in-v* Brandenburg Gate integrals:
M[W+7g+W+,w,] = _M[W+7 Wy, g+w+] - M[W*ﬂ"}*a g+w+] + 0(60) . (846)

By supplementing the calculation of cuts with these identities, we can determine the series expansion of Brandenburg
Gate integrals with all worldline orientations up to O(e?).

VI. SUPPLEMENTARY EQUATIONS
A. Series expansions of boundary integrals

Here we provide all boundary integrals used in our calculation as a series expansion in e. Each integral has been
normalized by a factor of exp(4yge)m—4¢ for brevity. Additionally, the integrals also depend trivially on +: for each
g, we pull out a factor of (72 — 1)%*6, and for each w a factor of 1/4/42 — 1. In addition, we put |g| = 1. We have
computed:

PPR Integrals

FEven in v*

M[0,9+,0] = 7655;67r2 -8 Zggzig))e +0(e) (S47a)
Mlg:,0,0] =~ 91%4 _ar . 16912‘;54(2))6 +0() (S.47b)
MO, g+ w-] = _4096171'462 -° ;Loiéjriiz) O(<") (847¢)
M0, g+, ] = 409617r4e2 +2 goié?i(j) +O(e) (S-47d)
Mlgew-r -] = _1638277'462 - 13;521;)?6(2) +0) (8.47¢)
Mlges -] = 1638ir4e2 £ ;151);2%(2) +0() (5.476)
e 16381171'462 _18—;9?;?56(2) +O(<") (S-47g)
Mlgesweswil = 1638i7r4e2 7;1?9));%1(62) G (S47h)
Mlws, g+ w-] = 819217T4€2 : Iozfls?if) (<) (S471)
Mlw, g+ w4] = 819217r4e2 * 71_03(1;7)7%(62) +0(<) (5:47)
Mlg+ws,0,w-] = 7409617T4€2 -* Joiéfi(f) O(<") (5-47k)
Mlgswy,0,wy] = 409617r462 49 goi;ﬁ(f) +0O(e) (.471)
Mgiw4,w—,0] = m + O(e") (S.47m)
Mgiw4,wy,0] = —m + 0O(€) (S.47n)



Odd in v#
M0, g+, w_] = %6;7773 + % +0O(€)
M0, g+, wy] = i —;621:5(2))6 + 0(62)
M, g4e04,0) = 102iz17r3 + +2§é(7)§(2))6 +0(&)
Mlgs 0,01 = 102izm3 + 12 1+5§>é?rg3(2))6 +0(e)
PARIRIS e
Migs,w-, 0] = 204Zéw3 + 2 +5?;(;%(2))6 (<)
Mlgss w01 = 204Zéw3 + 1 +5:i;(:rg3(2))6 +0(<)

. . . 2 2
Mg, 0,0] = 102247T3 i(7 +5615;?§(2))e i (272 + 972 + 4821)058(72(7 + 3log(2))) € o)
e _2042;362 - i(li);i;gf)) +O(e)
Ml gswp,wi] = 2048iﬂ3€2 + i(lf(r);i;fi?)) +O(<")
Mlgyws,w-,w-] = 40962‘%2 + 2(12;4381725?)) + (60)
Mlgrwsw-wi] = _40922362 - 3@(12342871;%(2)) +O(<)
R _4092;362 - 32'(12342712(2)) +0(e)
Mlgrws,we,we] = 409(:71’362 * 1(124[);;;%22)) +0(<)
PRR Integrals

FEven in v#
Mlg-g+,0] = 3072107746 581+1512501(;)f£2) +0(<)
Mlg+g+,0] = _3072107r4e - 581?51250155152) +0(e)
Mlg-g+ws,wil = _409é7r4e - ;0%1;;54(2) +0(<)
Mlg+gswy,w-] = 409271’46 17;02;351(2) +0(e!)
Mlg+gseor,wi] = 7409271'46 = ;02415?54(2) +O(e)

Odd in v*
Mlg—g+-w+] = 819;w3e = ;11;)217(:?(2)) +O(e)

. . . 2
Mlgygs ] = 819;F36 i(7 ;11;217(:?(2)) i (342 + 572 + 610911052(721-;(7 +5log(2))) € )
. ‘ . )

Mlgsgs. ] = _819;7T36 T 2119021;;5(2)) i (3424297 + 2811(5)?2;;23)(7 +51log(2))) € o)

Mlg-g4w4,0] =0

11

(S.48a)
(S.48b)
(S.48¢)
(S.48d)
(S.48e)
(S.48¢)
(S.48g)
(S.48h)
(S.48i)
(S.48))
(S.48k)
(S.481)
(S.48m)

(S.48n)

(S.49a)
(S.49D)
(S.49¢)
(S.49d)

(S.49e)

(S.50a)
(S.50D)

(S.50c)
(S.50d)
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Mlgt+g+ws,0] = — Ty 63 +O(€) (S.50e)
RRR Integrals
Even in v#
B 1 (41 4+ 61og(2))e 9
Mlg-9+9+] = ~ 15555 s6364m1 T O (5:51a)
1 (41 + 6log(2))e (587 — 67 + 3log(2)(41 + 31og(2))) € 5
Mlg+9+9+1 = {9677 1228874 1843274 +0() (8:51b)
. . 3 3(8 + log(2 3(90 4 log(2)(16 + log(2)))e
Mtail tail, ] = ~ 100605 ( 20487r£ ) _ 3 (20)4(8774 ) +0O(€) (S.51c)
. . 1 8 + log(2
Mtailtail | = ~ 109670 20487r(4 ) +0O(e") (S.51d)
Odd in v
} (1 +4log(2))e
Mlg-g+9+w+] = {5563 : 10247r?E : o) (8-52a)
i i(1 + 4log(2))e
Mlg1g494wi] = T 409608 10247r§ ) 0(62) (S.52b)
. . i i(1 4 2log(2
M [tail  tail fwy | = T02475¢ + ( 12871'3( ) O(e") (S.52¢)
Mtailytail_wy] =0 (S.52d)

The PPP boundary integrals can be decomposed into simple products of I'-functions that can be obtained from the
loop-by-loop methods given above.

B. Additional G; functions

We list here all 20 new transcendental functions necessary to derive the canonical form of the differential equations:

96z (z* + 1) wo(z)?
(z—1)2(z+1)222+1)ai(z)’
) = — 16 (722 4 314210 + 3292% + 134025 + 32924 4?: 31422 + 7) wo(z)? (3.53b)
3(x—1)B3z(x+1)3 (22 +1)
16 (72® + 13620 + 422 + 1362 + 7) wo(x)?a)(z) 2 (5a® + 2826 + 2622 + 2822 + 5) wo (z)%a/ (z)?
3(z — 1)2(z + 1)2 (22 + 1)% o () N 3(z — (e +1) (22 + 1) an (2)?
Gy ()% (z)?
(x —D(z+1) (@2 +1)wm(z)?’
2G1(x) o (x)?
Gy(®) =~ G +1§) )(x;(+)1) R (S.53c)
16 (72® + 13620 + 422 + 1362 + 7) wo(x)? 4 (52® + 2825 + 2622 + 2822 + 5) wo(2)% o (x)

Gl(z) = — (S.53a)

Calr) = 3(z — 1)2x(z + 1)2 (22 + 1)% ay () 3z —1)z2(z+1) (22 4+ 1) ag(x)? (8.53d)
Ga(x)
zay(z)’
G(x) = wo,xs(v)wq (2) , (S.53e)
Gi(x) = woks(x)wp(7) (S.53f)
GL(z) = @o,k3(7)Gs(x) () , (5.538)

a1 (x)
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L) = @o,k3(7)G3 ()0 (7)) () 7

o (2)? (S.53h)
G (z) = wo,Ki(lx(Z)ﬂé(x) _ wo,m(;;)yzﬂ((;()ﬂ;)a/l(x) ’ (S.531)
xt — 222 w x)wo(x 2 (322 — 5) Gs(x x* — 1022 x
T itk +:2)x20,m( Jwo(z) | 42* (3 32;) s(z) (27 12%; 3)Go(@) (8.53)
2 4 2
G () = _3(x —D(x+1) (:c&; 1) wo,k3(x)wwo () 1295;525(33) (272* — 4985:82— 3)Gg(x) ’ (S.53K)
o) = — (1% + 2210 — 732® 4 2362° — 732" + 2% + Dwoxs(@)wo(z)  (2? —3) (32% — 1) woks(2)G1(w)au (2)
e 16(z — 1)222(z + 1)2 (22 + 1) 320z — D(z + 1) (22 + 1) wo(x
N 3z —1)(z+1) (22 + 1) wo,x3(x)wo(2) B (2% = 3) (32 — 1) G5 () 3 (92% — 1022 — 3)Gg(x) Ga(2)
16220 () 32zas () 32221 (x) s
N (22 —3) (32% — 1) (z* — 1622 + 1) G5 () N (921% — 143210 — 852% + 6242° — 5512 + 4722 + 3)Ge ()
A8(x — V(x4 1) (22 +1) 24(x — 1)222(z + 1)2 (22 + 1)
(92* — 102 — 3)G7(z)  (92* — 102% — 3)Gg(z) 2 (a* — 1627 + 1) G1o(w)
B 1622 + 3222 - 3z —Da(z+1) (22 +1) (5-531)
, ~ BEP+ ) we(r) 1 13 (22 —3) (322 — 1) G5(x) 13 (92" — 1022 — 3) Gg(x)
) =~ T2 1 mexe(@) [ 6 — Dz + 1) 6z~ )22 (z + 1) (8-53m)
_ 208G10(1‘) :|
3(z—Dx(z+1)] "’
, o 1 3 (22 +1) Gs() B (92* — 422 + 3)Gg(2) 2G11 (x) N
Gral) = wo.k3() dx 4(z — a2(z+ 1) + (x—Daz(z+1)|° (8-53n)
, (2% — 1228 — 22t — 1227 + D)wo k3(2)wo(z)  3wo,ks(2)G1(x)ar(x)
B o I B =N ey (8:550)
N (32" — 22 + 3)wo k3(x)wo(z) 3@ —1(z+1) (22 4+ 1) Gs() (92" — 42 + 3)Ge ()
42y () 8xaq (z) 8x2a (x)
G11 () (z* — 1622 + 1)Gs(x) (9% — 8920 + 322* — 1122 + 3)Gs(x) 3 (32" +1) Gr(x)
xal(x)} Ga(@) + 4z * 6(x —Da2(z+1) (22 +1) - 42
N 3 (32 +1) Gs() 2 (z* —162% + 1) G11 (=)
82 3z —Dz(z+1)(z2+1)’
3D+ D) (@ + D) woxs(@wole) | (@® —3) (322 1) Gole) (92" — 102 — 3)Go ()
Chol@) = = 1622 a1 () 32xaq (x) 32720 () : (S.53p)
(9174 - 10$2 — 3)G9(Z‘) _ Glo(I)
1622 zaq(x)’
xt — 222 @ x)wo(x x—1)(z x? x xt — 422 x
4 3 (3374 + 1) Gg(.T) _ Gll(fﬂ)
42 zaq(z)’
L m@)
Gig(z) = (1,0_71)2» (S.53r)
Glo(z) = WOT(“’) (S.53s)
Chle) = 22 (s 50

(x+1)%
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where @5 = (2)7K%(1 - 22) and f/(z) = = f(z).
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