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Abstract
Objectives: Electronic health record data is often considered sensitive medical information. Therefore, the EHR data from different medical cen-
ters often cannot be shared, making it difficult to create prediction models using multicenter EHR data, which is essential for such models’ 
robustness and generalizability. Federated learning (FL) is an algorithmic approach that allows learning a shared model using data in multiple 
locations without the need to store all data in a single central place. Our study aims to evaluate an FL approach using the BEHRT model for pre-
dictive tasks on EHR data, focusing on next visit prediction.
Materials and Methods: We propose an FL approach for learning medical concepts embedding. This pretrained model can be used for fine- 
tuning for specific downstream tasks. Our approach is based on an embedding model like BEHRT, a deep neural sequence transduction model 
for EHR. We train using FL, both the masked language modeling (MLM) and the next visit downstream model.
Results: We demonstrate our approach on the MIMIC-IV dataset. We compare the performance of a model trained with FL to one trained on 
centralized data, observing a difference in average precision ranging from 0% to 3% (absolute), depending on the length of the patients’ visit 
history. Moreover, our approach improves average precision by 4%-10% (absolute) compared to local models. In addition, we show the impor-
tance of the usage of pretrained MLM for the next visit diagnoses prediction task.
Discussion and Conclusion: We find that our FL approach reaches very close to the performance of a centralized model, and it outperforms 
local models in terms of average precision. We also show that pretrained MLM improves the model’s average precision performance in the 
next visit diagnoses prediction task, compared to an MLM without pretraining.

Lay Summary
Electronic health records (EHRs) contain sensitive medical information that is crucial for improving patient care. However, sharing this data 
between different medical centers can be challenging due to privacy concerns. Our study explores a solution using a technique called federated 
learning (FL), which allows multiple institutions to collaborate on building predictive models without needing to share their data. We focused on 
predicting a patient’s next visit based on their health history, using a specialized model called BEHRT, which processes EHR data effectively. By 
applying, we trained this model across different centers while keeping the data secure at each location. Our findings show that the FL approach 
can achieve results comparable to traditional methods that use centralized data. Additionally, we discovered that using a pretrained method for 
understanding medical language significantly improves the model’s predictions. Overall, our work highlights how FL can enhance healthcare 
analytics while protecting patient privacy, paving the way for more robust and generalizable health predictions across multiple institutions.
Key words: federated learning; NLP; electronic health records (EHRs); machine learning; prediction model; BERT. 

Introduction
Electronic health records (EHR) is a collection of pieces of 
information documenting a patient’s medical history (for 
example, patient’s drug prescriptions and admissions to med-
ical centers). The medical records stored in medical centers 
contain critical medical information about the treatment pro-
tocol and its results.1

Multicenter studies have the potential to enhance models’ 
ability to capture and adapt to heterogeneity, leading to an 
improvement in their generalizability. Furthermore, collecting 
data from multiple sources results in a larger dataset for train-
ing prediction models, which reduces the expected generaliza-
tion error and increases the robustness of the model.2 In 
addition, rare conditions may not be represented well enough 
in a single dataset. However, incorporating data from multiple 

sources can enhance the representation of these conditions and 
increase their significance in training machine learning models.3

Electronic health records contain sensitive medical infor-
mation, which can make it challenging to share among 
healthcare providers. Federated learning (FL) is an algorith-
mic approach that trains a single model based on several 
databases stored in separate locations (clients) without con-
solidating the information in 1 central location.4 This 
approach makes it possible to train a shared global machine 
learning model with the help of a central server without shar-
ing the observations outside their authorized location. In par-
ticular, FL is suitable for training a computational model 
based on information sources from separate medical centers 
(multicenter study) while maintaining the privacy of data, 
patients, and medical centers.5
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An example of a prediction task based on EHR data is the 
prediction of future diagnoses, also called next visit predic-
tion. In this task, we want to train a model that can predict 
the diagnoses of a patient that will be diagnosed with in his 
next visit based on current and previous clinical data.

BEHRT6 is a deep neural sequence transduction model 
based on BERT7 architecture for EHR. The input for this 
model is a sequence constructed with words representing 
diagnoses, sentences representing each visit, and a document 
representing a patient’s complete medical history. In their 
work, Yikuan et al. first trained an MLM and then used it as 
a pretrained model and fine-tuned it for the next visit predic-
tion task. Afterward, Yikuan et al. demonstrated their 
approach on the CPRD dataset8 that contains medical 
records from general practitioners. BEHRT demonstrates an 
enhancement of 8.0%-13.2% (in terms of average precision 
scores for various tasks) compared to the state-of-the-art 
deep EHR models like RETAIN9 and Deepr10 models.6 The 
BEHRT architecture is designed to easily incorporate multi-
ple heterogeneous medical concepts, including diagnoses, 
measurements, and more. Furthermore, BEHRT’s patient 
representation can be used as a pretrained model for down-
stream tasks.6

However, the training of the BEHRT model, as discussed 
in Li et al.,6 is limited by centralizing all data, which prevents 
the BEHRT model from handling multicenter data. We pro-
posed FL training to medical concepts embedding using 
BEHRT. Our approach utilized FL training to enhance the 
robustness and generalizability of the BEHRT model. Our 
approach used FL training for the pretrained MLM phase 
and also for the next visit prediction task. Our approach is 
applicable to any dataset containing clinical data per patient 
and is suitable for multicenter studies that require an FL algo-
rithm to ensure EHR data privacy. In this work, we explored 
the use of FL to train BEHRT, aiming to preserve privacy 
with minimal impact on performance.

We demonstrated our approach using the MIMIC-IV data-
set11 for the next visit prediction task. Our FL approach 
improves average precision by 4-10 absolute percents 
compared to local models, and achieves very close average 
precision performance to centralized models, while maintain-
ing data privacy and scalability for multicenter studies.

Related work
Our work relies on a representation model of medical 
concepts. In recent decades, word2vec methods have gained 
popularity not only in classical NLP but also in Precision 
Medicine.12 For example, Phe2Vec13 generates patient 
embeddings by representing a patient’s medical history 
through medical concepts such as diagnoses, procedures, lab 
tests, and medications. These medical concepts are grouped 
into intervals of days, with each interval treated as a sentence 
and each medical concept within that interval represented as 
a word. The resulting sequence of words allows for the appli-
cation of word embedding techniques, including methods like 
GloVe,14 FastText,15 or BERT,7 which is based on the trans-
former architecture.16 BRLTM utilized transformers (MLM 
and afterward fine-tuned the pretrained model) to predict 
depression.17 Other representation models include SapBERT, 
which captures fine-grained semantic relationships in the 
biomedical domain,18 and BERGAMOT, which combines 
pretrained language models with graph neural networks to 

capture both interconcept and interconcept interactions from 
the multilingual UMLS graph.19 Large language models 
(LLMs) can also be used for representation learning, as dem-
onstrated by Ronzano and Nanavati.20 However, utilizing 
LLMs for this purpose requires significant computational 
resources due to the high number of parameters in these 
models.

Another common transformer-based model is Med- 
BERT.21 Med-BERT trains BERT model using the MLM 
task, then trains the model for length-of-stay (LOS) task. 
Med-BERT demonstrated an improvement on 2 downstream 
tasks compared to GRU and RETAIN,9 but there is no 
comparison to BEHRT. The main differences between Med- 
BERT and BEHRT is that Med-BERT was trained also on the 
LOS task and has more training samples compared to 
BEHRT. However, Med-BERT has a ranking for each event, 
and the ranking of the importance of each event has not been 
studied enough.21 In addition, Rasmy et al. did not include 
the time between different visits, unlike BEHRT. Therefore, 
we chose to illustrate our approach using BEHRT.

We chose to evaluate our approach in a manner similar to 
how BEHRT was evaluated, focusing on next visit diagnoses 
prediction. Previous studies have developed models for 
predicting diagnoses at the next patient admission based on 
medical history. Gao et al. proposed co-attention memory 
networks for diagnosis prediction, which enhances RNNs 
with a memory network to improve representation 
capacity.22 Ma et al. introduced a diagnosis prediction frame-
work that integrates diagnosis code embeddings with a pre-
dictive model.23 While there are additional studies that 
address predicting diagnoses for subsequent admissions, our 
focus was on evaluating BEHRT’s performance for this task. 
Specifically, we aimed to assess how well BEHRT can be 
trained to maintain privacy (using FL) while achieving 
performance comparable to other methods in predicting next 
visit diagnoses.

Med-BERT used multicenter data, but all the data located 
in one central location, which limits the available data due to 
concerns over infrastructures, regulations, privacy, and data 
standardization present a challenge to data sharing across 
healthcare institutions.2 Multicenter EHR data enables the 
larger and varied data for model training which is essential in 
order to improve model generalizability and robustness.2

There are federated algorithms to overcome this limitation 
such as the literature.4,24

In healthcare, previous studies have explored the use of FL. 
Boughorbel et al. applied FL for early birth prediction, where 
the model’s contribution to the aggregation decreases if its 
confidence is low.25 Grama et al. utilized FL with a neural 
network for disease prediction.26 Additionally, FedEHR 
applied FL for heart disease prediction using EHR data 
sourced from Internet of Things devices.27

While these works highlight the potential of FL for health-
care tasks, several general FL algorithms have been developed 
and evaluated across various applications. For example, Fed-
BERT28 employed FedAvg4 for BERT pretraining but does 
not focus on clinical aspects, such as medical concepts. Dang 
et al.2 compared multiple FL algorithms such as FedAvg, 
FedAvgM, FedProx, FedAdam, and FedAdagrad. Among the 
FL algorithms, the FedAvg and FedAvgM algorithms 
achieved slightly better results than FedProx, FedAdam, and 
FedAdagrad.2 In this work, we adopted the FedAvg algo-
rithm for FL, as it is a widely adopted and commonly used 

2                                                                                                                                                                                               JAMIA Open, 2024, Vol. 7, No. 4 



method. We used the FedAvg FL algorithm for the MLM and 
next visit prediction tasks. We used transformer-based mod-
eling according to the model architecture of BEHRT.6

Methods
Initially, we retrieved the data from the raw source MIMIC- 
IV database 4.2. Next, we simulate a federated data scenario 
by dividing the data into multiple centers. Each patient was 
assigned to a single center according to the center where it 
had the longest stay in. Afterward, we employed FL training 
for MLM. Lastly, we utilized the MLM pretrained model for 
FL of the next visit prediction task. We selected this task for 
evaluation to enable a comparison of our approach with the 
task defined in BEHRT, as well as the metrics for compari-
son. An overview of the stages of this study is illustrated in 
the Supplementary Material (Figure S1).

Next visit problem definition
We adhered to the problem definition for the next visit pre-
diction task as presented in BEHRT.6 Let P denote the set of 
patients and let each patient p have medical data consisting 
of n visits: Vp ¼ V1;p;V2;p; . . . ;Vn;p. For a given visit i of 
patient p, Vi;p represents the set of diagnoses assigned to 
patient p at visit i. Specifically, Vi;p ¼ d1;i;p;d2;i;p; . . . ;dm;i;p, 
where m is the number of diagnoses assigned to patient p at 
visit number i. In the next visit prediction task, we choose a 
random j visit number, assuming we have the medical data 
until Vj, we need to predict the diagnoses 
d1;jþ1;p;d2;jþ1;p; . . . ;dm;jþ1;p for visit number jþ1 based on 
V1;p;V2;p; . . . ;Vj;p.

Data
MIMIC-IV11 is a comprehensive healthcare dataset that was 
utilized to demonstrate the usability of our suggested 
approach. The complete preprocessing of this research is 
detailed in the Supplementary Material and illustrated in 
Figure S2. Each observation is a sequence that represents the 
medical history of a single patient, which includes his diagno-
ses, age, and year of diagnosis. The data for each patient is 
actually composed of multiple visits, ordered by admission 
start time, which is important for the next visit prediction 
task. In addition, similar to BEHRT, there is no prescribed 
order for the multiple diagnoses within a visit.6 The order is 
for the visits, but within a visit there is no order for the 
diagnoses.

Multicenters’ split
To demonstrate the need for FL for the next visit prediction 
task, we simulated a multicenter scenario by splitting our 
data by patient. To simulate a real-world biased variety 
between medical centers, we did not split the patients ran-
domly but clinically-driven. Each patient was assigned to a 
single care unit according to the unit with the longest stay. 
Each patient was assigned to only 1 center. Length of stay 
was taken from the MIMIC-IV transfers table in Hosp mod-
ule.11 The number of centers is not predefined, but rather 
determined by the number of different care units. After split-
ting the patients into centers, we obtained a total of 
39 centers.

Baseline approaches
In order to compare our FL approach, we trained a central-
ized model. In the centralized training, the 2 learning phases 
of MLM and next visit prediction were trained using a single 
dataset covering all the training samples. In addition, we also 
compared our approach to local model training. In the local 
training, no information is shared across clients. As we have 
39 centers, we trained each center’s model separately using 
its local data. First of all, we trained MLM for the local data, 
and then we fine-tuned the MLM using the client’s local data 
for the next visit prediction.

BEHRT
We used the BEHRT6 model architecture for FL for both the 
MLM and the next visit prediction downstream task. BEHRT 
is a deep learning model built upon the BERT architecture.7

BEHRT consists of MLM that was fine-tuned by adding a clas-
sification layer for the next visit prediction task. In the MLM 
training, the task is to predict the masked disease tokens. The 
features for the MLM tasks are: diagnoses, patient’s age, and 
the diagnosis year. The embedding layer in BEHRT is con-
structed through the concatenation of these features. For the 
next visit task, the features are the same as those for the MLM, 
but the list of diagnoses is partial and contains the medical 
information up to the visit for which we want to predict its 
diagnoses. We used the same features of BEHRT. In the MLM 
phase, the model learns an embedding of the clinical concepts 
such as diagnosis, age, position (ie, the relative position of a 
concept within a visit), and segment (ie, visit). Afterward, the 
MLM is fine-tuned for next visit prediction by adding a classi-
fication layer. In addition, the pretrained BEHRT model (after 
the MLM phase) can be utilized for tasks beyond next visit 
prediction through transfer learning.6

Our approach
We used the Federated Averaging (FedAvg) algorithm4 for 
training BEHRT with FL, motivated by the need to preserve 
patient privacy and increase the generalizability of the trained 
model. FedAvg is an FL approach that aggregates locally 
computed model updates from multiple devices or institu-
tions into a global model.

The following steps outline our proposed approach for 
implementing FL to train the BEHRT model. First, The server 
initially shares the BEHRT global model with each client. 
Subsequently, the selected client trains their local model using 
their local data as depicted in Figure 1(A). In the second step, 
the selected clients transmit the weights of their trained local 
model to the server, without sharing their local and private 
data. Then, the server updates the global model by aggregat-
ing all the updated models by computing a weighted average 
of each weight according to the client’s sample size, as shown 
in Figure 1(B). This weighted average is essential, as it ensures 
that the contributions from clients with larger patient sam-
ples are appropriately prioritized, addressing the differences 
in patient numbers among hospitals. Finally, the server dis-
seminates the updated model to all the clients. The iterative 
process continued for 500 epochs, after which the best model 
was selected based on the highest average precision achieved 
on the validation set. We used this FL (FedAvg) algorithm for 
both the MLM training step and the next visit prediction 
model training step. First, we apply our FL approach to train 
the MLM. Then, we fine-tune this MLM for the next visit 
prediction task by adding a classification layer. At each round 
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of training, we selected only a fraction of 10% from the cli-
ents to train on their local data. We did this for efficiency, as 
McMahan et al.4 showed that there is a point of diminishing 
returns when adding more clients.

Experiments
We performed multiple experiments to compare our pro-
posed FL approach to a model trained with all the data in a 
central place. We repeated the training of the next visit pre-
diction while varying the random seed in order to calculate 
the CIs. More details regarding the implementation details 
can be found in the Supplementary Material.

Federated vs centralized learning
In this experiment, we compared our proposed approach (FL 
training) to a model trained with centralized data. For the FL 
training, the two phases (FL MLM and FL next visit predic-
tion) were trained using the federated data. We trained a sin-
gle MLM and multiple next-visit models where in each 
model, we subset the data to patients having at least 1, 3, 5, 
or 15 visits. Our results showed that our proposed FL model 
achieved similar average precision to the centralized model 
for minimum visits of 3, 5, and 15. For a minimum visit of 1, 
the centralized model outperformed our model by an abso-
lute value of 3% (Figure 2).

Federated vs local client-independent learning
This experiment simulates a scenario where no data can be 
shared due to privacy and security concerns, making local 
model training a common scenario in such cases. Each local 
model was trained with its own local data, which varied in 
size and clinical conditions. To aggregate the performances of 
the local models, we used weighted averages based on their 
average precision and the number of examples (patients) in 
the local train data. Figure 2 shows the average precision 
results of local training compared to FL training and central-
ized training for 4 minimum visit thresholds. Our FL 
approach outperformed local training for minimum visits of 
1, 3, 5, and 15 by an average precision of absolute 4%, 8%, 
8%, and 10%, respectively. Overall, our proposed FL 

training model achieved 4%-10% absolute higher average 
precision than local training models.

Pretrained MLM
In the next step, we took the pretrained MLMs and fine- 
tuned them for the prediction task. In this experiment, we 
conducted an ablation study to evaluate the importance of 
pretrained MLM. Specifically, we compared the performance 
of FL next visit prediction using different pretrained MLMs. 
We evaluated 2 centralized MLMs: the first was an MLM 
with at least 1 visit (trained on all patients), and the second 
was an MLM trained on patients who had at least 3 visits. 
Additionally, we evaluated 2 more FL MLMs. The first FL 
MLM is trained with patients who had at least 1 visit, and 
the second is for patients with at least 3 visits. Finally, we 
compared the performance of all these pretrained models 
to the performance of the model without pretrained MLM.  
Figure 3 shows the average precision comparison of FL next 
visit prediction based on the pretrained MLMs. This figure 
shows that for minimum visits of 3 and 5, the pretrained 
MLM improves the average precision for FL next visit predic-
tion by 1%-1.2% absolute compared to without pretrained 
MLM. Moreover, the difference in average precision between 
the centralized MLM and FL MLM was negligible. These 
findings indicate that FL MLM can achieve similar perform-
ance without having all the data centralized in one place.

Discussion
In this article, we present an FL approach for BEHRT. We 
trained the MLM and the next visit prediction task using the 
FedAvg algorithm.4 Our approach is general and well suited 
for multicenter studies that require an FL model to ensure the 
privacy of EHR data. We show that our approach of FL of 
embedding clinical concepts can meet the performance of a 
model trained on centralized data, and it outperforms model 
trained locally with no information sharing. We demonstrate 
the effectiveness of our approach by simulating the MIMIC- 
IV dataset as a multicenter study, training an FL MLM and 
next visit prediction models. We compare the performance of 
our FL approach to both a centralized model and local mod-
els (which are commonly used due to data privacy concerns).

In the first experiment, we compare the average precision 
of FL training, centralized training, and local training for dif-
ferent minimum visit thresholds. Our FL approach achieved 
average precision results that were comparable to the central-
ized baseline approach. For minimum visit thresholds of 3, 5, 
and 15, the differences in average precision were negligible. 
These results demonstrate that our approach can achieve sim-
ilar performance to centralized training while preserving 
EHR data privacy. The reason for lower performance for a 
minimum visit threshold of 1 is not clear enough. One possi-
ble reason is that the set of diagnoses of the patients in this 
dataset are more diverse, which could make it more difficult 
for the FL model to generalize well across all clients. In con-
trast, for minimum visits threshold of 3 and above the sample 
size is smaller and the set of possible diagnoses and concept 
to learn their embedding is smaller.

We compare our approach to local models, where each 
center trains with its local data. We find that the difference in 
performance between local training and our FL approach 
increased as the minimum visit threshold increased from 1 to 
3 and from 5 to 15 (Figure 2). A possible reason for the 

A

B

Figure 1. Federated learning algorithm for MLM and next visit prediction. 
(A) In the first step, the server sends the global model to all clients, and 
each selected client trains the local model. (B) In the second step, the 
server gets the trained weights from the selected clients, aggregates the 
weights, and updates the global model. Abbreviation: MLM, masked 
language modeling.
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decrease in performance of the local models when increasing 
the threshold of minimum visits is because local models have 
less data, making it challenging to learn a local model with 
good performance. In contrast, the difference between our FL 
approach and local models is much more significant when 
there is less data in each center, because the FL approach 
deals with this by learning a common model, while the local 
model will have less robustness when it has few examples. In 
addition, the average precision of the next visit models is 
lower when the minimum number of visits increases. We 
believe this is because the number of samples decreases as the 
minimum visit threshold increases.

In our second experiment, we investigated the impact of 
using different fine-tuned MLMs for predicting the next med-
ical visit with FL. We found that the performance of central-
ized MLMs and federated MLMs was similar, but both 
outperformed the models without pretrained MLMs 
(Figure 3). These results demonstrate that pretraining the 

MLMs can significantly improve the average precision of the 
next visit prediction models. Furthermore, we observed that 
the performance gap between the pretrained MLMs and the 
models without pretraining increased as the minimum num-
ber of visits per patient increased. This is may be because the 
pretrained MLMs are particularly valuable in low-data sce-
narios, where the pretrained MLMs can help to improve the 
generalization and robustness of the models. Moreover, it 
can be seen that FL MLM has better performance than a cen-
tralized MLM as a pretrained MLM for fine-tuning for the 
FL next visit prediction (comparing the blue and green bars 
to purple and yellow bars in Figure 3).

In-depth analysis
Relationship between the minimum number visit threshold 
and sample size
We observed a decrease in the performance of the next 
visit models as the minimum number of visits increased. 

Figure 2. The average precision of each training method was evaluated for the next visit prediction task. The centralized model is referred to as 
centralized training. Our proposed approach is FL training, and local training involves training local models in our multicenter study. We evaluated the 
average precision of the models at 4 minimum visit thresholds. The average precision value appears at the top of each bar plot, and also the 95% CI 
based on a random seed. Abbreviation: FL, federated learning.

Figure 3. The importance of the pretrained MLM for the FL next visit prediction task. We compared the performance of 5 MLM configurations: blue and 
green with pretrained MLMs and fine-tuned with FL (for patients with minimum visits of 1 or 3, respectively); purple and yellow with centralized MLM 
training (also for patients with minimum visits of 1 or 3, respectively); and red without pretrained MLMs. We included the 95% CI on each bar plot. 
Abbreviations: FL, federated learning; MLM, masked language modeling.
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We attributed this trend to a reduction in the number of 
available samples as the minimum visit threshold increased 
and there are less patients having many visits than patients 
with only a few visits. To support this claim, we sampled the 
same number of patients for each dataset. We found that the 
average precision and AUC-ROC of the next visit model for 
different thresholds (1, 3, 5, and 15) increases with the mini-
mal number of visits while ensuring an equal number of sam-
ples across all models based on the minimum visit count of 
15 (Table 1). The table substantiates our hypothesis, as it 
demonstrates that increasing the minimum visit number does 
not result in lower average precision or AUC-ROC values. 
Moreover, Table 1 highlights that a longer patient diagnoses 
history contributes to improved predictions for the next visit 
diagnoses of the same patient. Therefore, the decrease in per-
formance of the next visit model when increasing the minimal 
number of visit threshold (when using the complete dataset) 
is only due to the decrease in sample size.

Diagnosis codes diversity across minimum visit thresholds
In the current work, we discussed the impact of minimum 
visit thresholds on the diversity of diagnoses codes and the set 
of concepts available for learning their embeddings. We 
found that as the minimum visit threshold increases, the num-
ber of different group of diagnoses decreases, indicating 
lower diversity (Figure 4). This observation supports our 

finding that for a minimum visit threshold of 1, the set of pos-
sible diagnoses and concepts available for learning their 
embeddings is larger compared to thresholds of 3, 5, and 15. 
Therefore there is a larger gap between the centralized train-
ing and the FL training for minimum visit of 1.

AUC-ROC performance
Our main evaluation metric was the average precision which 
is appropriate for multilabel prediction. A secondary evalua-
tion metric we used is the AUC-ROC. Since our problem is 
multilabeled, we calculate the metrics separately for each 
label and then average the results for both AUC-ROC and 
average precision. We calculated the average precision and 
AUC-ROC using scikit-learn package in Python. Figure 5 
shows the AUC-ROC performance of the different models. 
Similar to the average precision, our FL approach is close to 
the centralized training and improves the performance com-
pared to local training, while ensuring data privacy, and also 
applicable for multicenter studies.

Limitations, future work, and conclusion
While our study presents promising findings, we acknowledge 
several limitations. Notably, we applied the FL approach out-
lined in this research on simulated multicenter data, rather 
than real-world multicenter datasets. We lacked access to a 

Table 1. Average precision (AP) and AUC-ROC with CIs for the same number of training data for each minimum visit.

Min visit Original sample size Reduced sample size AP AUC-ROC

1 24 915 90 0.436 ± 0.002 0.900 ± 0.000
3 3737 90 0.467 ± 0.003 0.909 ± 0.001
5 1352 90 0.477 ± 0.002 0.913 ± 0.000
15 90 90 0.512 ± 0.002 0.930 ± 0.000

The original sample size represents the sample size for each minimum visit, while the reduced sample size corresponds to the sample size for the highest 
minimum visit. The CI values rounded to 3 digits after the point.

Figure 4. Number of different group of CCS diagnoses as a function of the number of the minimum visit.
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dataset with sufficient patient visit frequency for our analysis 
which can be used to test our approach in a federated and cen-
tralized scheme. Specifically, within the eICU-CRD dataset, 
the average number of visits per patient was only 1.2, making 
it inadequate for our purposes of predicting diagnoses in the 
next visit. Future work could consider combining a wider 
range of features, such as laboratory results and vital signs, to 
further improve the accuracy of the predictive models. Another 
interesting direction for future research would be to investigate 
the potential of applying alternative models, such as Med- 
BERT,21 to the FL approach presented in this study.

In this study, we proposed an FL approach using the 
FedAvg algorithm to train an MLM and a next visit predic-
tion task, enabling the privacy of EHR data to be maintained 
in multicenter studies. Our FL approach achieved similar per-
formance to the centralized model, and an improvement of 4- 
10 absolute percents of average precision compared to local 
models. This highlights the importance of our FL approach 
for creating a common model for multicenter studies while 
preserving data privacy and improving the generalizability 
and robustness of the model. The potential impact of our 
approach on clinical relevance lies in addressing variability in 
patient populations and enhancing the effectiveness of tail-
ored interventions. Furthermore, our approach is general to 
any multicenter study and it is scalable to any number of cli-
ents, compared to local models and the centralized model 
baseline approaches. Our code is available at the following 
link: https://github.com/nadavlab/FederatedBEHRT.
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