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Abstract

Although social media has highly facilitated people’s daily communication and dissemination

of information, it has unfortunately been an ideal hotbed for the breeding and dissemination

of Internet rumors. Therefore, automatically monitoring rumor dissemination in the early

stage is of great practical significance. However, the existing detection methods fail to take

full advantage of the semantics of the microblog information propagation graph. To address

this shortcoming, this study models the information transmission network of a microblog as

a heterogeneous graph with a variety of semantic information and then constructs a Micro-

blog-HAN, which is a graph-based rumor detection model, to capture and aggregate the

semantic information using attention layers. Specifically, after the initial textual and visual

features of posts are extracted, the node-level attention mechanism combines neighbors of

the microblog nodes to generate three groups of node embeddings with specific semantics.

Moreover, semantic-level attention fuses different semantics to obtain the final node embed-

ding of the microblog, which is then used as a classifier’s input. Finally, the classification

results of whether the microblog is a rumor or not are obtained. The experimental results on

two real-world microblog rumor datasets, Weibo2016 and Weibo2021, demonstrate that the

proposed Microblog-HAN can detect microblog rumors with an accuracy of over 92%, dem-

onstrating its superiority over the most existing methods in identifying rumors from the view

of the whole information transmission graph.

1. Introduction

In recent years, a microblog has become a widely used social media platform based on a user’s

desire to share, spread, and acquire short real-time information. Microblog rumors represent

posts that spread through a microblog and are confirmed as false information in the process of

transmission. In general, they are characterized by rapid diffusion, broad reach, and great
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harm. When hot social issues are involved, rumors can easily incite negative emotions of net

citizens, disrupt social harmony, and even destructively weaken the authority of public depart-

ments. In addition, companies drawn into rumors face a disturbance in the stock price and

regular operation, while public figures who have become the protagonists of rumors suffer

from excessive attention on personal and family affairs. Therefore, early identification and

clarification of microblog rumors are significant in monitoring online public opinion and

maintaining social stability.

At present, the microblog service providers recognize rumors by handling tip-offs, which

has a high detection cost and time lag. However, if a model could be designed to detect rumors

automatically and give a timely warning to credible departments to undertake a further investi-

gation, the workload and time-consumption of rumor detection would be significantly

reduced, and the negative effect of rumors would be controlled. In the early years, researchers

manually extracted microblog features from the microblog content and user profiles and fed

them to the input of traditional machine learning classifiers, such as random forest [1] and

support vector machine (SVM) [2]. With the development of deep learning, a number of

detection methods based on the recurrent neural network (RNN) [3] and convolutional neural

network (CNN) [4] have emerged. Still, these methods seldomly consider the multimedia

form of a microblog and fail to explore the semantic information of microblog information’s

spreading path fully.

Recently, modeling the information network as a heterogeneous graph has been a novel

way to make the most of structure information. The heterogeneous graph can be defined as a

graph model consisting of more than one type of node and edge. Different types of nodes are

allowed to present different dimensional feature vectors. Specifically, a heterogeneous graph

neural network has been constructed to process heterogeneous graph data. This network has

been a popular algorithm currently and has been successfully applied to the fields of biomedi-

cine [5], human-computer interaction [6], and network security [7]. When combined with an

attention mechanism, a heterogeneous graph attention network encourages nodes to focus on

important neighbors and can achieve superior performance on multiple public datasets from

different domains [8]. Inspired by this work, this study proposes a rumor detection model for

Sina Weibo, which is based on the analysis of post content and communication network.

The contributions of this study can be summarized as follows. First, the information trans-

mission network of a microblog is modeled as a weighted heterogeneous graph, and three

meta-paths whose semantic information contributes to rumor detection are introduced. Sec-

ond, the multimedia information form of a microblog is processed, and the textual and visual

features are extracted and grouped for later classification. Third, a rumor detection model

based on a heterogeneous graph attention network with two attention layers is proposed to

learn representations of posts using structural and semantic information. The node-level atten-

tion layer fuses the information of important neighbors, while the subsequent semantic layer

aggregates different semantic data to form a final node embedding. Finally, a series of experi-

ments are conducted on two real-word Sina Weibo rumor datasets, of which we crawled the

second most recent experimental dataset. The Sina Weibo is used to verify the proposed model

because it has been the leading microblog service provider with the most significant active

users in China. The experimental results verify the superiority of the proposed Microblog-

HAN model over the most existing rumor detection models, as well as the contribution of

three meta-paths.

The rest of the article is organized as follows. Section 2 presents the literature review of

rumor detection models and graph neural networks. Section 3 describes the modeling process

of the heterogeneous graph of microblog information diffusion and the construction process

of the rumor detection model using convolution layers and a heterogeneous graph attention
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network. Section 4 presents experimental results on two real annotated microblog rumor data-

sets. Finally, Section 5 draws the conclusions.

2. Related work

2.1 Rumor detection methods

Rumor detection is an information authenticity classification task to determine whether a

given message on social media is true or fake [9]. The detection models used in the early stud-

ies denoted traditional machine learning-based classifiers. For instance, the decision tree and

random forest methods have been used to detect the authenticity of posts on Twitter [1, 10,

11]. These methods typically first extract features from the posts, users, and communication

network and then use the extracted features as input of the tree classifier to realize rumor

detection. Ma et al. [12] built a propagation tree based on the propagation structure of Twitter

posts and revealed differences between the propagation trees of rumor and non-rumor data.

The propagation tree kernel method was used to classify the propagation tree and determine

whether a Twitter post had been a rumor or not. In addition, Ma et al. [13] considered the

time characteristics of rumors, employed the time series modeling approach to integrate vari-

ous rumor information, and used an SVM classifier as a rumor detection model. Further,

Yang et al. [2] extracted 19 types of features from the Sina Weibo dataset, which were then

used as the SVM input; these features originated from microblog content, comments, and user

avatar types. Some of the extracted features have been specific to Weibo, such as the geo-

graphic location of events and the client program used to publish the microblog. The experi-

mental results show that specific features impose a different degree of influence on the

prediction effect of a microblog and Twitter.

Moreover, with the development of deep learning, Ma et al. [3] first used a neural network

model to detect rumors. They applied an RNN model to learn the context information of

online rumors and revealed that the RNN outperformed other methods based on handcrafted

features on Twitter and Weibo datasets. Also, Ma et al. [14] investigated the non-sequential

propagation structure following the content of tweets, established propagation tree nodes

according to the commenters’ orientation, and proposed two recursive neural network models

based on the bottom-up and top-down tree-structured neural networks. Guo et al. [15] inte-

grated the attention mechanism with an RNN and assigned various attention weights to differ-

ent text features, thus achieving better classification performance. Jin et al. [16] also leveraged

the attention mechanism based on an RNN, which merges image features into the combined

features of text and social context extracted from posts. This model can learn the multi-modal

features of rumors.

A CNN has also been a widely used deep learning-based method in the field of rumor detec-

tion. Yu et al. [4] first applied a CNN to conduct the rumor detection and achieved good

results. The convolutional layer was used to learn the critical features of the input microblog

text and comments sequences, and then the higher-level interaction between the features was

obtained. Liu et al. [17] combined the RNN and CNN to construct a classifier that can process

time-series information, capturing the global and local variations of users’ characteristics

along the transmission path. Considering a significant emotional tendency of rumors, Lv et al.

[18] constructed a rumor detection model based on the CNN-LSTM combination, treating a

comment sentiment as an important feature for rumor detection. A generative adversarial net-

work could solve some of the complex problems, which could improve classifier robustness.

Ma et al. [19] adopted an adversarial learning method, where the generator learns the realistic

microblog and produces more misleading training materials by distorting non-rumors and
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whitewashing rumors, thus forcing the discriminator to learn more robust rumor

representations.

The research on automatic microblog rumor detection has still been in its infancy. Tradi-

tional machine learning-based methods have common defects of high time consumption and

laborious manual feature extraction. Moreover, the extracted features often lack a high-level

representation of microblogs, which results in the loss of potential information and inaccurate

detection of rumors. In contrast, deep learning-based models can avoid tedious feature engi-

neering and automatically learn the advanced features of rumors, further improving the accu-

racy of rumor detection. However, the existing methods generally fail to address the global

relationship of information transmission graph or tree, thus unsuccessfully making full use of

the spread information of a microblog. Moreover, little consideration has been given to the

multi-modal contents other than text, such as pictures, audio, and videos.

2.2 Graph neural network

A graph neural network (GNN) is a neural network model specially designed for graph data,

which can handle classification and regression tasks at the node, edge, and graph levels. Sper-

duti [20] first applied an RNN to a directed cyclic graph to analyze the complex graph. Gori

et al. [21] proposed a GNN model that can directly process graph data. The feature of each

graph node was determined by the node itself and its neighboring nodes. Based on this princi-

ple, the node representation could be learned iteratively. This model performs well for both

undirected and directed graphs. Inspired by CNNs, researchers extended convolution opera-

tions to the graph data and constructed a graph convolution network (GCN). Bruna et al. [22]

defined the graph convolution operation based on spectral graph theory. However, spectral

convolution operations required processing the whole graph simultaneously during the calcu-

lation, so the time complexity was too high. To address this limitation, Mikael et al. [23] devel-

oped a spatial-based GCN, which can significantly reduce the amount of computation by

performing the convolution operation directly on the graph structure.

A graph attention network (GAT) is another type of the GNN. In the sequence-based tasks,

the attention mechanism can learn the importance of each part of a sequence. The basic idea

of GAT is to compute the hidden node representations by attending over the neighbors. The

first GAT was designed by Velikovi et al. [24], which assigns different attention coefficients to

adjacent nodes and fuse them without costly matrix operations. Zhang et al. [25] further elabo-

rated the model, adopting a more stable multi-attentional mechanism when updating the hid-

den features of nodes, and a convolutional subnetwork was developed to control the

importance of each attention head. Nevertheless, this model is suitable only for isomorphic

graphs containing only one node and edge. However, in practice, a far more common data

structure is a heterogeneous graph with multiple nodes and edges. Through exploring how to

apply attention mechanisms to heterogeneous graphs, Wang et al. [8] developed a heteroge-

neous graph attention neural network (HAN). Aiming at the shortcomings that the GCN and

GAT cannot take advantage of edges’ characteristics, Gong et al. [26] proposed a new frame-

work that can integrate the existing graph neural networks and enable edge features to partici-

pate in training.

3. Method

By denoting posts, users, comments, and reposts as nodes and actions of posting and respond-

ing as edges, this study designs a heterogeneous graph of a microblog, which represents an

input of a Microblog-HAN. The proposed model includes two main parts. The first part

extracts the initial textual and visual features of posts, and the second part represents a
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modified HAN [8] with a hierarchical attention mechanism, including the node-level and

semantic-level attention mechanisms and performing the node classification task.

3.1 Microblog information propagation graph

Microblog has been a widely used social media platform whose information transmission net-

work can be modeled as a heterogeneous graph [27]. The heterogeneous graph of a microblog

contains at least two types of nodes, namely, a post and a user who posted the post; repost and

comment actions can be viewed as nodes in the heterogeneous graph if there are some

responses.

In the heterogeneous graph of a microblog, nodes are connected via three types of edges:

User-Post, User-Comment/Repost, and Post-Comment/Repost. Generally speaking, a post

posted by a user reflects the user’s inner will, so the weights of the User-Post and User-Com-

ment/Repost edges can be set to one. The weight of a Post-Repost/Comment edge is defined as

a support degree of the repost or comment to the post. Except for those reposts or comments

whose content is "Repost" or "Forward quickly", the stance of responses can be inferred by sen-

timent analysis. The position of a commenter has often been embodied by whether the emo-

tional polarity of the comment is similar to that of the post. Thus, the support of a comment or

repost to the corresponding post can be quantified by the difference in the emotional score of

the text between them. Assume the emotional score of a post s is denoted by gs, and the coun-

terpart of comment c is denoted by gc; then, the support of the comment c to the post s can be

defined as

fsg ¼ 1 � jgs � gcj: ð1Þ

If two posts contain the same topic, the content is framed by two ’#’s, an edge is established

between these two nodes, and the weight of the edge is set to one. An illustration of the micro-

blog modeling process is shown in Fig 1. Two content-related posts, one with no comments

and the other one with two followers, are constructed into a heterogeneous graph.

3.2 Preliminary analysis

3.2.1. Meta-path description. A heterogeneous graph is composed of multiple meta-

paths [28]. A meta-path F can be defined as A1� !
R1 A2� !

R2 . . . � !
Rl Alþ1, which can be simplified

Fig 1. The heterogeneous graph of a microblog.

https://doi.org/10.1371/journal.pone.0266598.g001
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as A1A2. . .Al+1, and it describes a compound relationship R = R1°R2°. . .°Rl from node A1 to

node Al+1, where � indicates the composition operator.

In the heterogeneous graph of a microblog, post nodes can be linked via multiple meta-

paths, and different meta-paths can contain different semantic information. In this study,

three types of meta-paths are considered: PP (Post!Post), which indicates that two posts

share the same topic, and PUP (Post!User!Post) and PCUCP (Post!Comment/

Repost!User!Comment/Repost!Post), which indicate that two posts are published and

responded to by the same user, respectively.

3.2.2. Meta-path-based neighbors. Given a meta-path F, the meta-path-based neighbors

of node i can be defined as a set of nodes connected to the node i via the meta-path F [8],

which is denoted by NiF. In particular, the neighbors of a node include itself. For instance,

consider a heterogeneous microblog graph and assume that a user Uj publishes a microblog Pi;
then, the neighbors of the microblog (i.e., node) Pi based on the meta path PUP constitute a

node-set of all posts published by the user Uj, including the microblog Pi itself.

3.2.3. Meta-path-based weight. Given a symmetric meta-path F that connects more than

two nodes, a compound relationship of F can be expressed as R = R1°R1 or R = R1°. . .°Rn°-
Rn°. . .°R1 (n> 1); rk is the edge feature of Rk. Assume nodes i and j are linked via the meta-

path F; then, the meta-path-based weight between the node i and node j is defined by

sFij ¼ 1 �
Xn

k¼1

rk �
X2n

l¼nþ1

rl

�
�
�
�
�

�
�
�
�
�
. In other words, the relevance of node i and node j is quantified by

the difference in the total weights between two halves of the meta-path. When multiple paths

between node i and node jmeet the form of meta-path F, the meta-path-based weight of each

path is averaged to yield sFij , that is, sFij ¼ 1 � Avg
Xn

k¼1

rk �
X2n

l¼nþ1

rl

�
�
�
�
�

�
�
�
�
�

 !

Assume a microblog,

where post Pi and post Pj are commented by users U1 and U2; then, the weight based on the

meta-path PCUCP of post Pi and post Pj can be calculated by sFij ¼ 1� ðjfi1� fj1j þ jfi2� fj2jÞ=2,

where jfi1 � fj1j and jfi2 � fj2j represent the disagreement values of users U1 and U2 on posts Pi
and Pj, respectively. The larger the value of sijF is, the closer users’ attitudes towards Pi and Pj
are.

3.3 Proposed model

In this study, an improved model for identifying microblog rumors named the Microblog-

HAN (MHAN) is proposed. The overall structure of the proposed model is shown in Fig 2.

The appended pictures, text content, comment list, and neighbors of each post are fed to

the MHAN input. The task of the first part of the proposed model is to extract the initial fea-

tures of the post node and analyze the positions of comments. Since a post can include the con-

tent displayed in the form of images, graphical characters need to be recognized and attached

to the end of the textual content, as these images containing rich text can supplement the

post’s text. The text included in the images is extracted by a third-party optical character recog-

nition API [29]. In addition to text identification, visual features of appended pictures are

extracted by the AlexNet [30]. The initial feature hi of post node i represents a concatenation

of the text features acquired from the word2vec model and the image features calculated by the

convolution layers. As for commenters’ standpoint, the SnowNLP is used for the text senti-

ment analysis. The weight between the post nodes obtained based on the meta-path PCUCP is

set according to the average sentiment scores between the posts and comments.

As mentioned previously, the second part of the proposed model is an improved HAN that

considers the meta-path-based weights. It aims at synthesizing the structure information of the
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heterogeneous microblog graph to generate the final embedding of post nodes. By analyzing

the microblog posting historical data, it can be revealed that posts involving the same topic

tend to have similar credibility, and meta-path PP can represent this relationship. From the

perspective of users’ preferences, the behaviors of users follow relatively stable patterns.

Namely, users who post microblog rumors generally have a notorious record of fabricating

other rumors. In addition, regardless of whether the source channel is reliable or doubtful,

news on a specific topic usually has a relatively steady audience. Although receivers’ ability to

identify rumors can vary, they are more likely to take similar positions on the same type of

posts. The above-mentioned two users’ behaviors can be represented by the meta-paths PUP

and PCUCP.

In the proposed model, the meta-paths PUP, PCUCP, and PP in the heterogeneous micro-

blog graph are selected to participate in model training, and denoted byF1,F2, andF3, respec-

tively. After being processed by the node-level and semantic-level attention mechanisms, the

initial features of post nodes are fully fused with the information of the meta-path-based neigh-

bors and then input into the classifier for rumor detection.

3.3.1. Node-level attention. In a heterogeneous graph, the meta-path-based neighbors of

each node are of unequal importance. The node-level attention plays an essential role in learn-

ing the importance of every neighbor and aggregating important neighbors to form a new

node embedding [8]. Suppose posts (i.e., nodes) i and j are linked by a meta-path Ф; thus,

nodes i and j are neighbors based on the meta-path Ф. Assume the importance of node j to

Fig 2. The overall framework of the MHAN. The upper part illustrates the overall structure of the MHAN. After

feature extraction, the initial features of post nodes are processed by node-level attention, semantic-level attention, and

classifier successively to acquire the final classification result Y. The procedure for feature extraction can be seen in the

lower part. The initial features are extracted from posts’ appended visual and textual content.

https://doi.org/10.1371/journal.pone.0266598.g002
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node i is denoted by ei,jF, which can be calculated by the self-attention mechanism. After the

weighed softmax normalization of ei,jF, the attention weight coefficient αij
F can be obtained by

eFij ¼ attnodeðhi; hj;FÞ; ð2Þ

aFij ¼ weighed softmaxðeFij Þ ¼
expðsðaT

F
Wn½hikhj�ÞÞ � sFijX

k2NFi

expðsðaT
F
Wn½hikhk�ÞÞ � s

F

ik

; ð3Þ

where attnode denotes the node-level attention deep neural network, whose parameters can be

represented byWn and aФ; aФ denotes the node-level attention vector of a meta-path Ф, and it

carries the specific semantic information on the meta-path Ф, which is shared among all

nodes; sFij is the weight obtained based on the meta-path Ф between the nodes i and j, guiding

the computation of αij
F. More specifically, sF1

ij ¼ s
F3
ij , and sF2

ij is calculated by the average differ-

ence value of users’ stance on the posts i and j.
The meta-path-based embedding of node i can be attained by aggregating the embedding

of neighboring nodes with the corresponding weight coefficients. The aggregating process is

depicted in Fig 3. To stabilize the learning process of self-attention, multi-head attention is

included in the analysis. The node-level attention is performed K times independently, and the

output features are concatenated to obtain the final meta-path-based node embedding of I,
which is given by

zFi ¼ k
K

K¼1

sð
X

j2NFi

aFij � hjÞ: ð4Þ

3.3.2. Semantic-level attention. Different meta-paths in a heterogeneous graph can imply

different semantic information. The mission of semantic-level attention is to select the mean-

ingful meta-paths and fuse semantics revealed by these meta-paths [8]. The node-level atten-

tion output includes three groups of node embeddings with specific semantics, which is

denoted by fZF1
;ZF2

;ZF3
g. However, one semantic-specific node embedding can reflect

nodes only from one aspect. For instance, ZF1
contains only the semantic information that the

same user releases two posts, ZF2
reflects that the posts are forwarded or commented by the

same user, and ZF3
indicates that the posts share a common topic. To aggregate these seman-

tic-specific node embeddings into a more comprehensive one, semantic-level attention is used

to learn the importance of each of the meta-paths ðwF1
;wF2

;wF3
Þ. Similar to the node-level

attention, the weight coefficient of each meta-path ðbF1
; bF2

; bF3
Þ represents the softmax nor-

malization result of ðwF1
;wF2

;wF3
Þ. The corresponding mathematical formulas in [8] are

shown as follows:

ðbF1
; bF2

; bF3
Þ ¼ attsemðZF1

;ZF2
;ZF3
Þ; ð5Þ

wFi
¼

1

jVj

X

i2V

qT�tanhðWs � zFi þ bÞ; ð6Þ

bFi ¼
expðwFi

Þ

X3

j¼1

expðwFj
Þ

; ð7Þ
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where attsem denotes the semantic-level attention deep neural network, and it can be formula-

rized as Eqs (7) and (9);Ws is the weight matrix, b is the bias vector, and V is the set of all post

nodes.

By averaging the nonlinear transformation of semantic-specific node embeddings and

semantic-level attention vector q, the importance of meta-path Фi, wFi
, is obtained.

With the learned weight coefficient ðbF1
; bF2

; bF3
Þ, the semantic-specific node embeddings

are fused as follows:

Z ¼
X3

i¼1

bFi � ZFi : ð8Þ

As the final node embedding, Z aggregates the semantic information of meta-paths PUP,

PCUCP, and PP, which are then input into the fully connected layer. The model is trained to

minimize the cross-entropy loss function, which is given by

L ¼ �
X

i

½yilogðpiÞ þ ð1� yiÞlogð1� piÞ�; ð9Þ

Fig 3. The hierarchical attention mechanism of the MHAN model. Nodes 4–6 are neighbors of node i based on

meta-path Ф1; nodes 2, 6, and 7 are neighbors of node i based on meta-path Ф2; nodes 3 and 9 are neighbors of node i
based on meta-path Ф3. After the aggregation on each meta-path, embeddings with different semantics are fused to

obtain the final representation of node i, which is denoted as Zi.

https://doi.org/10.1371/journal.pone.0266598.g003
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where pi denotes the possibility of rumor class predicted by the model, and yi denotes the

ground truth where "1" represents a rumor, and "0" represents a non-rumor.

4. Experimental results

4.1 Datasets

The proposed MHAN was evaluated on two real Sina Weibo rumor datasets, Weibo2016 and

Weibo2021. The Weibo2016 dataset was provided by Ma et al. [3] of Hong Kong Baptist Uni-

versity. It contained 4,664 labeled microblog posts. The rumors originated from the false infor-

mation published by the Weibo Community Management Center before 2016. The

Weibo2021 dataset consisted of 6,245 posts, and its rumor data were also acquired from the

verified rumors published by the Weibo Community Management Center. The records of

rumors and the corresponding comments and reposts from 2019 to 2021 were collected by the

crawler. A similar number of non-rumor posts in the same period were also crawled to achieve

a class balance. We made the Weibo2021 dataset publicly accessible. Please see https://github.

com/lemon-coder/MicroblogHAN-dataset for details. The statistics of the two datasets are given

in Tables 1 and 2.

4.2 Experimental settings

All of the models were trained on an NVIDIA Tesla P100-16GB GPU. For the MHAN, the

OCR API from the Baidu AI open platform was used, and the AlexNet with five groups of con-

volution operations for a single GPU was employed for subsequent experiments. The dimen-

sion of the initial feature vector of each post-node was 6,500. Eights heads were used for the

node-level attention, and the dimension of the node embedding vector was 64. In the seman-

tic-level attention, the number of the hidden units was set to 128, and the output embedding of

each node was a 64-dimension vector. The trainable parameters were optimized by the Adam

algorithm with an initial learning rate of 0.001. The maximum number of the training epochs

was set to 600, but the training could end earlier if the validation loss was not lowered for the

last 100 epochs. The overall data were split into the training, validation, and tests set according

to the rate of 3:1:1. Please see S1 Appendix for the training process and computation complex-

ity analysis of MHAN. Besides, the variation curve of the loss function and validation set accu-

racy were depicted in S1 and S2 Figs to illustrate the convergence process better. Four metrics

were adopted to evaluate the performance of the models, namely, accuracy, precision, recall,

and F1-score. The accuracy represents the recognition accuracy rate on all data; precision

denotes the proportion of true positive samples among all positive samples predicted by the

classifier; recall denotes the proportion of positive samples correctly predicted in the total posi-

tive samples; F1-score is the harmonic average of precision and recall.

First, the proposed MHAN model was compared with the other models on the Weibo2016

dataset. The experimental results are shown in Table 3; except for the MHAN model and its

derivative models, the results of all models were provided by Ma et al. [3]. To validate the

Table 1. Statistics of the Weibo2016 and Weibo2021 datasets.

Parameter Weibo2016 Weibo2021

Posts 4,664 6,245

Non-rumors 2,351 3,162

Rumors 2,313 3,083

Users 2,746,818 253,691

Reposts and comments 3,805,656 315,218

https://doi.org/10.1371/journal.pone.0266598.t001
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stability of MHAN, we also conducted the five-fold cross-validation analysis. The experimental

results of the other four splits are shown in S1 Table.

DTR [31]: a decision-tree-based model that ranks the clustered similar posts by their likeli-

hood of being rumors.

DTC [10]: a decision-tree-based model that manually extracts features from the message,

user, topic, and propagation.

RFC [1]: a random-forest-based model that uses a batch of handcrafted temporal features.

SVM-RBF [2]: an SVM-based model with the RBF kernel that uses Weibo-specific features.

SVM-TS [13]: an SVM-based model that uses the temporal characteristics of rumor

features.

GRU [3]: a GRU-based model that learns continuous representations of microblog events.

PPC [17]: a model integrating the RNN and CNN.

MHAN w/o PUP: the MHAN model without the consideration of the meta-path PUP.

MHAN w/o PCUCP: the MHAN model without the consideration of the meta-path

PCUCP.

MHAN w/o PP: the MHAN model without the consideration of the meta-path PP.

MLP: the MHAN model without the consideration of any meta-path, where the initial fea-

tures of posts are directly input into the multilayer perception network.

Next, another experiment was conducted on the Weibo2021 dataset. As there was no avail-

able source code for the other models, only the MHAN and its derivative models were evalu-

ated on this dataset, and their performances are given in Table 4. The five-fold cross-validation

was also employed in the Weibo2021 dataset. The experimental results are shown in S2 Table.

4.3 Result analysis

As shown in Table 3, the traditional machine learning models that rely on handcrafted features

such as DTR, DTC, RFC, SVM-RDF, and SVM-TS, generally perform poorly on the

Weibo2016 dataset, achieving an accuracy of less than 90% on the test set. This demonstrates

that these models are not appropriate for rumor detection, as the handcraft features can reflect

rumor characteristics only at a comparatively shallow level, lacking a higher-level

representation.

The accuracy and F1-score of the GRU model on the test set are higher than those of the

traditional machine learning classifiers. There are two main reasons for this phenomenon.

First, as a neural network model, the GRU can automatically learn deep potential features,

thus surpassing the traditional approaches. Second, the GRU can capture variations in contex-

tual information of microblogs over time.

The PPC model outperforms the GRU model. This is because the PPC model combines var-

iations from different levels after the propagation path is learned by the RNN and CNN, which

is remarkably beneficial to rumor detection.

Table 2. Statistics of the Rumors and Non-rumors in Weibo2016 and Weibo2021 datasets.

Weibo2016 Weibo2021

Rumor Non-rumor Non-rumor Non-rumor

Average reposts and comments 705.8 902.9 35.9 63.7

PUP 1,207 106,859 3,297 3,895

PCUCP 1,863,886 2,395,274 63,411 69,657

PP 5,87 1,333 1,811 25,192

Pictures 1,982 1,860 1,033 1,388

https://doi.org/10.1371/journal.pone.0266598.t002
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The best performance is achieved by the proposed MHAN model, whose accuracy on the

test set reaches 94.2%. The higher recall on rumors suggests that MHAN is skilled in filtering

rumors from mixed messages, whereas the greater precision on non-rumors imparts reliability

to posts classified as true by MHAN. Besides, the highest F1-scores of MHAN on both rumors

and non-rumors indicate its superior comprehensive classification capability. With the ideal

interpretability, the MHAN uses the attention mechanism to fuse different semantics: "posted

by the same user," "reposted by the same user," and "sharing the same topic." In this way, the

structure information of the heterogeneous microblog graph is thoroughly mined, and users’

Table 3. Experimental results on the Weibo2016 dataset.

Method Class Accuracy Precision Recall F1-score

DTR Rumor 0.732 0.738 0.715 0.726

Non-rumor 0.726 0.749 0.737

DTC Rumor 0.831 0.847 0.815 0.831

Non-rumor 0.815 0.847 0.830

RFC Rumor 0.849 0.786 0.959 0.864

Non-rumor 0.947 0.739 0.830

SVM-RBF Rumor 0.818 0.822 0.812 0.817

Non-rumor 0.815 0.824 0.819

SVM-TS Rumor 0.857 0.839 0.885 0.861

Non-rumor 0.878 0.830 0.857

GRU Rumor 0.910 0.876 0.956 0.914

Non-rumor 0.952 0.864 0.906

PPC Rumor 0.921 0.896 0.962 0.923

Non-rumor 0.949 0.889 0.918

MHAN Rumor 0.942 0.937 0.949 0.942

Non-rumor 0.948 0.935 0.941

MHAN w/o PUP Rumor 0.921 0.907 0.938 0.922

Non-rumor 0.935 0.903 0.919

MHAN w/o PCUCP Rumor 0.926 0.944 0.906 0.925

Non-rumor 0.909 0.946 0.927

MHAN w/o PP Rumor 0.932 0.930 0.936 0.933

Non-rumor 0.935 0.929 0.932

MLP Rumor 0.799 0.793 0.812 0.803

Non-rumor 0.806 0.787 0.796

https://doi.org/10.1371/journal.pone.0266598.t003

Table 4. Experimental results on the Weibo2021 dataset.

Method Class Accuracy Precision Recall F1-score

MHAN Rumor 0.922 0.926 0.909 0.917

Non-rumor 0.918 0.934 0.926

MHAN w/o PUP Rumor 0.923 0.933 0.903 0.918

Non-rumor 0.914 0.941 0.928

MHAN w/o PCUCP Rumor 0.922 0.919 0.917 0.918

Non-rumor 0.924 0.927 0.926

MHAN w/o PP Rumor 0.905 0.896 0.906 0.901

Non-rumor 0.913 0.905 0.909

MLP Rumor 0.868 0.866 0.855 0.861

Non-rumor 0.870 0.880 0.875

https://doi.org/10.1371/journal.pone.0266598.t004
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behavior patterns supplement the pure content of the post in need of identification. This is the

main reason why MHAN has better performance than other existing methods.

The ablation studies further justify the above explanation. Compared with the MHAN

model, the values of accuracy and F1-score of the MLP, MHAN w/o PUP, MHAN w/o

PCUCP, and MHAN w/o PP are much lower. Thus, the semantics of all these three meta-

paths are meaningful in the rumor recognition task, and the absence of any meta-path can

adversely affect model performance.

The experimental results on the Weibo2021 dataset indicate that adding the meta-paths is

beneficial to the rumor detection accuracy; namely, the performance of the MLP model is

eclipsed by the other models. The results demonstrate that compared to the classification

methods designed for isolated posts, the graph model performs better on social media tasks.

The heterogeneous graph model with the node-level and semantic-level attention mechanisms

could effectively learn the representations of posts using the structural information. Moreover,

the effects of the three meta-paths on the rumor detection result differed. For instance, the

MHAN w/o PP model performs the worst among all the models except for the MLP model in

terms of nearly all metrics, so it could be concluded that the meta-path PP is the most signifi-

cant effect among all meta-paths.

In contrast, the influences of the meta-paths PUP and PCUCP are relatively limited. As

shown in Table 4, the accuracy of the MHAN model reaches 92.2%, which is comparable to

that of the MHAN w/o PCUCP model but slightly lower than that of the MHAN w/o PUP

model, whose accuracy is 92.3%. Moreover, the values of the F1-score of these models are close

to each other, and they are all characterized by the lower recall of rumors and precision on

non-rumors. These results demonstrate that the introduction of meta-path PUP or PCUCP

slightly affects the detection result.

To conduct error analysis, six line graphs were drawn in Fig 4 to delineate the percentage of

incorrectly classified samples over the number of meta-path based neighbors, and also com-

pare with the distribution of all samples. From Fig 4, we can conclude that whether in

Weibo2016 or Weibo2021, compared with overall data distribution, the posts with fewer

neighbors based on each meta path account for a higher proportion of the misclassified posts.

Fig 4. The percentage of posts over the number of 3 types of meta-path-based neighbors. The left column depicts

how the proportion of posts changes in the Weibo2016 dataset, while the right column depicts that of the Weibo2021

dataset. The red line represents misclassified samples, and the blue line represents all samples.

https://doi.org/10.1371/journal.pone.0266598.g004
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The reason may lie in that the MHAN model is a graph-based model, calculating node embed-

dings through the features neighboring nodes. Suppose a post node connects to too few neigh-

bors in the dataset. In that case, MHAN will fail to fully mine the corresponding user

behaviors, and the effect of rumor classification will descend. In addition, some misclassified

posts deeply rely on videos as the leading information carrier, which MHAN cannot process

for now. Although some other posts only present the main information on pictures, these

appended pictures are the primary information is purely visual rather than graphic characters,

which requires even more advanced visual semantic analysis. The benefits and limitations of

existing methods and MHAN are summarized in Table 5 for details.

4.4 Visualization of post nodes and attention coefficients

To test the classification results of the MHAN model on the Weibo2016 and Weibo2021 data-

sets further, the output feature representations computed by the MHAN model’s attention lay-

ers are mapped to a two-dimensional plane using the T-SNE algorithm. Specifically, Fig 5 (Fig

6) represents the visualization of the Weibo2016 (Weibo2021) posts and the weight coefficients

of the meta-path PUP. Besides, we also draw the corresponding visualization of the

Table 5. Summarisation of the benefits and limitations of existing methods and MHAN.

Parameter Traditional machine learning Deep learning MHAN

Model Random forest [1], SVM [2, 13], Decision tree [10, 11,

31], Kernel learning [12]

GRU [3], CNN [4], RNN [14–16], CNN-RNN [17],

CNN-LSTM [18], GAN [19]

AlexNet+HAN

Accuracy Relatively low High High

Microblog modeling Sequence, Tree Sequence,Tree Graph

Feature extraction Manual Automatic Automatic

Modality of extracted

features

Single modal Single modal, Multimodal Multimodal

Requirement for

training data

Easy to construct posts’ and users’ features Large amount of training samples Modeled as a highly

connected graph

Convergence speed Generally fast Generally slow Slow

https://doi.org/10.1371/journal.pone.0266598.t005

Fig 5. The visualization of the Weibo2016 posts and the weight coefficients of the meta-path PUP. The output

node features obtained by the MHAN model’s attention layers are projected onto a two-dimensional plane, and the

node color indicates the class of posts. The attention weight coefficients of the meta-path PUP between nodes are

denoted by the edge thickness.

https://doi.org/10.1371/journal.pone.0266598.g005

PLOS ONE Microblog-HAN: A micro-blog rumor detection model based on heterogeneous graph attention network

PLOS ONE | https://doi.org/10.1371/journal.pone.0266598 April 12, 2022 14 / 18

https://doi.org/10.1371/journal.pone.0266598.t005
https://doi.org/10.1371/journal.pone.0266598.g005
https://doi.org/10.1371/journal.pone.0266598


Weibo2016 (Weibo2021) posts and the weight coefficients of the meta-paths PCUCP and PP

in S3 Fig, respectively. The orange nodes represent microblog rumor posts, and the blue nodes

denote posts with factual information.

In addition, the node-level attention weight coefficients of each meta-path are extracted

and visualized in the form of node peripheries and edges. The thickness of the node periphery

represents the importance of a microblog post to itself aFii , while the edge thickness indicates

the importance of two posts to each other. Because the calculation process of attention is asym-

metric, that is, aFij 6¼ a
F
ji , the correlation between two posts is measured by the mean of aFji and

aFij . To avoid the impact of excessive edges on the visualization result, the maximum degree of

each node is limited to two.

As shown in Figs 5 and 6, and S3 Fig, the two types of nodes could be clearly distinguished

by the proposed MHAN model, demonstrating its classification ability. From the perspective

of connection, the edges between the same types of nodes are relatively dense, while the con-

nections between different types of nodes are relatively sparse. In Fig 5 and S3(C) Fig, the

attention coefficients of the meta-paths PUP and PP are visualized as edges between nodes.

Based on the results presented in Fig 6 and S3(B) and S3(D) Fig, the weights of the meta-path

PP are larger than those of the other meta-paths in the detecting rumor test on the Weibo2021

dataset. In S3(D) Fig, the post-nodes are the most scattered, but node clusters cover many

short edges, which implies that the nodes sharing the same topic are more likely to be pro-

jected closer by the MHAN model.

5. Conclusion

In this study, an information dissemination network of a microblog is constructed as a hetero-

geneous graph, and a microblog rumor detection model named the MHAN is designed based

on the AlexNet and HAN. Unlike the existing rumor detection models, in the proposed

model, textual features of posts and visual features of appended pictures are used for rumor

recognition. In addition, the proposed MHAN model uses a hierarchical attention mechanism

to recognize different aggregate semantics revealed by the information diffusion network

Fig 6. The visualization of the Weibo2021 posts and the weight coefficients of the meta-path PUP. The output

node features obtained by the MHAN model’s attention layers are projected onto a two-dimensional plane, and the

node color indicates the class of posts. The attention weight coefficients of the meta-path PUP between nodes are

denoted by the edge thickness.

https://doi.org/10.1371/journal.pone.0266598.g006
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instead of identifying a single post. The experimental results on two rumor datasets show that

the proposed MHAN can outperform the other models in the rumor classification task.

In future work, the information on videos and users could be combined to extract a more

comprehensive initial representation of a post. In addition, the instance detection method

could be used to obtain more precise information on the comments’ intentions. Finally, fur-

ther investigation on the selection of meta-paths beneficial to rumor detection could be

conducted.
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