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Background: Collateral effects of antibiotic resistance occur when resistance to one antibiotic agent leads to
increased resistance or increased sensitivity to a second agent, known respectively as collateral resistance (CR)
and collateral sensitivity (CS). Collateral effects are relevant to limit impact of antibiotic resistance in design of
antibiotic treatments. However, methods to detect antibiotic collateral effects in clinical population surveillance
data of antibiotic resistance are lacking.

Objectives: To develop a methodology to quantify collateral effect directionality and effect size from large-scale
antimicrobial resistance population surveillance data.

Methods: We propose a methodology to quantify and test collateral effects in clinical surveillance data based
on a conditional t-test. Our methodology was evaluated using MIC data for 419 Escherichia coli strains, contain-
ing MIC data for 20 antibiotics, which were obtained from the Pathosystems Resource Integration Center
(PATRIC) database.

Results: We demonstrate that the proposed approach identifies several antibiotic combinations that show
symmetrical or non-symmetrical CR and CS. For several of these combinations, collateral effects were previously
confirmed in experimental studies. We furthermore provide insight into the power of our method for multiple
collateral effect sizes and MIC distributions.

Conclusions: Our proposed approach is of relevance as a tool for analysis of large-scale population surveillance
studies to provide broad systematic identification of collateral effects related to antibiotic resistance, and is
made available to the community as an R package. This method can help mapping CS and CR, which could guide

combination therapy and prescribing in the future.

Introduction

The treatment of bacterial infections increasingly relies on anti-
biotic combination therapy.’ Although physiological interactions,
i.e. synergy and antagonism, between pairs of antibiotics have
been explored and exploited for such combination therapies,” evo-
lutionary interactions resulting in collateral effects have only re-
cently started to attract attention.®> Negative evolutionary
interactions between antibiotics, known as collateral sensitivity
(CS), occur when the emergence of resistance to an antibiotic is
accompanied by increased sensitivity to a second antibiotic. On
the contrary, positive evolutionary interactions, known as collat-
eral resistance (CR), result in increased resistance to the second
antibiotic.*

The broad systematic identification of CR can be clinically
important to avoid evolutionary unfavourable antibiotic combi-
nations in empirical treatment,® whereas CS can enable the de-
sign of antibiotic combination treatment strategies to suppress
resistance.®’ Although perturbations of gene expression net-
works that subsequently affect the vulnerability of bacterial
cells to chemicals have been proposed as the main mechanism
underlying CS, the mechanistic details of CS remain elusive.*
For antibiotic pairs that show a CS relationship we may see ei-
ther a unidirectional or reciprocal relationship, where the latter
is most suitable to design such resistance suppressing cycling
strategies.®®"'* CS has been primarily identified and studied
in controlled experimental evolution studies, mostly utilizing
laboratory strains.*>13
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In the experimental setting, collateral effects, and CSin particu-
lar, are determined by measuring the MIC against multiple antibi-
otics before and after desensitization, i.e. through development of
resistance to a chosen antibiotic by experimental evolution. The
fold change in MIC, the ratio of the MIC after and before desensi-
tization, is then used to quantify a collateral response.

The clinical relevance of CS effects remains unclear, due to a
lack of studies that characterize collateral effects and CSin particu-
lar in clinically isolated bacterial pathogens. Unlike experimentally
evolved laboratory strains, clinical bacterial isolates are associated
with extensive genetic variability, and a parental wild-type strain is
lacking to readily determine collateral effects such as is done
experimentally.'*

Increasing availability of large-scale clinical antimicrobial
susceptibility surveillance data'>'® may offer an opportunity to
address this knowledge gap. Such datasets include MIC values for
commonly used antibiotics in clinically isolated pathogens.
Recently, it was shown how dichotomous resistance values, i.e. a
classification of sensitivity or resistance, can be used to estimate
collateral effects of antibiotics in clinical population data.!’
However, in order to address questions about the therapeutic rele-
vance of CS, it is of specific importance to be able to infer direction-
ality and effect size of collateral effects from available clinical
MIC data, which is not possible when only dichotomous MIC values
are considered.

Here, we propose a methodology to systematically identify and
quantify collateral effects from clinical MIC surveillance data, by
comparing two MIC distributions conditional on the resistance to
an antibiotic. Specifically, we develop a goodness-of-fit measure
for estimating a non-causal collateral effect using the easily inter-
pretable conditional t-test, which allows quantification of collat-
eral effect directionality and effect size (Figure 1). We apply our
method to a large public dataset with MIC measurements for
multiple antibiotics in clinical Escherichia coli isolates to identify
possible collateral effects.

Methods

Data pre-processing

Antibiotic MIC data of clinically isolated E. coli strains were obtained from
the Pathosystems Resource Integration Center (PATRIC)™ using the
command line interface, resulting in a dataset of 60 antibiotics and 495
strains. Antibiotics with MIC measurements for at least 200 strains were
included in the study, resulting in 20 antibiotics (Table S1, available as
Supplementary data at JAC-AMR Online). Only strains with data for two or
more antibiotics were used for further analysis, resulting in 419 eligible
strains (Figure 2q).

The MICs were measured on a 2-fold concentration scale. The data can
be considered discrete, with only 26 unique values and 95% of the meas-
urements falling within 9 of these values. The MICs were log, transformed
[logz(MIC)] to put them on a linear scale.

Collateral effect identification

To reflect the biological process of collateral effects, a pair of antibiotics
(A and B) was tested by splitting the population of strains in two groups,
one with high and one with low MIC for antibiotic B (Figure 1). For computing
the collateral effects, only complete pairwise observations were considered
(Figure 2b). Next, strains were dichotomized on a dichotomization criterion
7, based on their MIC value for antibiotic B. After dichotomization, the log,

fold change (FC) was calculated as the difference between the mean
log,(MIC) for A given high MIC for B (MIC4 —pigh) and the mean log, (MIC) for
A given low MIC for B (MICajs—on) (Equation 1).

log, FC = mean(log, (MICap—high)) — mean(logy (MICap—iow) ) (1)

where a log, FC> 0 indicates a CR effect (or an MDR phenotype due to the
co-presence of distinct antibiotic resistance mechanisms) and a log; FC<0
indicates a CS effect. Collateral effects between two antibiotics were tested
in two directions: the collateral effect of Bon A and the collateral effect of A
on B. To test the fold change, the mean difference between the two groups
was compared with an independent sample t-test on the log scale. Let

Hap—high = mean(log, (MICa—pign)),
then the tested hypotheses can be formulated as
Ho + ttag=nigh = tai8=tow
Hes = pap—nigh < Hag—tow
Her + pag=nigh > Haia=low

The grouping in B depends on the dichotomization criterion t. We chose the
7 in a way to make the two groups (high and low) most equally sized, to
maximize the power of detecting collateral effects. In continuous data, this
is naturally the median. The dichotomization does not depend on antibiotic
A. To study the effect of different values of 7, we evaluated the results for
multiple values. The number of options for T was very limited due to the dis-
crete nature of the MIC observations. Importantly, the MIC for antibiotic A
should not be dichotomized, to preserve statistical power and retrieve con-
tinuous effect sizes. Between two sets of strains with either a high or low
MIC for an antibiotic B, the MIC of antibiotic A is expected to be similar;
when this is not the case, this might indicate a collateral effect.

The difference between the mean log,(MIC) for all the combinations of
the 20 antibiotics was tested in two directions, which resulted in 380 statis-
tical tests. A two-sided t-test was used to test both CS and CR. The power,
the probability of detecting true effects, was evaluated analytically over dif-
ferent effect sizes of collateral effects in MIC data based on sample sizes,
disbalance between the sizes of the high and low MIC(B) groups, and the
standard deviation. The values over which the power was calculated were
between the ranges found in the extracted data from PATRIC.

The corresponding P values were calculated and adjusted by controlling
the false discovery rate (FDR) with the Benjamini-Yekutieli procedure, which
corrects for the dependency between the tests.'® The allowed FDR was set
to 0.05. The difference between the means was visualized for the signifi-
cant results in a heatmap. The distributions of the MICs with the most sig-
nificant differences in mean for CR and CS were also visualized as
histograms.

The data analysis was done in the statistical scripting language R,*°
using the ggplot22° package for visualization. The code used in this study is
available on github (https:/github.com/vanhasseltlab/CollateralEffect
MICmethod). The functions for testing collateral effects and producing fig-
ures are made available in the R package collatRal (https://github.com/van
hasseltlab/collatRal).

Results

Detection of collateral effects

A total of 419 E. coli strains and 20 antibiotics was included in our
analyses after exclusion of antibiotics with low sample size
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Figure 1. Collateral effects in the biological process and in population-based inference. Left panel: MICs from the parental strain change due to de-
sensitization to antibiotic B. The MIC for B increases; the effect on the MIC for A indicates whether B has a collateral effect on antibiotic A. Right
panel: The parental strain is unknown, so population of strains is divided into a high MIC(B) and low MIC(B) group; instead of MICs for individual
strains, the MIC graphs show histograms of strains. Collateral effects are measured by comparing the conditional distribution for high and low MIC

for antibiotic B.

(a) Data pre-processing
Extract E. coli MIC data from
PATRIC

60 antibiotics
495 strains

Remove antibiotics with less
than 200 MIC observations

20 antibiotics
495 strains

Excluded:

Remove strains with less than 2
MIC observations

20 antibiotics
419 strains

Excluded:
76 strains

Transform tolog, (MIC)

40 antibiotics

(b) Data analysis
for every antibiotic A and antibiotic B (where A # B)

Remove strains with missing values in A or B

Dichotomize strains on a criterion z in
antibiotic B to high (4) or low (1) MIC

Calculate the log,(fold change) as

log, (FC) = log z(MICA|B=h) - l092(1\/”6}1|B=1)

T-test MIC of MIC antibiotic A between 4 and [

Correct for multiple testing by controlling the
false discovery rate over all antibiotic pairs

Figure 2. Data pre-processing steps (a) and data analysis strategy (b) schematic overview.

(Figure 2q, Table S1). We identified 14 CS responses and 178
potential CR responses at an FDR of 0.05 with dichotomization at
the median (Figure 3). The top five largest and smallest t-statistics,
i.e. the most significant collateral responses, are summarized in
Table 1, which show a very low P value and FDR-adjusted P value

(q value). The largest CS response is ertapenem on cefazolin, with
a mean log, FC of —1.95 (Figure 4a), which corresponds to a fold
change of 0.26. The opposite direction (Figure 4b), the effect of
cefazolin on ertapenem, also shows a significant CS response, but
with a smaller effect size (—0.86 log, FC, g < 0.05). Cefazolin was

30f9


http://academic.oup.com/jacamr/article-lookup/doi/10.1093/jacamr/dlab175#supplementary-data

Zwep et al.

TGCH

TET A

TOB A

GEN 4

AMK ~

SXT A

LVX 4

one-directional

CIP A

reciprocal

NIT 4

TZP

MEM

FOX

FEP

Testing antibiotic (A)

ETP

CRO

CFz

CAZ

ATM

AMP

AMC

> o
5 & N
I

AMC
AMP
ATM
CAZ
CFZ
CRO
ETP
FEP

log, FC

N

NIT 4
CIP A
LVX 4
SXT A
AMK 1
GEN A
TOB A
TET 4
TGCH

Splitting antibiotic (B)

Figure 3. Heatmap of collateral responses identified based on clinical surveillance MIC data, for different antibiotic combinations. The effect size
(blue/orange colour) log; FC is the mean log,(MIC) shift between the groups low and high MIC for splitting antibiotic B. On the y-axis the tested antibi-
otics that were split on antibiotic B (x-axis) and the bold lines separate the different antibiotic classes. A darker colour indicates a larger effect,
with orange showing CR and blue showing CS. White squares indicate no significant effect at the 0.05 FDR threshold. Reciprocality is denoted by a

two-sided arrow.

associated with multiple CS responses with different antibiotics.
The most significant CR response is that of meropenem on erta-
penem with a mean log, FC of 3.66 (Figure 4c), corresponding to a
12.6-fold change.

We chose the median to define the dichotomization criterion,
but due to the discrete nature of the data, many values are equal
to the median. Including the strains with a median MIC value in
the low or high MIC group was not arbitrary, since it can change
the group sizes substantially. The median strains were included in
the smallest group to make the sample sizes as equal as possible.
For example, in Figure 4a, depicting the effect of ertapenem on
cefazolin, the median of ertapenem was —1, and the strains with
this median value were included in the B=low group to make the
groups most equal in size [hence the high group contained
log,(MIC) >0]. This equal splitting was found to improve power
(next section).

Power for identification of collateral effects

Tounderstand which collateral effect sizes are detectable using
our method, the power to detect collateral effects was calcu-
lated for different sample sizes, different group disbalances
and different standard deviations, based on the values we
found in the PATRIC data. The power to detect different effects
greatly depends on the total sample size, with 2000 samples
allowing the detection of a log, FC of size 0.25 with power over
80%, while for smaller sample sizes, such as 200 total samples,
the detectable effect size is 0.75 (Figure 5a). A larger disbalance
of the two groups, high MIC and low MIC for antibiotic B, which
is often seenin our datq, does affect the power, but substantial-
ly only if the disbalance is greater than 25/75 (Figure 5b).
Finally, the standard deviation of the MIC values has a large ef-
fect on how large the power to detect an effect is (Figure 5¢),
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Table 1. Top five results of collateral sensitivity and resistance responses in the E. coli data, with lowest and highest value for the t-statistic,

respectively

Splitting Difference in
Testing antibiotic (A) antibiotic (B) t-statistic Pvalue NB=high NB=low mean (log, FC) qvalue
Collateral sensitivity
CFz ETP —-10.04 2.43%x1072° 69 201 -1.95 241x10718
TZP CFzZ -6.13 4.09%107° 113 110 -1.61 1.25x 1077
TZP CRO —-5.58 5.67x1078 130 156 -1.32 1.46x107°
MEM CFz —5.54 6.68 x 1078 154 140 -1.23 1.69x107°
CFZ MEM —-5.13 5.29x 1077 64 230 -1.16 1.21x107°
Collateral resistance
ETP MEM 26.73 5.82x 1078 62 316 3.66 1.44 %1078
MEM ETP 23.85 3.00x 10777 81 297 3.37 3.71x1077%
TOB GEN 21.99 6.54 x 107 117 219 3.00 5.40x 107
CFz CRO 21.09 6.61x 107 137 147 2.60 4,09 x 1077
GEN TOB 19.74 5.05x 1078 146 190 2.82 2.50x 107>

The effect size is the difference in mean log, FC for the effect of splitting antibiotic B on testing antibiotic A. The number of observations in each group

are Ng—pigh aNd Ng—ow, respectively.

CFZ, cefazolin; ETP, ertapenem; TZP, piperacillin/tazobactam; CRO, ceftriaxone; MEM, meropenem; TOB, tobramycin; GEN, gentamicin.

with the effect of the standard deviation on the power being in-
versely proportional to the effect of the effect size.

The effect of the dichotomization criterion

For estimating the collateral effects, we dichotomize the sample
based on the MIC of one of the two antibiotics, at a chosen criterion
(). We studied whether this choice influences the results and
found that the value of ¢ does impact our results (Figure 6). The
group size equality (transparency of the lines) is a measure for how
equal the two groups are, where an equality of 1 indicates a 50/50
split for the groups. The lines themselves show how the test statis-
tics change over different values of t, showing a dependence
of collateral effect size and sometimes even direction (CR or CS) on
MIC for some of the antibiotics.

The estimated collateral effect is very stable over dichotomiza-
tion criteria for e.g. amoxicillin/clavulanic acid, piperacillin/tazobac-
tam and tobramycin. Less stable are for example cefazolin and
ciprofloxacin. For cefazolin however, the different effect sizes are
found where the sample sizes of the group are very different, indi-
cating that the effect is driven by a small part of the data. In case
of ciprofloxacin, the change of estimated effect size over the differ-
ent tis not driven by a small part of the data.

Discussion

Our analysis demonstrates that empirical determination of collat-
eral effects is possible from MIC population surveillance data, by
quantifying shifts in conditional MIC distributions. Importantly,
our approach enables detection of collateral responses including
directionality and effect size. We demonstrated the utility of our
method to a set of E. coli MIC datg, identifying CS and potential CR
responses from available clinical surveillance data.

Collateral effects are experimentally established to show direc-
tionality, that is, the effect size between two antibiotics in terms of
their collateral effects is not symmetrical. Thus, a collateral effect

of antibiotic A on antibiotic B can differ from the effect of B on
antibiotic A. Our method can be employed to detect both one-
directional and two-directional (reciprocal) collateral responses.
This is in contrast to other statistical methods, such as the odds
ratio used in a previous study’’ or a correlation, where both direc-
tions yield the same statistic. A correlation will thus either identify
two-directional responses or not detect a collateral effect at all,
which increases both the number of false discoveries and the
number of false rejections, as compared with our method.

The collateral effect metric proposed, using fold change, has a
clear interpretation. The effect size is the mean difference in
log,(MICQ)s, or log, FC, between a group with high MIC for an anti-
biotic B as compared with the group with a low MIC for the same
antibiotic. A fold change value enables interpretation of the clinical
relevance of detected MIC changes. This is of relevance, since, es-
pecially with large sample sizes, statistical significance does not
always imply clinical relevance.?’ In addition, the fold change
measure is comparable to the experimentally determined fold
change measures in experimental evolution studies that deter-
mine collateral effects.®?

The choice of dichotomization criterion is not arbitrary, since it
can affect the effect size estimation, such as for ciprofloxacin
(Figure 6). The type of the identified collateral effects may even
vary depending on the selected dichotomization criterion, which is,
for example, the case for ceftriaxone (A) on ciprofloxacin (B). For
the choice of dichotomization criterion, three aspects need to be
considered. Firstly, the data limit the possible choices of 1. There
need to be enough data at both sides of the split to be able to use
this test. Secondly, we showed that the power for detecting effects
is highest when the two groups are similar in size. To this end, a
dichotomization on the equal group sizes yields the highest power
and we chose this option for the study. Thirdly, the change of the
estimated effect sizes over different dichotomization criteria indi-
cates a dependence between collateral effect and MIC value,
which could have an underlying biological cause. The choice of ©
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could therefore also be decided based on which MIC value you
want to know about collateral effects. For instance, in Figure 4a a
CS response is shown in strains with a log, MIC for cefoxitin larger
or equal to 0, indicating that the decrease in sensitivity for cefoxitin
is correlated with an increase in sensitivity for cefazolin, above this
threshold. Whether the same collateral effect is also detected at
other dichotomization criteria can be tested by changing this
value.

For our proof-of-concept analysis of our E. coli dataset we iden-
tified 192 collateral responses using the equal group splitting for
the dichotomization, of which 14 were therapeutically interesting
CS responses. Suggestive CR responses were extensively more
prevalent than CS responses. This was in line with expectations,
given the presence of antibiotics from the same class for which CR
is likely to occur. For example, reciprocal CR responses were
detected between the aminoglycosides amikacin, gentamicin and
tobramycin, and the fluoroquinolones ciprofloxacin and levofloxa-
cin. In accordance with previous studies showing CS between
B-lactams,?? we identified reciprocal CS effects between cefazolin
and the B-lactams meropenem and ertapenem, as well as
between cefazolin and the B-lactam/B-lactamase inhibitor combi-
nations amoxicillin/clavulanic acid and piperacillin/tazobactam.
In contrast to the CS repeatedly found in the literature between
ciprofloxacin and gentamycin,”"!* our analysis showed a CR
response for this antibiotic combination.

The MIC data deposited in PATRIC originate from a variety of
studies and MIC determination methods, which leads to large
variation and possible error in MIC values. Therefore, the data
were used as proof of concept. Large datasets that include MICs
determined in a more consistent manner may be able to further
improve the performance of our method. In larger datasets, our
method could also be used to identify multidrug effects, by split-
ting the high and low groups conditioned on more than one
antibiotic.

This statistical method does not set out to identify causal
relationships, so while use of an antibiotic may lead to resist-
ance development, it is not possible to show that the CS or re-
sistance to another antibiotic has been caused by the use of
the first antibiotic. Also, due to the observational nature of the
data, we are unable to discriminate between CR responses and
the occurrence of an MDR phenotype due to the co-presence
of distinct resistance mechanisms to each of the individual
antibiotic agents.

The occurrence of CS has been previously suggested as a
phenomenon that can be utilized to design dosing schedules that
prevent emergence of antimicrobial resistance and prolong the ef-
ficacy of the existing antimicrobial agents,® but so far it has been
mostly studied in reference laboratory strains of a limited number
of bacterial species. Although our study suggests the occurrence of
CS in clinical populations, it remains unclear to what extent these
effects actually occur in clinically occurring pathogens. The devel-
oped methodology can be directly applied to clinical datasets of
antimicrobial susceptibility that are widely available via national
and international surveillance programmes, to both estimate the
effect sizes and occurrence of collateral effects and to provide fur-
ther insight into the clinical relevance of CS effects. These effects
can be evaluated for specific antibiotic combinations and

pathogen species, which may guide the design of CS-based dosing
strategies of high clinical relevance and the selection of empirical
treatment.?® In addition, the quantification of CR in antimicrobial
susceptibility surveillance datasets is of interest to identify antibiot-
ic combinations that should be avoided as these could potentially
lead to increased risk of treatment failure and the spread of anti-
microbial resistance.

We conclude that the proposed methodology is relevant for
identification of collateral responses based on clinical surveillance
data. We implemented the functions for the method in the R pack-
age collatRal to make the method accessible to other researchers.
Our method can be applied to larger surveillance datasets that
also include MIC data for additional antibiotics and for other clinic-
ally relevant bacterial species. Identified collateral effects, and in
particular CS, can provide important guidance for combination
therapy and in the further design of CS-based dosing strategies
that aim to suppress antibiotic resistance.
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