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a b s t r a c t

The coronavirus disease, called COVID-19, which is spreading fast worldwide since the end of 2019,
and has become a global challenging pandemic. Until 27th May 2020, it caused more than 5.6 million
individuals infected throughout the world and resulted in greater than 348,145 deaths. CT images-
based classification technique has been tried to use the identification of COVID-19 with CT imaging
by hospitals, which aims to minimize the possibility of virus transmission and alleviate the burden
of clinicians and radiologists. Early diagnosis of COVID-19, which not only prevents the disease from
spreading further but allows more reasonable allocation of limited medical resources. Therefore, CT
images play an essential role in identifying cases of COVID-19 that are in great need of intensive
clinical care. Unfortunately, the current public health emergency, which has caused great difficulties
in collecting a large set of precise data for training neural networks. To tackle this challenge, our first
thought is transfer learning, which is a technique that aims to transfer the knowledge from one or more
source tasks to a target task when the latter has fewer training data. Since the training data is relatively
limited, so a transfer learning-based DensNet-121 approach for the identification of COVID-19 is
established. The proposed method is inspired by the precious work of predecessors such as CheXNet
for identifying common Pneumonia, which was trained using the large Chest X-ray14 dataset, and
the dataset contains 112,120 frontal chest X-rays of 14 different chest diseases (including Pneumonia)
that are individually labeled and achieved good performance. Therefore, CheXNet as the pre-trained
network was used for the target task (COVID-19 classification) by fine-tuning the network weights on
the small-sized dataset in the target task. Finally, we evaluated our proposed method on the COVID-19-
CT dataset. Experimentally, our method achieves state-of-the-art performance for the accuracy (ACC)
and F1-score. The quantitative indicators show that the proposed method only uses a GPU can reach
the best performance, up to 0.87 and 0.86, respectively, compared with some widely used and recent
deep learning methods, which are helpful for COVID-19 diagnosis and patient triage. The codes used in
this manuscript are publicly available on GitHub at (https://github.com/lichun0503/CT-Classification).

© 2021 Elsevier B.V. All rights reserved.
1. Introduction

The coronavirus disease 2019 (COVID-19) is spreading fast
orldwide since the end of 2019, and has become a global chal-

enging pandemic. As shown in Fig. 1, until May 21, 2020, the
OVID-19 has been affecting 213 countries and territories around
he world and 2 international conveyances, 4,891,330 coron-
virus cases, and 320,134 deaths are confirmed, reported by

The code (and data) in this article has been certified as Reproducible
by Code Ocean:https://help.codeocean.com/en/articles/1120151-code-ocean-s-
verification-process-for-computational-reproducibility. More information on the
Reproducibility Badge Initiative is available at www.elsevier.com/locate/knosys.

∗ Corresponding author.
E-mail address: yangyunyun@hit.edu.cn (Y. Yang).
ttps://doi.org/10.1016/j.knosys.2021.106849
950-7051/© 2021 Elsevier B.V. All rights reserved.
https://www.worldometers.info/coronavirus/. World Health Or-
ganization (WHO) has declared the COVID-19 as a global health
emergency on January 30, 2020, [1], which poses a great threat
to international human health. Because it is highly infectious
and vaccine development is still in clinical trials, early diagnosis
of COVID-19 has become more and more urgent. It not only
prevents the disease from spreading further but allows a more
reasonable allocation of limited medical resources. Currently, as
the golden standard for COVID-19 diagnosis, the detection of the
reverse transcription-polymerase chain reaction (RT-PCR) of the
viral nucleic acid takes 4 to 6 h to obtain results. To me, as one
of the testers who has personally experienced two nucleic acid
tests, compared with COVID-19’s horrible speed of propagation,
this is a long time. The chest computed tomography (CT) is
useful for the clinical assistant diagnosis of COVID-19 [2–11],
however, since the terrible increase in the number of COVID-19
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Fig. 1. As of May 21, 2020, the world’s statistics on the number of COVID-19
infections and deaths.

infections, there is a huge shortage of clinicians and radiologists,
moreover, the routine use of CT puts a huge burden on the
radiology department, meanwhile, there is a potential infection
in CT equipment. As a result, many infected people cannot get a
timely diagnosis, so they continue to infect others unconsciously.
Therefore, it is favorably hunger for to researchers explore auto-
mated computer-aided diagnostic system classification methods
for COVID-19 based CT images. About the examples of chest CT
images with infection of COVID-19 and Non-COVID-19 as shown
in Fig. 2.

Nowadays, the COVID-19 pandemic threatens the health sys-
em worldwide and the health of people all over the world, if
he diagnostic performance of CT images is improved, even if
T images cannot completely replace the nucleic acid detection
ethod of COVID-19, CT images information can contribute to

reatment decisions based on more accurate and reproducible
ata. Other benefits include reduced need for CT scans, which
educes delays, radiation levels, and costs. Consequently, in the
ield of medical image analysis, more and more imaging-based ar-
ificial intelligence diagnostic systems were developed to combat
OVID-19. Those systems can be roughly divided into several cat-
gories: segmentation-based [12–21], classification-based [22–
6], and follow-up and prognosis [27]. Those methods so that
ategorize the population through a computer-aided diagnosis
ystem based on CT classification, which can reduce the medical
urden of the hospital, make effective use of limited medical
esources, and enable effective treatment of critically ill patients,
hereby reducing the spread of disease. In terms of image-based
isease diagnosis, some valuable works should be introduced,
or example, the related works for multi-modal disease diagnosis
re as follows [28,29]. Additionally, Zhou et al. [30] proposed a
ovel hybrid-fusion network (Hi-Net) for multi-modal MR im-
ge synthesis, which learned mapping from multi-modal source
mages (i.e., existing modalities) to target images (i.e., missing
odalities).
Currently, people actively explored the method of predicting

hether COVID-19 is positive based on deep learning CT and
chieved gratifying results [31–37]. Wang and Wong [32] devel-
ped a platform called COVID-Net for identification of COVID-19,
nd achieved good sensitivity. Sun et al. [22] leveraged a deep
orest-based method to learn some high-level features from chest
T for the diagnosis of COVID-19. Di et al. [38] developed a hyper-
raph learning-based method for the identification of COVID-19
ith CT imaging. He et al. [39] proposed a multi-task multi-

nstance learning framework to jointly assess the severity of the
OVID-19 patients and segment the lung lobe in chest CT images.
2

Based on previous work and inspired by their early success,
the purpose of this paper is to evaluate the feasibility of deep
neural networks in COVID-19 assisted-diagnosis. Unfortunately,
the current public health emergency, which has caused great
difficulties in collecting a large set of precise data for training
neural networks. Under the current grim circumstances, COVID-
19 patients occupy a large degree of medical resources (clinicians
and radiologists), therefore, they are unlikely to have time to
collect and annotate a large number of COVID-19 CT scans. Conse-
quently, one of the main concentration of this paper is to develop
a deep learning-based method such that can obtain the desired
diagnostic effect for COVID-19 from CT scans, in the case of
limited training samples.

To this end, in this paper, we propose a novel transfer learning-
based method with a small-size of medical image data for the
classification between COVID-19 with Non-COVID-19. Transfer
Learning (TL) is not a strange thing for human beings, which is the
ability to learn by analogy. For example, If we have learned to ride
a bicycle, learning to ride a motorcycle becomes very simple for
us. If we have learned to play badminton, learning to play tennis
is not that difficult. However, for computers, the TL is a tech-
nology that allows the existing model algorithms to be slightly
adjusted to be applied to a new field or function. Regarding TL,
the following researchers have done several valuable works, such
as Long et al. [40] developed a conditional adversarial domain
adaptation focused on discriminative information conveyed in
the classifier predictions. Also, Wang et al. [41] presented visual
domain adaptation with manifold embedded distribution align-
ment. Furthermore, Liu [42] developed an unsupervised approach
for heterogeneous domain adaptation. According to the scenarios
of TL, which can be split into three main categories: inductive
(the source and target domains have different learning tasks),
transductive (the source domain and target domain are differ-
ent and the learning tasks are the same), and unsupervised TL
(neither the source domain nor the target domain has labels).
According to feature space, the TL can be split into two main
categories: homogeneous and heterogeneous TL. Usually, in terms
of homogeneous TL, the feature spaces of the data for the source
and target domains are described by the same attributes, but
space has the same dimension. This plays a crucial role in short-
ening the difference in the data distribution between domains
when the data are transmitted cross-domain [43,44]. Currently,
several references address this problem. In contrast, in terms
of heterogeneous TL, the feature spaces from the source and
target domain are nonequivalent, moreover, they even are usually
non-overlapping, also, the dimensions of the feature spaces may
be different. Therefore, the key role of this approach is not
only to deal with the gaps in knowledge transfer but to handle
the differences in data distribution of cross-domain. Hence, this
situation is more challenging, since few same modal or features
can be shared. From the perspective of transforming the feature
spaces, heterogeneous TL can be roughly divided into two cate-
gories: symmetric and asymmetric transformation [43,44]. More
currently, with the development of modern technology, TL has
made new developments, such as deep transfer learning (DTL)
and multi-source domain TL have received widespread attention.
The knowledge can be effectively transferred by the deep neural
network is called DTL [45]. Das et al. [46] leveraged the DTL-based
approach for detection of COVID-19 infection in chest X-rays. For
the multi-source domain TL, Lu et al. [47] presented new methods
for merging fuzzy rules from multiple domains for regression
tasks. These integrated methods are possible to open a door for
future transfer learning.

From the perspective of the authenticity of the data, we use
the publicly-available COVID-19-CT dataset, which contains 349

CT images with clinical findings of 216 COVID-19 patient cases,
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Fig. 2. Examples of chest CT images with infection of COVID-19 (the first row)
nd non-infection of COVID-19 (the second row).

t is built by He et al. [23]. However, the deep neural network
odel is a data-hungry method. When training on a small-sized
ataset, it is easy to produce the risk of overfitting. In typical
ransfer learning, researchers usually divide the data for transfer
earning into two categories, one is source data and the other
s target data. Source data refers to additional data and is not
irectly related to the task to be solved, while target data is data
irectly related to the task. Source data is often huge, and target
ata is often small. How to make good use of source data to help
nd even improve the performance of the model on target data is
he issue to be considered for transfer learning. Furthermore, the
urpose of transfer learning is using the knowledge for new and
elevant tasks under the premise of obtaining certain additional
ata or the existence of an existing model. Additionally, transfer
earning allows the domains, tasks, and distributions used in
raining and testing to be different. Based on the advantages of
ransfer learning and to make up for the data deficiency, we
hought of transfer learning aims to build a good classifier use
small-sized dataset.
The main contributions of this paper are summarized three-

old as follows:

1. A transfer learning-based framework is proposed for the
identification of COVID-19 with limited CT imaging.

2. The proposed method is evaluated on the publicly-available
COVID19-CT dataset, which contains 349 CT images with
clinical findings of 216 COVID-19 patient cases. Exper-
imental results display that our method achieves good
performance compared with several state-of-the-art meth-
ods.

3. Through extensive experiments and comprehensive re-
search aims to explore the consequences of transfer
learning-based method for recognition of COVID-19 diag-
nosis and provides clinically interpretable saliency maps,
which are useful for patient treatment and make the med-
ical resources more effective and reasonable application.

The rest of the paper is organized as follows, in Section 2, we
irst present some related works for the diagnosis of COVID-19.
urthermore, we introduce the materials utilized in this study
nd the proposed transfer learning for recognition of COVID-19
n Section 3. After that, in Section 4, we describe the experimen-
al settings, experimental results, the limitations of the current
tudy, and present several future research directions. Finally, we
ummarize this paper in Section 5.

. Related work

In this section, we briefly review the most relevant studies
rom the following three aspects: (1) prediction-based learning
ethod for identification of COVID-19, (2) segmentation-based
ethods for identification of COVID-19 with CT imaging, and (3)
lassification-based diagnosis of COVID-19 patients.
3

Fig. 3. Learning processing of transfer learning.

2.1. Prediction-based learning method

X-rays can provide effective information for the computer-
assisted diagnosis of COVID-19. Several deep learning methods
have been proposed for the prediction of CT images with COVID-
19. For instance, Wang and Wong [32] proposed a deep network
named COVID-Net, for the detection of COVID-19 cases from chest
radiography images. This paper open-sourced a deep convolu-
tional neural network designed to detect COVID-19 cases from
chest X-ray images, and the chest radiographic image dataset
used to train COVID-Net is named COVIDx and contains 5941
back-to-front chest radiographic images of 2839 patients from
two open databases. The paper also analyzes how COVID-Net uses
interpretable methods to make predictions, intending to gain an
in-depth understanding of the key factors associated with COVID
cases, which can help clinicians to perform better screening. Open
data and codes help to further develop high-precision and practi-
cal deep learning solutions for the detection of COVID-19 cases. Di
et al. [38] proposed an uncertainty vertex-weighted hypergraph
learning method to identify COVID-19 using CT images.

2.2. Segmentation-based methods for identification of COVID-19
with CT imaging

Segmentation of the lung or lung lobe has been seen as a
common pre-requisite procedure for COVID-19 identification per-
formance. To improve the diagnostic accuracy of COVID-19, many
scholars have done a lot of research on the segmentation of the
lung or lung lobe. For example, to help detect infections early and
assess the disease progression of COVID-19, He et al. [39] pro-
posed a synergistic learning framework for automated severity
assessment of COVID-19 in 3D CT images. Selvan et al. [48] used
lung segmentation from chest X-rays using the variational data
imputation method aimed at automated risk scoring of COVID-19
from CXRs. Oh, et al. [15] proposed a patch-based convolutional
neural network approach for COVID-19 diagnosis by learning
COVID-19 features on CXR using limited training data sets. More-
over, U-net [49], as a classic successful model for medical im-
age segmentation, the related works of using U-net to predict
COVID-19 are presented in [50–52], and several variants of U-
Net have been applied to the diagnosis or severity assessment of
COVID-19 [53–56].
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Fig. 4. (Left) Age distribution of COVID-19 patients. (Right) The gender ratio of COVID-19 patients. The ratio of male: female is 86: 51 [57].
2.3. Classification-based diagnosis of COVID-19 patients

Sun et al. [22] developed a deep-forest-based identification
ethod for COVID-19, they used the deep forest to learn the high-

evel representation of location-based-specific features, mean-
hile, an adaptive feature selection operation is employed to re-
uce the redundancy of features. He et al. [23] developed sample-
fficient deep learning methods to accurately diagnose COVID-
9 from CT scans and claimed that they built the largest of
ublicly-available CT-dataset for COVID-19.

. Material and method

First of all, in this section, we will introduce the dataset used
n our investigation. Furthermore, we present the implementation
etails for our proposed transfer learning for COVID-19 classifica-
ion based on CT images. About the learning processing of transfer
earning we can see from Fig. 3.

.1. Dataset description

COVID-CT-Dataset, which is an open-sourced dataset provided
y Zhao and Xie [57]. They claimed that it is the largest COVID-
9-CT dataset that is publicly available to date. They collected
60 preprints about COVID-19 from bioRxiv3 and medRxiv2 from
an 19th to Mar 25th. According to the original description of the
atabase established by them, numerous of these preprints con-
ain the cases of COVID-19 and the CT images in their report. The
uthors used the python package (PyMuPDF4) to extract the CT
mages from these preprints, after that, they manually selected all
T images, then determine whether the CT is positive. For each CT
mage, the authors collected the meta information extracted from
he paper, such as patient age, gender, location, medical history,
can time, the severity of COVID-19, and radiology report [57].
hrough various selections, they got 349 CT images labeled as
eing positive for COVID-19. The CT images have different sizes.
he minimum, average, and maximum heights are 153, 491, and
853. The minimum, average, and maximum widths are 124,
83, and 1485. These images are from 216 patient cases, For
atients labeled with positive, 169 of them have age information
nd 137 of them have gender information [57]. From Fig. 4 we
an learn the information on the age distribution and gender
atio of patients with COVID-19. Also, we can see those male
atients are more than female ones. The CT images for training
re extracted from papers. However, the test dataset and valida-
ion CT images are from hospital donations, and none of them
s extracted from papers. The training data include the positive
amples (the 349 COVID-19 CT images), and the negative sam-
les (Non-COVID-19), the Non-COVID-19 CT images are collected
y the authors from the MedPix5 database https://medpix.nlm.
ih.gov/home, the LUNA6 dataset https://luna16.grand-challenge.
4

org/, the radio media website https://radiopaedia.org/articles/
covid-19-3, and PubMed Central (PMC) https://www.ncbi.nlm.
nih.gov/pmc/, respectively.

To test the effectiveness of the training model, the validation
set and the test set were built by the authors. The sources of
original COVID-19 CTs are from the COVID-19 CT segmentation
dataset http://medicalsegmentation.com/covid19, which contains
20 axial volumetric COVID-19 CT scans. The sources of orig-
inal non-COVID-19 CTs are from the LUNA10 dataset https://
luna16.grand-challenge.org/ and the radio media website https:
//radiopaedia.org/articles/covid-19-3, which contains 888 lung
cancer CT scans from 888 patients and contains radiology images
from 36559 patient cases, respectively. For detailed information
about the database, please refer to [57].

3.2. Data preprocessing

Since the CT images have different sizes, therefore, they were
resized to 224 × 224, we adopted the method of dataset splitting
by the authors, namely, a training, validation, and a test set by pa-
tient IDs with a ratio of 0.6: 0.15: 0.25. Since the training data was
limited, therefore, to avoid the overfitting problem, data augmen-
tation strategies were employed including normalization pro-
cessing random affine transformation, (mean=[0.485,0.456,0.406],
std=[0.229,0.224,0.225]), the affine transformation was composed
of rotation (0 to 10 angles), horizontal and vertical translations (0
to 10 angles).

3.3. Deep learning method

Recently, numerous works show that if a network performs
satisfactory results, image-based classification also will have high
performance on the COVID-19 task. Numerous network struc-
tures [58–65] have been proposed for visual object recognition,
and achieved gratifying performance. Both ResNets [58] and Den-
sNets [59] architectures are successfully applied to in various
image recognition tasks, and achieved outstanding performance.

Supervised and semi-supervised learning as the traditional
machine learning algorithms aim to make predictions on the
future data employing some models that are trained on previ-
ously collected labeled or unlabeled training data and assume
that the labeled and distributions of unlabeled data are the same
domains. Transfer learning, in contrast, allows the domains, tasks,
and distributions used in training and testing to be different [66].
It is a technique that aims to transfer the knowledge from one
or more source tasks to a target task when the latter has fewer
training data. Transfer learning is only interested in the target
task instead of source tasks. Consequently, a typical approach is
to pre-train a deep learning algorithm, which is used for feature
extraction on large datasets in the source tasks by fitting the
human-annotated labels therein, then fine-tune this pre-trained
network on the target task [67].

https://medpix.nlm.nih.gov/home
https://medpix.nlm.nih.gov/home
https://medpix.nlm.nih.gov/home
https://luna16.grand-challenge.org/
https://luna16.grand-challenge.org/
https://luna16.grand-challenge.org/
https://radiopaedia.org/articles/covid-19-3
https://radiopaedia.org/articles/covid-19-3
https://radiopaedia.org/articles/covid-19-3
https://www.ncbi.nlm.nih.gov/pmc/
https://www.ncbi.nlm.nih.gov/pmc/
https://www.ncbi.nlm.nih.gov/pmc/
http://medicalsegmentation.com/covid19
https://luna16.grand-challenge.org/
https://luna16.grand-challenge.org/
https://luna16.grand-challenge.org/
https://radiopaedia.org/articles/covid-19-3
https://radiopaedia.org/articles/covid-19-3
https://radiopaedia.org/articles/covid-19-3
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Fig. 5. The modified CheXNet for diagnosing disease COVID-19.
.4. Predefined models

Our pre-defined models are as follows, ResNet34 [58],
esNet50 [58], resNet101 [58], DensNet121 [59], and the lat-
st Network named ResNest [68]. We did a lot of training ex-
eriments on several pre-defined network frameworks, and fi-
ally chose the CheXNet [69] trained using the ChestX-ray14
ataset [70], which contains 112,120 frontal chest X-rays of 14
ifferent chest diseases (including Pneumonia) that are individ-
ally labeled. CheXNet [69] is a 121-layer convolutional neural
etwork. Its input is a chest X-ray, the output is the probability
f Pneumonia and a heat map (heatmap), which is used to locate
he image area that best indicates Pneumonia. Compare with
ther predefined network frameworks, CheXNet has done a lot
f training on the large ChestX-ray14 dataset and achieved good
erformance. Consequently, we choose CheXNet as a pre-train
odel. About the framework of the proposed method, please

efer to Fig. 5.

.5. Training and testing procedures

The COVID-19 classification deep network software was de-
eloped based on the Pytorh framework https://pytorch.org/. The
etwork was trained for 100 epochs using SGD (stochastic gra-
ient descent) with the momentum [71] of 0.9, a base learning
ate of 0.05, and the weight-decay of 1e−5. Our classification
etwork aims to discriminate against the COVID-19 and Non-
OVID-19 from the lung CT images. So we adopted to extend
ensNet121 to perform the COVID-19 classification task. And the
raining objective is as follow,

argmin L (Θ) (1)

θ

5

Since the Pneumonia detection can be seen as a binary classifi-
cation problem, therefore, the binary cross-entropy loss function
L (Θ) was exploited to compute the loss between predicted-labels
and the ground-truth labels, where the input is a lung CT images
and the output t ∈ {0, 1} is a binary label indicating the presence
or absence of Pneumonia. The formulation of the loss function
L (Θ) is as follow,

L (X, Y ) = −Y log p (Y = 1|X) − (1 − Y ) log p (Y = 0|X) (2)

here, p (Y = i|X) is the probability that the network assigned to
label i.

Our pre-defined models (PM) are as follows, PM={ResNet34,
ResNet50, ResNet101, Resnest, DenseNet}, PM refers to a set of
pre-defined models, then each model in PM is fine-tuned on the
COVID-19 dataset (X, Y ), X = (x1, x2, . . . , xn) refers to N images
of input, the size of each is 224 × 224, Y = (y1, y2, . . . , yn)
refers to the corresponding labels (COVID-19, Non-COVID-19),
the base learning rate is 0.005, which is used to updates the
weights of our model, where the learning_rate = base_learning ×

(total_step− current_step)/total_step. the dataset consists of three
parts, namely, the training set (Xtrain, Ytrain), validate set (Xval, Yval),
and test set (Xtest , Ytest ), the batch-size of the training set is 8, then
by iteratively optimizing (fine-tuning) the networks to reduce the
objective loss function:

L (Θ, xi) =
1
n

∑
L (M (xi, yi)). (3)

where L(.),M(xi, Θ) refer to the deep model that predicts class yi
for input x and the given weight Θ . Let layer l be a convolutional
i

https://pytorch.org/
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Table 1
Dataset split.

Class Train Val Test

COVID 130 32 54
Patients Non-COVID 105 24 42

COVID 191 60 98
Image Non-COVID 234 58 105

layer, then we can compute the input layer l − 1 as follows:

l
i = Bl

i +

N∑
a=1

N∑
b=1

ΘiX l−1
(1+a)(j+b), (4)

here Bl
i, Θi refer to a bias matrix, weight matrix, respectively.

fter that, the activation function as follows can be applied to
he convolutional layer:

et = σ
(
Y l
i

)
. (5)

he common activation functions are sigmoid, tanh, rectified
inear units (ReLu), and so on. In our method, we use ReLu function
s the activation function, namely,

eLu(x) = max(x, 0). (6)

During the procedure of testing, data augmentation strategies
ere not used, and we test the model one time after training
epoch. After that, the predicted probabilities of all COVID-19

ases and the corresponding true labels were accumulated for
tatistical analysis. The loss function training history, ACC, and
1-score are shown in Fig. 6.
About the transfer parameters from the pre-train model, since

he original CheXNet is a multi-classification task, it contains
4 categories, which are Atelectasis, Cardiomegaly, Effusion, In-
iltration, Mass, Nodule, Pneumonia, Pneumothorax, Consolida-
ion, Edema, Emphysema, Fibrosis, Pleural Thickening, and Her-
ia, respectively, they replaced the final fully-connected layer of
ensenet-121 with a single output unit, and then they applied
he nonlinear sigmoid function to output an image containing
he probability of pneumonia. As COVID-19 is a two-class prob-
em, we change the neurons in the output layer to two neu-
ons, and the weights of the neurons are initialized by Kaiming’s
nitialization [72].

. Experiments

In this section, we will describe more details about experi-
ental setup and results while testing the performance of our
ethod.

.1. Evaluation metrics

In our experiments, five criteria are employed to evaluate
he COVID-19 identification performance, and the definitions are
hown as follows. We use five types of commonly used metrics
o evaluate the classification performance achieved by different
ethods in the classification task.

1. Accuracy (ACC): ACC measures the proportion of samples
that are correctly classified. ACC =

TP+TN
TP+TN+FP+FN .

2. Recall: The Recall measures the proportion of actual pos-
itives that are correctly identified as such. This reflecting
the misdiagnose proportion, and it is a critical evaluation
metric in medical diagnostic applications. Recall = TP

TP+FN .
3. Precision: Precision measures the proportion of detected

positives that are truly positive. Pr ecision =
TP .
TP+FP
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Fig. 6. The history of training loss, ACC, and F1-score.

4. F1-score: F1-score measures the harmonic mean of preci-
sion and recall. F1− score =

2×Pr ecision×Recall
Pr ecision+Recall . where TP , TN ,

FP , and FN above represent True Positive, True Negative,
False Positive, and False Negative, respectively.

5. AUC: which is the area under the receiver operating charac-
teristic curve showing how false positive rate increases as
true positive rate increases. For all five metrics, the higher,
the better.

4.2. Experimental settings

We did the experiments on the open-sourced dataset, which
is named COVID-CT-Dataset. It consists of 349 COVID-19 CTs
and 397 Non-COVID-19 CTs. Since the CT images have different
sizes. Therefore, we resized the CT images to 224 × 224. For the
division of the data set, we adapt to the division of the authors.
The dataset contains three parts: a training set, a validation set,
and a test set by patient IDs with a ratio of 0.6: 0.15: 0.25. About
the method division for the dataset by the authors please refer
to Table 1. About the data split information for the patient ID
of Non-COVID-19, the number of train-id, test-id, and validate-id
is 105, 42, and 24, respectively. Also, the data split information
for the patient ID of COVID-19, the number of train-id, test-id,
and validate-id is 191, 98, and 60, respectively. For more detail
please refer to [57] and https://github.com/UCSD-AI4H/COVID-
CT/blob/master/Data-split/.

We trained the deep neural network models on our equipped
with a GeForce RTX 1080 super GPU. The deep network software
was developed based on the Pytorh framework. In the proce-
dures of training, the binary cross-entropy loss function and SGD
optimization function with momentum were used, respectively.
Batch normalization is used through all models, and the training
BathSize is applied through all models.

4.3. Classification performance

We evaluate the COVID-19 vs. Non-COVID-19 classifications
on the COVID-CT-Dataset. The detection results of COVID-19 were
presented and analyzed using ACC and F1-score, and AUC. Be-
cause Precision and Recall are already reflected in the computing
formula of F1-score, it is omitted here. Specifically, ACC and
F1-score, and AUC are some critical indicators that are used to
estimate the deep learning algorithm, for medical analysis. Ta-
ble 2 shows the quantitative results (i.e. ACC, F1-score, and AUC)
achieved by different methods. From Table 2, we also can observe
that our deep classification model archives the best performance
in terms of ACC, F1-score. However, it is worth noting that our

https://github.com/UCSD-AI4H/COVID-CT/blob/master/Data-split/
https://github.com/UCSD-AI4H/COVID-CT/blob/master/Data-split/
https://github.com/UCSD-AI4H/COVID-CT/blob/master/Data-split/
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able 2
erformance of COVID-29 vs Non-COVID-19 classification achieved by the
istorical models and our proposal method, a±b refer to the mean and standard

deviation, respectively.
Method ACC (%) F1-score (%) AUC (%)

SVM [73] 0.61 ± 1.37 0.60 ± 1.69 0.62 ± 0.31
LR [74] 0.70 ± 1.67 0.68 ± 0.75 0.75 ± 1.21
DANN [75] 0.77 ± 1.27 0.78 ± 0.51 0.75 ± 0.52
CheXNet [69] 0.85 ± 1.64 0.84 ± 1.64 0.75 ± 0.78
AFS-DF [22] 0.86 ± 1.04 0.86 ± 0.91 0.87 ± 0.91
SEDLCD [23] 0.86 ± 0.00 0.85 ± 0.00 0.94 ± 0.00
Ours 0.87 ± 1.13 0.86 ± 0.83 0.75 ± 1.39

AUC value is lower than SEDLCD model, it is also possible to be
due to the number of GPUs and computer configuration, which
caused our AUC to be lower than the SEDLCD (4 GPUs required).

For quantitative evaluation, as shown in Table 2, both conven-
ional learning models and the proposed transfer learning meth-
ds achieve considerable improvement with the learned latent
epresentation in terms of all two metrics. Table 2 also demon-
trates the classification performance of the proposed method
nd compared methods. Table 2 shows that the proposed method
eaches the best accuracy performance, up to 0.87. In terms of
1-score, our method also achieves the best performance, up to
.86. However, it is worth noting that our AUC value is lower
han sample-efficient deep learning for COVID-19 diagnosis based
n CT scans (SEDLCD) model, it is also possible to be due to the
umber of GPUs and computer configuration, which caused our
UC to be lower than the SEDLCD (4 GPUs required).

.4. Limitations, challenging, and future work

There are still several limitations to our current study. Firstly,
etwork design and optimizer may be further improved. For
xample, Laplacian smoothing-gradient descent [76] was not uti-
ized to optimize the network. Secondly, although the data used
n this study came from the large of publicly-available CT-dataset
or COVID-19, because deep learning belongs to the data-hungry
ethod, so a few hundred images are not enough for it, to be

urther cross-validated in the more publicly-available dataset.
hirdly, it is worth noting that our AUC value is lower than
EDLCD model, it is also possible be due to the number of GPUs
nd computer configuration, which caused our AUC to be lower
han the SEDLCD (4 GPUs required). Moreover, we still face dif-
iculties when trying to capture the features of COVID-19 and
on-COVID-19, since data dependence is one of the most seri-
us problems in deep learning, insufficient training data is an
nevitable problem in some special fields, especially in the early
tage of the COVID-19 outbreak. Although TL relaxes the as-
umption that training data must be independent and identically
istributed with test data, however, in the training stage, since
nsufficient data such that over-fitting is easy to occur, resulting
n high accuracy in the training stage, and there is a certain
ap in the accuracy of the test and the training phase. Data
istribution is another problem, in future work, we will combine
L and model-driven methods to reduce over-fitting, thereby
educing the gap between training accuracy and test refinement,
nd improving the performance of the model. Also, more features
patient age, gender, location, medical history, scan time, the
everity of COVID-19) will be considered in our proposed method
iming to improve further performance. Furthermore, such as
he Laplacian smoothing optimizer [76] also will be leveraged
o speed up network optimization, shorten training time, and
mprove classification accuracy.
7

5. Conclusion

In this paper, we propose a transfer learning-based deep
method that aims to identify COVID-19 from Non-COVID-19 using
relatively small-sized CT images. We confront one of the challeng-
ing issues that have great difficulties in collecting a large set of
precise data for training neural networks. Our proposed method
employs the characteristic of transfer learning that transfers the
knowledge from one or more source tasks to a target task when
the latter has fewer training data. CheXNet as the pre-trained
network was used for the target task (COVID-19 classification)
by fine-tuning the network weights on the small-sized dataset in
the target task. Experimental results on a real COVID-19 CT image
dataset demonstrate that our method achieves good performance
in severity assessment of COVID-19 patients, compared with
several state-of-the-art methods, except AUC.
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