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BACKGROUND Robust and accurate prediction of cardiovascular disease (CVD) risk facilitates early intervention to

benefit patients. The intricate relationship between mental health disorders and CVD is widely recognized. However,

existing models often overlook psychological factors, relying on a limited set of clinical and lifestyle parameters, or being

developed on restricted population subsets.

OBJECTIVES This study aims to assess the impact of integrating psychological data into a novel machine learning (ML)

approach on enhancing CVD prediction performance.

METHODS Using a comprehensive UK Biobank data set (n ¼ 375,145), the correlation between CVD and traditional and

psychological risk factors was examined. CVD included hypertensive disease, ischemic heart disease, heart failure, and

arrhythmias. An ensemble ML model containing 5 constituent algorithms (decision tree, random forest, XGBoost, support

vector machine, and deep neural network) was tested for its ability to predict CVD based on 2 training data sets: using

traditional CVD risk factors alone, or using a combination of traditional and psychological risk factors.

RESULTS A total of 375,145 subjects with normal health status and with CVD were included. The ensemble ML model

could predict CVD with 71.31% accuracy using traditional CVD risk factors alone. However, by adding psychological

factors to the training data, accuracy increased to 85.13%. The accuracy and robustness of the ensemble ML model

outperformed all 5 constituent learning algorithms.

CONCLUSIONS Incorporating mental health assessment data within an ensemble ML model results in a significantly

improved, highly accurate, CVD prediction model, outperforming traditional risk factor prediction alone.

(JACC Adv. 2024;3:101180) © 2024 The Authors. Published by Elsevier on behalf of the American College of

Cardiology Foundation. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/

licenses/by-nc-nd/4.0/).
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ABBR EV I A T I ON S

AND ACRONYMS

BMI = body mass index

CVD = cardiovascular disease

DBP = diastolic blood pressure

DNN = deep neural networks

HT = hypertension

ML = machine learning

SBP = systolic blood pressure
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C oronary heart disease and cerebro-
vascular disease are the world’s
leading cause of death.1 Early inter-

vention is highly effective for people at risk
of developing the disease, and a widely used
approach is to screen at-risk populations.2

Several cardiovascular disease (CVD) predic-
tion models have been developed during the
past 4 decades. The Reynolds Risk Score in
women, used in the United States, is based
on data from the Women’s Health Study.3
Another multi-marker risk model assesses the contri-
bution of 10 genetic markers, including B-type natri-
uretic peptide and C-reactive protein.4 SCORE
(Systematic Coronary Risk Evaluation), introduced
by the European Society of Cardiology, was developed
retrospectively from data originating from 12 Euro-
pean cohorts undergoing baseline examination.5

QRISK, a cardiovascular risk prediction algorithm, is
recommended in Europe for estimating the risk of
heart attacks and strokes in a given population.6,7

Most prediction models follow a statistical regres-
sion approach that relates CVD risk with an in-
dividual’s characteristics,8 but the number of factors
used for prediction is often limited. New approaches,
covering a more comprehensive range of markers that
do not rely solely on traditional clinical and lifestyle
factors, could improve precision in identifying CVD
risk.

The pooled cohort equations were created later and
served as gender- and race-specific tools designed for
estimating the 10-year absolute rates of atheroscle-
rotic CVD events in primary prevention populations
in individuals without prior atherosclerotic CVD
incorporating gender and race.9 Over the past few
decades, these models have been extensively vali-
dated within different populations, which provided
mounting evidence that local tailoring is often
necessary to obtain accurate predictions.10

The Framingham Risk Score is a cornerstone and
extensively employed method for estimating the 10-
year likelihood of experiencing cardiovascular
events, especially coronary heart disease, among in-
dividuals without pre-existing CVDs.11 Over time, the
Framingham Risk Score has been refined through
successive updates to improve its accuracy and
broaden its relevance to various populations. This has
solidified its role as a critical tool in clinical settings
for categorizing risk levels and guiding decisions on
preventive measures.

In addition to traditional, recognized risk factors for
CVD, such as smoking, high cholesterol levels, hy-
pertension (HT), and obesity, there is also evidence of
a significant association between psychological
factors and CVD.12 The association is bidirectional, in
that psychological factors may be common in certain
CVDs and portend worse outcomes, regardless of
whether the psychological disorder or CVD occurs
first.13

The important role of psychological stress has been
previously investigated in myocardial ischemia,14

coronary artery disease,15,16 acute and reversible
cardiomyopathy,17 and ventricular arrhythmias.18

Prospective evidence implies that depression plays a
major role in CVD development.19,20 The association
of depression has also been reported with coronary
artery disease,21,22 heart rate reactivity,23 myocardial
infarction,24 and respiratory sinus arrhythmia fluc-
tuation.25 A considerable number of studies have
shown that anxiety is an independent risk factor for
cardiac mortality and coronary heart disease.26-28

Numerous guidelines within the CVD literature
focus on the psychological aspects of care.29,30 A
guideline dedicated to the care of patients with both
CVD and mental health issues highlights the elevated
prevalence of CVD risk factors among individuals
with mental illnesses. This underscores the impor-
tance for mental health practitioners to systemati-
cally screen, monitor, and manage these risk factors
on a regular basis. Such proactive measures in
screening and monitoring cardiovascular risk factors
are anticipated to contribute significantly to national
targets and have a substantial impact on reducing
cardiovascular morbidity and mortality among in-
dividuals with mental illness.29

Although the link between psychological factors
and CVD is recognized, no method had been devel-
oped to utilize these factors for CVD prediction due to
the absence of suitable data and analysis tools. This
study seeks to bridge this gap by developing an
ensemble machine learning (ML) model for CVD risk
prediction. Initially, the model uses traditional risk
factors such as body mass index (BMI), blood pres-
sure, diabetes, and smoking status. Subsequently, it
incorporates psychological data like depression,
anxiety, and stress to enhance its accuracy. This
iterative approach demonstrates the model’s ability
to handle data sets with varying complexity, show-
casing the potential of integrating psychological fac-
tors into CVD risk assessment.

METHODS

STUDY DESIGN. The UK Biobank is a large-scale
biomedical database and research resource contain-
ing in-depth genetic and health information. It com-
prises a large, long-term (since 2006) data set from
the United Kingdom, recruiting >500,000



TABLE 1 Patient Characteristics (N ¼ 375,145)

Participants 375,145

Female 200,012 (53.32%)

Male 175,133 (46.68%)

Age, y 56.43 � 8.05

Body mass index, kg/m2 27.39 � 4.75

Systolic blood pressure, mm Hg 140.11 � 19.57

Diastolic blood pressure, mm Hg 82.82 � 10.91

Arrhythmia 16,038 (4.28%)

Hypertensive diseases 1,985 (0.53%)

Ischemic heart diseases 25,820 (6.88%)

Heart failure 5,642 (1.50%)

At least 1 CVD 37,388 (9.97%)

Diabetes 18,501 (4.93%)

Smoke history 130,377 (34.75%)

Psychological factors

Mood swings 157,198 (41.90%)

Miserableness 150,691 (40.17%)

Irritability 101,104 (26.95%)

Sensitivity/hurt feelings 175,103 (46.68%)

Fed-up feelings 141,013 (37.59%)

Nervous feelings 81,225 (21.65%)

Worrier/anxious feelings 174,310 (46.46%)

Tense/highly strung 62,152 (16.57%)

Suffering from nervousness 75,106 (20.02%)

Loneliness 63,919 (17.04%)

Guilty feelings 102,917 (27.43%)

Risk taking behavior 103,145 (27.49%)

Depressed 83,352 (22.22%)

Lack of enthusiasm 75,039 (20.00%)

Restlessness 93,731 (24.99%)

Tiredness 183,742 (48.98%)

Seen a doctor for mental health 122,057 (32.54%)

Seen a psychiatrist for mental health 41,013 (10.93%)

Values are n (%) or mean � SD.

CVD ¼ cardiovascular disease.
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participants from the general population; the design
and participant population are described in.31 Data
were collected through a combination of question-
naires, interviews, and blood, urine, and saliva sam-
ples and describes these physical measurements,
together with lifestyle, medical history, and a series
of health risk factors. The clinical characteristics of
these diverse patient cohorts are summarized
in Table 1.

We considered 2 categories as training data for our
ML model. The first consisted of traditional CVD risk
factors, such as gender, age, smoking status, BMI, HT,
diabetes, systolic blood pressure (SBP), and diastolic
blood pressure (DBP). The second category contained
data from the UK Biobank touchscreen questionnaire
on psychological factors and mental health. The UK
Biobank Touch Screen Questionnaire is a vital
component of the assessment center process. This
comprehensive questionnaire covers diverse aspects,
including consent, hearing tests, and cognitive func-
tion tests. The touch screen operation involves par-
ticipants responding to inquiries related to various
health domains, including mental health. Participants
are guided through potentially sensitive questions,
such as those pertaining to nerves, anxiety, tension, or
depression, as well as their history of seeing a general
practitioner or psychiatrist formental health concerns.

The study utilized data from the UK Biobank
touchscreen questions, focusing on various psycho-
logical factors. These factors include mood swings,
miserableness, irritability, sensitivity/hurt feelings,
fed-up feelings, nervous feelings, worrier/anxious
feelings, tense/highly strung, worry duration after
embarrassment, suffering from nerves, loneliness/
isolation, guilty feelings, risk-taking, frequency of
depressed mood, unenthusiasm/disinterest, tense-
ness/restlessness, tiredness/lethargy, and seeking
medical help for mental health issues. The study ex-
plores participants’ neuroticism scores derived from
twelve related questions. The data set also includes
information on depression status, neuroticism, epi-
sodes of depressive symptoms, and experiences of
manic/hyper episodes, providing valuable insights
into the relationship between psychological factors
and mental health outcomes (full data details and UK
Biobank codes in Supplemental Table 1).

CVDs considered in this study included a wide se-
lection of diagnoses: atrial fibrillation and flutter,
ventricular arrhythmias, atrioventricular and left
bundle-branch block, angina pectoris, acute and
subsequent myocardial infarctions and subsequent
complications, chronic and acute ischemic heart dis-
eases, hypertensive heart disease, and heart failure
(Supplemental Table 2).
After preprocessing to remove entries with
incomplete data, the data from 375,145 subjects were
analyzed using a Pearson correlation. The median
diagnosis age of included patients was 58.0 years
(IQR: 37-73 years). We separated the data into training
and test sets with 90% and 10% of subjects.

MODELING AND PREDICTIVE ANALYSES. We devel-
oped an ensemble model containing 5 ML methods:
decision tree, random forest, XGBoost, support vector
machine, and deep neural networks (DNNs). Briefly, a
decision tree algorithm32 employs a tree-like model of
decisions and their possible consequences, including
chance event outcomes, resource costs, and utility.
Random forest33 is a learning method operating by
constructing a multitude of decision trees at training
time and XGBoost34 is a scalable end-to-end tree
boosting system. A support vector machine35 is a su-
pervised ML approach that maps training examples to
points in space to maximize the width of the gap



CENTRAL ILLUSTRATION Model Overview

Dorraki M, et al. JACC Adv. 2024;3(9):101180.

Our ensemble machine learning approach, including decision tree, random forest, XGBoost, SVM, and DNN models, was developed to predict CVD risk from psy-

chological factors. DNN ¼ deep neural networks; SVM ¼ support vector machine; other abbreviation as in Figure 1.
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between the 2 clusters of points. A neural network
recognizes hidden patterns in a data set by mimicking
the human brain, and DNNs36 possess multiple layers
to progressively extract higher-level patterns from
raw input.

Our proposed ensemble-learning model collected
results from each individual learning approach and
produced a final output prediction by adopting a
majority voting strategy; each model makes a pre-
diction (votes) for each test instance and the
final result is the one that receives more than half
the votes. The process of UK Biobank data collection
and our model overview are shown in the
Central Illustration.



FIGURE 1 CVD Risks for Participants From the UK Biobank

(A) The correlation between CVD and a selection of psychological factors and traditional CVD risk factors. descriptions for psychological factor codes are provided in

Supplemental Table 1. (B) The association of 4 traditional CVD risk factors by sex: age, BMI, SBP, and DBP. (C) The prevalence of CVD by sex and smoking status.

BMI ¼ body mass index; CVD ¼ cardiovascular disease; DBP ¼ diastolic blood pressure; SBP ¼ systolic blood pressure.
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SOFTWARE AND HARDWARE. The analysis was
conducted utilizing several libraries including
Pandas,37 NumPy,38 Scipy,39 and Scikit-Learn.40

Plotting was performed using the Matplotlib41 and
Seaborn42 libraries. All programming codes were
written in Python programming language (3.9.x).43

The models were trained on the Phoenix High Per-
formance Computing service provided by the Uni-
versity of Adelaide. The High Performance
Computing had Intel X86-64 Haswell and Skylake
CPUs with NVidia GPUs.

RESULTS

RISK FACTOR CORRELATION. Our correlation anal-
ysis (Figure 1A) shows that almost all psychological
factors are highly correlated, with the exception of
risk taking (code: 2040). There is generally a negative
correlation between age and psychological disorders,
which may imply that psychological illnesses are not
a natural part of ageing, and that psychological dis-
orders predominantly affect younger adults.

Positive associations were observed between CVD
and the traditional risk factors, especially for HT
(Figure 1A). Figure 1B depicts the distribution of key
physical factors (age, BMI, SBP, DBP) by gender.
The incidence of CVD in females is lower than in
males and CVD incidence increases for previous and
current smokers (Figure 1C).

ENSEMBLE ML FOR CVD PREDICTION. We explored
the ability of our model to predict CVD from 2
different groups of training data, namely traditional
CVD risk factors only, and the combination of tradi-
tional and psychological factors. We separately
trained the model on each data set, and then evalu-
ated its accuracy with unseen test data.

Trained using traditional CVD risk factors only (sex,
age, BMI, HT, SBP, DBP, diabetes, and smoking status),
our ensemble model was able to predict CVD with an
accuracy of 71.31% (precision 74.91%; recall 70.48%),
which exceeded the performance of each individual
ML model, particularly in precision (Figure 2A; metrics
defined in Supplemental Table 3).

A second, independent training using combined
traditional and psychological risk factors significantly
increased CVD prediction accuracy of the ensemble
model to 85.13% (precision 79.62%; and recall
89.40%) (Figure 2B). The accuracy and recall of our
ensemble model outperformed any of the 5



FIGURE 2 Results From Different ML Models for 2 Training Data Categories

Accuracy, precision, recall, F1, and area under the curve (AUC) results from our ensemble model and 5 individual learning approaches are shown for training data

comprising (A) traditional CVD risk factors only; and (B) the combination of traditional CVD risk and psychological factors. All metrics are described in Supplemental

Table 3. ML ¼ machine learning; other abbreviation as in Figure 1.
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constituent learning algorithms; intriguingly, the
precision of the individual random forest and DNN
algorithms were higher than for the ensemble model,
suggesting the appropriate data classification of the
ensemble model.

Thus, adding amassed psychological data to train
our ensemble model increased the baseline 71.31%
accuracy of CVD prediction by over 10%, to be 85.13%
accurate. All other performance metrics also increased
significantly after adding psychological factors to the
training data, indicating their value in improving the
identification of patients at-risk of CVD.
BONE DISEASE PREDICTION CROSS-CHECK. To
examine whether the predicted results were not
generated spuriously, we performed a control exper-
iment using the UK Biobank data set. Using our model
trained on traditional and psychological CVD risk
factors, we tested its accuracy in predicting bone
diseases such as tuberculosis of bones and joints,
disorders of bone density and structure, and osteop-
athies (see Supplemental Table 4). The ensemble
model returned performance results similar to those
of the 5 individual approaches; none were effective at
predicting bone disorders using CVD risk factors
(Supplemental Figure 1).
CVD PREDICTION VIA LOGISTIC REGRESSION ANALYSIS.

Logistic regression, a well-established statistical
method, adds a layer of interpretability to the pre-
dictive model. Unlike the complex and often opaque
nature of ensemble methods, logistic regression pro-
vides a clear understanding of the relationship be-
tween input features and the likelihood of CVD
occurrence. By introducing logistic regression into
the ensemble, the aim is to compare its performance
with the existing ensemble approach. This compara-
tive analysis not only contributes to the model’s
transparency but also provides insights into the
strengths and weaknesses of each approach.

In order to enhance the predictive capabilities of
CVD prediction, a logistic regression approach has
been employed. The decision to incorporate logistic
regression into our predictive modeling framework
was driven by the need for interpretability and
transparency in the prediction of CVD. Logistic
regression, being a classical statistical method, offers
a straightforward and intuitive understanding of the
relationship between input features and the likeli-
hood of CVD occurrence. We aimed to leverage the
simplicity and interpretability of logistic regression to
enhance the overall understanding of the predictive
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model. However, it is essential to note that despite its
interpretative benefits, the results of the logistic
regression (accuracy: 63.82%, precision: 62.61%, and
recall: 65.43%) model did not surpass that of the
ensemble model (accuracy: 85.13%, precision: 79.62%,
and recall: 89.40%). The ensemble, with its combi-
nation of diverse ML algorithms, exhibited superior
predictive performance, demonstrating the ability to
capture complex patterns within the data. While lo-
gistic regression adds a layer of transparency, the
hybrid model’s primary strength lies in the amal-
gamation of predictive power from the ensemble.

DISCUSSION

In this prospective study, we developed an ensemble
ML approach that can accurately predict CVD risk
from traditional risk factors alone. The accuracy of
CVD prediction substantially improved to more than
85% by including mental health assessment data in
the model, which explored participant symptoms and
disorders such as depression, anxiety, and stress.

Prediction of CVD risk is a critical domain within
CVD prevention. Several CVD risk prediction systems,
such as SCORE,5 work with traditional risk factors, eg,
age, gender, smoking, SBP, and total cholesterol.
While these factors correlate well with CVD, their
number is limited. Furthermore, some prediction
systems have been developed on narrow data sets, eg,
subjects with age of 40 to 65 years for SCORE and 40
to 69 years for SCORE2, limiting their validity to
subjects outside that range.

Because of the relatively limited performance of
state-of-the-art models, and variation on the indi-
vidual level, new approaches are needed to guide
primary prevention with features that do not rely
solely on a limited number of clinical and lifestyle
factors, and that can be applied to a broader range of
individuals. Psychological studies have shown that
mental health factors can be used for CVD prediction,
which was demonstrated via correlation analysis and
statistical prediction.44 In this study, we have used
for the first time an ML approach that exploits these
relationships to improve CVD prediction to impact
management and early intervention.

ML approaches have the capability to interpret
hidden patterns and structures within psychological
and CVD data that cannot be detected by traditional
statistical approaches. These approaches have the
power to analyze very large quantities of data to
generate data-driven recommendations, rather than
hypothesis-driven answers. These intelligent
methods do not discount the value of conventional
diagnosis assessments to evaluate CVD risks; rather,
they provide opportunities to predict or make di-
agnoses faster, more convenient, and more accurate
by analyzing larger volumes of data than would be
possible by humans.

Over the past few years, ML researchers have
studied ensemble ML schemes that employ multiple
approaches to provide more accurate performance
than could be returned from any single constituent
learning algorithm. In this study, we have developed
an ensemble ML model to analyze UK Biobank data
that improved the decision robustness and accuracy
over any individual approach.

For the first time, we show that adding mental
health factors to traditional CVD risk factors can
improve the accuracy of ML prediction models. Our
results may open new avenues for medical re-
searchers and clinicians to predict CVD risk more
precisely, more affordably, and apply early interven-
tion strategies for at-risk individuals using a single
time point mental health assessment. The principles
demonstrated here can be readily applied to more
complex ML models with more input data. Compre-
hensive Biobank data sets are necessary for training
and validation, and these are becoming more avail-
able in health care settings through several sources
such as hospitals. Our ensemble ML approach can be
used to automate analysis and management of these
big data sets to derive meaningful information to
benefit clinical outcomes.

The findings of this study present promising op-
portunities for the prediction and prevention of CVD.
By incorporating psychological factors into CVD risk
models, we can enhance their accuracy and more
effectively pinpoint individuals at higher risk.
Leveraging AI techniques on mental health ques-
tionnaire data streamlines and improves the risk
assessment process, rendering it both cost-effective
and widely accessible, which could transform the
field. This research highlights the importance of
including mental health data in patient evaluations,
suggesting that early intervention on psychological
factors could markedly improve patient outcomes
and cardiovascular health overall.

STUDY LIMITATIONS. We have focused on the pre-
diction of CVD using traditional and psychological
factors regardless of CVD diagnosis timing.
Although the date of first CVD diagnosis and the
date of completing mental health questionnaires are
available for individual patients, it is difficult to
conclude with certainty whether the reported psy-
chological disorders preceded or followed the
development of CVD, especially as the mental
health questionnaires only began in August 2016



PERSPECTIVES

COMPETENCY IN MEDICAL KNOWLEDGE:

Incorporating mental health assessment data within

an ML model results in significantly improved, highly

accurate prediction of CVD risk beyond traditional risk

factors.

COMPETENCY IN SYSTEMS-BASED PRACTICE:

ML approaches allow computers to analyze vast

amounts of data and generate data-driven recom-

mendations and decisions using population health

data, helping interpretation of hidden patterns and

structures in psychological factors and clinical

outcome data.

TRANSLATIONAL OUTLOOK 1: This study’s find-

ings have promising implications for CVD prediction

and prevention. Including psychological factors in

CVD risk models can enhance accuracy and identify at-

risk individuals effectively. Applying AI approaches on

mental health questionnaire data makes risk assess-

ment simple, cost-effective, and accessible, poten-

tially transforming the field. Mental health is often

overlooked in traditional CVD risk assessments, leav-

ing gaps in understanding individual risk profiles. By

objectively integrating mental health data into CVD

risk models, this research stresses the importance of

holistic patient assessment. Early addressing of psy-

chological factors could lead to significant benefits,

improving patient outcomes and overall cardiovascu-

lar health.

TRANSLATIONAL OUTLOOK 2: To overcome the

barrier of translating innovations from computing labs

to bedside care and enhance AI/ML adoption in health

care, a 2-pronged approach is crucial. First, prioritizing

randomized prospective studies and seamless inte-

gration and deployment in clinical workflows can

bridge the gap between research and practical

implementation. These studies will help establish

causality between reported psychological disorders

and CVD while revealing the temporal relationship

between mental health characteristics and CVD diag-

nosis. By understanding this relationship, tailored

prevention strategies can be developed, leading to

improved patient care and outcomes. Embracing this

approach has the potential to drive personalized and

effective cardiovascular risk assessment and preven-

tion strategies, ultimately contributing to a healthier

and more resilient population.
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(Supplemental Figure 2). Addressing this question is
challenging as many patients reported with psy-
chological disorders have unknowingly already
developed CVD or vice versa. Investigations typi-
cally assume that the personality structure occurred
before the appearance of heart disease,45 however,
a longitudinal study of the personality of in-
dividuals prior to CVD would be required to address
this question, opening future opportunities to
investigate causal relationships.

Another limitation of our study is the lack of in-
clusion of medication data in the analysis. Certain
medications used to treat psychiatric conditions may
exacerbate or predispose CVD conditions. However,
we did not have access to CVD and mental health
medication data in the Biobank used for our study,
which restricted our ability to investigate the poten-
tial impact of medications on CVD risk. Future
research should consider incorporating medication
data to provide a more comprehensive assessment of
CVD risk factors.

In addition, the inclusion of mental health ques-
tions in our study was guided by the integration of all
UK Biobank mental health questionnaire data. These
data may not be fully captured by standardized psy-
chological tests or confirmed psychiatric diagnoses.
Therefore, it is crucial to interpret these self-reported
measures cautiously, as they may be influenced by
individual biases, cultural differences, or varying
levels of insight into one’s mental health.

CONCLUSIONS

We have developed a new CVD prediction ensemble
ML model that improves CVD prediction outcomes
relative to all 5 constituent algorithms when trained
on traditional CVD risk factors. The accuracy
remarkably increased to more than 85% when the
model was trained using mental health data in addi-
tion to traditional CVD risk factor data. The findings
imply that psychological assessment can become a
reliable, easy to digitally acquire and affordable
contribution to improving CVD prediction and man-
agement in primary and hospital care with the help of
ML approaches.
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