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Abstract
Covariate adjustment via a regression approach is known to increase the precision of statistical inference when fixed

trial designs are employed in randomized controlled studies. When an adaptive multi-arm design is employed with the

ability to select treatments, it is unclear how covariate adjustment affects various aspects of the study. Consider the

design framework that relies on pre-specified treatment selection rule(s) and a combination test approach for hypoth-

esis testing. It is our primary goal to evaluate the impact of covariate adjustment on adaptive multi-arm designs with

treatment selection. Our secondary goal is to show how the Uniformly Minimum Variance Conditionally Unbiased

Estimator can be extended to account for covariate adjustment analytically. We find that adjustment with different

sets of covariates can lead to different treatment selection outcomes and hence probabilities of rejecting hypotheses.

Nevertheless, we do not see any negative impact on the control of the familywise error rate when covariates are

included in the analysis model. When adjusting for covariates that are moderately or highly correlated with the out-

come, we see various benefits to the analysis of the design. Conversely, there is negligible impact when including cov-

ariates that are uncorrelated with the outcome. Overall, pre-specification of covariate adjustment is recommended

for the analysis of adaptive multi-arm design with treatment selection. Having the statistical analysis plan in place prior

to the interim and final analyses is crucial, especially when a non-collapsible measure of treatment effect is considered

in the trial.
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1. Introduction
For some clinical areas, such as mental health and infectious diseases, there are many candidate interventions available. A
key goal of an evaluation programme is to identify interventions that are beneficial to patients from the set of candidates.
One way to achieve this goal is to conduct experiments through the different phases of clinical trials. A multi-arm design
with many-to-one comparisons, i.e., comparing each candidate intervention with a control treatment, is one option for
phase II and III studies. It is more efficient than conducting separate two-arm parallel trials on the same set of candidate
interventions, since only a single control arm is recruited in a multi-arm trial.

Design adaptations have been proposed to further improve the efficiency of a multi-arm design based on accruing data
collected during a study. The idea is known as an adaptive multi-arm design, which has at least one interim analysis, and the
design structure can be considered as having multiple stages that are defined by the timing of interim analyses.1,2 For
example, the features of adding and dropping arms reduce the duration of the evaluation process,3,4 and adaptive random-
ization can optimise a utility function that is of interest to stakeholders.5–7 The focus of this work is on the adaptation that
achieves the “screening” (or treatment selection) goal with randomization probabilities being fixed in advance by design.
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Hereafter we use ‘adaptive multi-arm design’ (AMAD) to denote a multi-arm design that contains the pre-planned oppor-
tunity for such an adaptation.

Broadly, there are different types of design and inferential frameworks for AMADs.8,9 One framework is an extension of
two-arm group-sequential designs where the rejection boundaries for early stopping (via hypothesis tests) are computed at
the study planning stage.10–13 Another framework requires the pre-specification of rule(s) for treatment selection at the
planning stage, and utilises a flexible testing approach for the final inference, such as the combination test approach14–
17 or the error spending approach.18 Depending on the study context, AMADs have been known as drop-the-loser
designs, pick the winner designs, multi-arm screening trials and adaptive seamless phase II/III designs.8,19–22 In any
case, data collected from each stage is used in the final inference about the selected intervention(s); the inferential approach
under each framework ensures that the family-wise error rate (FWER) is controlled at the desired level. The FWER is
defined as the probability of falsely rejecting at least one null hypothesis, which is a generalisation of the type I error
rate that is often controlled in two-arm designs.

Most of the existing literature about AMADs focuses on the operating characteristics of the design when different
testing procedures are used.23,24 Some have also focused on the estimation of treatment effects 25–31 and confidence inter-
vals,32 respectively, in the absence of covariates. This is because the standard estimation procedures that have been used in
fixed designs may fail to have good properties (e.g. in terms of bias or coverage) when an AMAD is implemented.

One key feature of AMADs that has not been explored in the literature is the role of covariates in the design and analysis
of such trials. In studies using fixed designs, i.e., non-adaptive designs, it is well-known that covariate adjustment increases
the precision of the inference.33–37 To the best of our knowledge, only the work by Jaki and Magirr38 has briefly touched on
the topic of covariate adjustment in the context of AMADs, but the work is based on the framework of group sequential
designs. There are some publications that consider the role of covariates when other types of adaptation are implemented,
such as the blinded sample size re-estimation method,39,40 the standard group-sequential design,41 and adaptive random-
ization.42 In this paper, we aim to fill this gap in the literature and explore the impact of covariate adjustment in AMADs
with treatment selection. We show how covariate adjustment affects treatment selection rules, hypothesis testing and
power, as well as the estimation of the treatment effects. For the latter, we derive the Uniformly Minimum Variance
Conditionally Unbiased Estimator to account for covariate adjustment analytically. In addition, when the interest is in
the odds ratios for binary endpoint, or the hazard ratios for time-to-event endpoint, it is often overlooked by researchers
that covariate adjustment plays an important role in the definition of the estimand of interest. We evaluate the impact of
covariate adjustments by simulation when a collapsible measure of treatment effect is considered for a continuous endpoint
and revisit the concept of non-collapsiblity, emphasising the importance of considering conditional or unconditional treat-
ment effects in the context of AMADs.

This paper is organised as follows. In Section 2, we present the design and the analysis of AMADs. In Section 3, we
illustrate the treatment effect estimates following a linear regression model. In Section 4, we present a simulation study to
examine the role of covariate adjustment in treatment selection and in the final inference. A case illustration based on the
INHANCE study43 is then provided to depict the application of an AMAD framework. In Section 5, we discuss the issue
when the odds ratio and hazard ratio are considered as the primary descriptive statistics in AMADs. In Section 6, we
emphasise the practical aspects of implementing AMADs and give some concluding remarks.

2. Design and inference
Consider a two stage setting, i.e., where there is one interim analysis for treatment selection in an AMAD. We describe the
treatment selection rule, hypothesis testing approach and the procedure for identifying the required total sample size. We
present the standard estimators for a treatment effect as well as confidence intervals, noting that both of these may not be
compatible with the testing framework due to the complexity in combining the stage-wise data in the testing framework.

2.1. Treatment selection rule of AMAD
In general, an AMAD has K + 1 study arms at stage one and a subset of the intervention arms at stage two. The subset of
interventions that continue to stage two together with the control group is identified according to a pre-specified treatment
selection rule. Several treatment selection rules have been considered in the literature,23,44,29 which relate to the goal of the
study. For instance, a threshold rule selects interventions to continue to the second stage together with the control treatment
when their test statistics is greater than a pre-defined threshold. The size of the subset of interventions can range from 2 to
K + 1, where the former corresponds to selecting only one active intervention and the latter corresponds to selecting all the
initial interventions. The number of selected interventions can either be pre-defined in the selection rule or can be driven by
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the data of the initial stage. We emphasise that the control group continues in both stages of an AMAD such that contem-
poraneous control data is used in the final inference.

2.2. Hypothesis testing and sample size
When there are more than one primary research comparisons, the control of FWER is often required by regulators.45–47 A
statistical framework to control for the FWER is required for an AMAD, since it is designed to screen multiple interven-
tions at stage one (in a pre-defined way) and to test many-to-one comparisons at the end of the study (when more than one
intervention is selected). Here we describe the combination test approach briefly. It is a flexible approach in the sense that
other adaptations are allowed at interim analysis. For example, when the threshold rule is considered the number of selected
interventions given stage one data is not known in advance; resources can be reallocated accordingly without inflating the
FWER when the combination test approach is used in the final inference. This is the approach considered in the asd R
package,44 which can be used to conduct simulation studies for AMADs, but in the absence of covariates.

Let μk denote the treatment effect measure that compares an intervention k with the control treatment, where
k = 1, . . . , K. Examples of treatment effect measures are mean difference for a continuous endpoint, risk difference for
binary endpoint and the hazard ratio for survival outcome. A non-normally distributed treatment effect measure can
often be transformed such that the standard Z-test or t-test can be implemented accordingly. For example, applying the
logarithmic function to hazard ratios leads to an approximately normal distribution for the resulting parameter.

For superiority studies, the global null hypothesis in a multi-arm setting is μ1 = . . . = μK = 0; and the alternative
hypothesis is that there is at least one treatment effect which is greater than zero. If there was only a single stage or all
interventions continue to stage two with certainty, the classical Dunnett test48 can be applied to control for the FWER
under this global null hypothesis.

When the design of a study is modified at interim analyses, a combination test can be applied to ensure that the FWER is
controlled at the required level by combining the stage-wise p-values via a pre-specified function.14 For example, a Fisher’s
combination test considers the product of the stage-wise p-values, whereas the weighted inverse normal method considers
the summation of the weighted stage-wise p-values. When there is only one research comparison in a study, the stage-wise
p-values from the standard Z-test or t-test are computed using the corresponding stage-wise data. The combined value is
then compared with the α−level of the combination test for the decision to reject or not reject the hypothesis. When mul-
tiple hypotheses are tested, e.g., in the context of many-to-one comparisons, the stage-wise p-values can be computed from
the classical Dunnett test using the corresponding stage-wise data.

In AMADs, some of the interventions do not continue to stage two of the study. For the comparison involving these
interventions, only stage one data is available for the corresponding hypothesis test. In this context, the control of the
FWER in the strong sense might be desirable, i.e., ensure that the probability of falsely rejecting at least one null hypothesis
is less than the α−level under any configuration of true and false (elementary) null hypotheses. The closure test principle
can be applied to achieve this goal, which states that an individual null hypothesis, H0k ′ , is only rejected when the elem-
entary hypothesis and all the associated intersection hypotheses, HS =∩s∈S H0s where S ⊆ {1, . . . , K} with index sets that
include k ′ are also rejected at the α−level. In other words, additional null hypotheses, i.e., the intersection hypotheses, are
tested when the FWER is required to be controlled in the strong sense.

More specifically, the combination test is used to test HS where the stage-wise p-values are obtained from the classical
Dunnett testing procedure that is used to test the intersection hypotheses (see for example Section 2.1 of Friede and Stallard
23). For intersection hypotheses that involve the deselected interventions, the stage one p-values of all the associated com-
parisons are considered, but only the second stage p-values of the comparisons involving the selected (and associated)
interventions are considered in the combination test, since there is no data of the deselected interventions in stage
two.32 Note that other testing procedures can be applied in place of the Dunnett test for the intersection hypotheses,
such as Simes test, S̆idak test, and likelihood ratio tests (for normally distributed test statistics).16,32

For the power of an AMAD, different definitions can be considered when more than one intervention can be selected to
continue to stage two.49 For example, conjunctive power is the probability of detecting all effective interventions whereas
disjunctive power is the probability of detecting at least one effective intervention. Having specified the power, the choice
of the combination test function and the testing procedures, one can conduct a simulation study to identify the required
sample size under the (global) alternative hypothesis in an iterative manner.

One approach is to vary the sample size per arm per stage, while another is to vary the overall sample size until the
required power is obtained. Note that when the number of interventions to be selected to continue is not specified by
the selection rule, the overall sample size of the former approach varies considerably across the trial replications. This
may create uncertainty in costing if one does not plan to cover the maximum overall sample size. When the latter approach
is considered, one needs to specify the total sample size per-stage in the simulation setting. In this case, when the stage-one
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total sample size is small (relative to the stage-two total sample size), the chance of selecting the truly effective interven-
tions might be lower than the setting where the stage-one total sample size is larger. However, the latter setting can mean
more subjects are unnecessarily exposed to the ineffective interventions when only a small subset of interventions are truly
effective.

Having identified the required sample size for a given (global) alternative hypothesis, one can conduct a sen-
sitivity analysis to examine the operating characteristics of an AMAD at the design stage. For example, one can
vary the parameter configurations of treatment effects in the data generating mechanism (DGM) of the simulation
to mimic other plausible scenarios. This will indicate how much power is gained or lost when the global alternative
hypothesis does not hold.

2.3. Point estimation and confidence intervals
Estimating the treatment effects for AMADs is an additional important consideration, and one that has received relatively
little attention in the literature compared with error rate control in hypothesis testing.31 A standard approach is to fit a
regression model for the outcome/endpoint on the treatment group as well as the covariates of interest. The conventional
point estimate of the treatment effect μk at the end of the trial is given by β̂k , the estimated regression coefficient for treat-
ment group k from the regression model fitted to all of the trial data. Note that there is less data from the deselected inter-
vention arms than the selected arms. Similarly, at the interim analysis (i.e. the end of the first stage), the treatment effect
estimate is given by β̂(1)k , the estimated regression coefficient for treatment group k from the model fitted to just the stage
one data.

In general, given a selection rule based on the stage one data, the estimators β̂(1)s and β̂s for a selected treatment s ∈
{1, . . . , K} will be conditionally biased, i.e. E[β̂(1)s ] ≠ μs and E[β̂s] ≠ μs. This is because a selected candidate interven-
tion has to perform “well” according the the selection rule used in stage one in order to proceed to stage two, which leads
to overly optimistic estimates of the treatment effect.32,25 When multiple interventions have similar effects, then the
selected candidate is typically based on chance variability rather than true superiority.50 On the other hand, for the dese-
lected interventions, the stage one regression estimate will be negatively biased due to early stopping.32 A simple
unbiased estimator for a selected treatment effect μs is given by β̂(2)s , the estimated regression coefficient for treatment
group s from the regression model fitted to just the stage two data. This estimator is unbiased since it is based on data
post-selection. However, it is clearly inefficient since it ignores the stage one data. Hence unbiased and bias-adjusted
estimators have been proposed in the adaptive designs literature,25–29,51 which aim to reduce or eliminate the conditional
bias of the conventional end-of-trial estimate while still utilising all of the trial data. We give a concrete example of one
such unbiased estimator in Section 3.2..

As for the construction of confidence intervals at the end of the trial, for many commonly-used regression models, the
joint distribution of the estimated regression coefficients β̂k , k = 1, . . . , K, is (asymptotically) multivariate normal. This
allows the construction of confidence intervals for μk in the usual way. In general, given a selection rule based on the stage
one data, the confidence interval for a selected treatment effect μs constructed in this manner may not have the correct
coverage probabilities. This is because the distribution of the estimator β̂s is affected by the selection rule used and this
is not taken into account. There have been some limited proposals for the construction of adjusted confidence intervals
that take into account the treatment selection.32,52 However, in general these approaches can be very computationally
intensive.

3. Normal endpoint with baseline covariate adjustment
We illustrate the estimators and their properties when baseline covariate adjustment is made in AMADs.

3.1. Regression models
Consider a normally distributed endpoint, Y (t)

jk , that is measured on patient j in arm k at stage t = 1, 2, and two baseline
covariates, X1(t)jk and X2

(t)
jk which may be correlated with the endpoint. Here j = 1, 2, . . . , J , denotes the index of patients

in arm k, where k = 0 for the control group and k = 1, . . . , K for the intervention groups. We drop the superscripts (t)
when referring to the data from the whole trial, i.e. pooling the observed outcome data from both stages. Note that if an
arm k is dropped in stage one, we assume that there will not be any stage two data for the deselected arm. This is a potential
concern when fitting regression models to the trial data, since if there is a time trend between stages this may not be
accounted for.
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To analyse the data at the end of the trial, one can fit the following linear regression model

Y jk = α0 +
∑K
k=1

βk I(T j = k)+ γ1X1 jk + γ2X2 jk + ϵ jk (1)

where

• T j is the study arm that patient j is randomized to;
• βk are the stage-wise treatment contrasts between intervention k and the control treatment (k = 0);
• γ1 is the effect of covariate X1;
• γ2 is the effect of covariate X2;
• α0 is the model intercept;
• ϵ jk are iid N (0, σ2) errors

Note that setting γ1 = 0 corresponds to not adjusting for X1, and similarly setting γ2 = 0 corresponds to not adjusting for
X2. At the interim analysis one can fit the same model to only stage one data Y (1)

jk for the interim analysis where a pre-
defined selection rule is used to select treatments for further study in stage two. For what follows, we also consider the
same model fitted to only the stage two data Y (2)

jk .

3.2. Treatment effect estimators
The conventional point estimator at the end of the trial for the mean treatment effect of intervention k is given by β̂k , which
is the ordinary least squares (OLS) estimator arising from fitting model (1) to all of the trial data. As discussed in Section
2.3., given a selection rule based on the stage one data, this estimator will be conditionally biased. An unbiased but inef-
ficient estimator is given by β̂(2)k , which is the OLS estimator from the model fitted to only the stage two data. For treatment
selection at the interim analysis, let β̂(1)k denote the OLS estimator from the model fitted to the stage one data.

To derive an alternative unbiased estimator that utilises all of the trial data, the distributions of the stage-wise estimators
β̂(1)k and β̂(2)k can be used. From standard theory for OLS estimators, the joint distribution of the β̂(1)k is as follows

(β̂(1)1 , . . . , β̂(1)K )T ∼ MVN (β1, . . . , βk)
T , σ2 D(1)TD(1)

[ ]−1
( )

where D(1) denotes the observed design matrix for the model fitted to the stage one data (which includes any covariate

information). Meanwhile, the marginal distribution for β̂(2)s , corresponding to a treatment s selected to continue to stage
two is given by

β̂(2)s ∼ N (βs, σ
2 D(2)TD(2)
[ ]−1

s,s )

where D(2) denotes the observed design matrix for the model fitted to the stage two data. Using these distributional prop-
erties, we can use the theory given in 53 to derive the Uniformly Minimum Variance Conditionally Unbiased Estimator
(UMVCUE). As the name suggests, this estimator has the minimum variance out of the class of unbiased estimators. It
is conditionally unbiased since we condition on the (pre-defined) selection rule used in the trial.

The UMVCUE for a treatment effect βs given some selection rule Q is as follows:

Ûs =

∫
A

ys������
2πη2s

√ exp − 1

2η2s
ys −

τ2(2),sZs

τ2(1),s + τ2(2),s

( )2
⎡
⎣

⎤
⎦dys

∫
A

1������
2πη2s

√ exp − 1

2η2s
ys −

τ2(2),sZs

τ2(1),s + τ2(2),s

( )2
⎡
⎣

⎤
⎦dys

(2)

where

ηs =
τ2(2),s�������������

τ2(1),s + τ2(2),s

√ , Zs = β̂(1)s + τ2(1),s
τ2(2),s

β̂(2)s ,

τ2(1),s = σ2 D(1)TD(1)
[ ]−1

s,s , τ2(2),s = σ2 D(2)TD(2)
[ ]−1

s,s
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and
�
A denotes integrating over the possible values of β̂(2)s given the the selection rule Q and (z1, . . . , zK).

As an explicit example, consider selection rules based on ranking the treatments by their z-statistics, where (without loss
of generality) the treatments are relabelled so that this corresponds to the event

Q = β̂(1)1

τ(1),1
≥

β̂(1)2

τ(1),2
≥ · · · ≥ β̂(1)K

τ(1),K

{ }
.

A common selection rule would then be to select the top k treatments based on this ranking (where k is pre-defined). Using
this selection rule, the UMVCUE for βs given Q has the following closed form expression:

Ûs =
τ2(2),sZs,s

τ2(1),s + τ2(2),s
− τ2(2),s�������������

τ2(1),s + τ2(2),s

√ ϕ(W1)− ϕ(W2)

Φ(W1)−Φ(W2)
(3)

where

Zi,s = β̂(1)i + Vi,s

τ2(2),s
β̂(2)1 for i = 1, . . . , K

Wl =
cj

�������������
τ2(1),s + τ2(2),s

√
τ2(2),s

− Zs,s�������������
τ2(1),s + τ2(2),s

√ for l = 1,2

c1 = min
τ2(2),s τ(1),i+1 Zi,s − τ(1),i Zi+1,s

[ ]
τ(1),i+1 Vi,s − τ(1),i Vi+1,s

: τ(1),i+1 Vi,s > τ(1),i Vi+1,s; i = 1, . . . , K − 1

{ }
,

c2 = max
τ2(2),s τ(1),i+1 Zi,s − τ(1),i Zi+1,s

[ ]
τ(1),i+1 Vi,s − τ(1),i Vi+1,s

: τ(1),i+1 Vi,s < τ(1),i Vi+1,s; i = 1, . . . , K − 1

{ }
,

Vi,s = σ2 D(1)TD(1)
[ ]−1

i,s

Note that for c1 and c2, we define min {∅} = +∞ and max {∅} = −∞, where∅ denotes the empty set. When c1 = ∞ this
corresponds to the selection rule not inducing an upper limit to the stage 2 estimator (considered as a function of the com-
plete sufficient statistic), and similarly c2 = −∞ corresponds to the selection rule not inducing a lower limit.

4. Illustration of AMADs with normal endpoint and covariates
Following the above example of a selection rule where the seemingly best intervention is selected at interim analysis, we
explore the impact of covariate adjustment on several aspects of an AMAD with a simulation study. Note that the total
number of patients in this two-stage AMAD is J × (K + 1)+ 2J , where each study arm has the same number of patients
per stage.

We describe the background of our simulation study and some performance measures. We look at the simulation results
that cover the treatment selection characteristics of AMADs and the analysis perspective when different sets of covariates
are considered in the modelling approach. For each simulation scenario, which consists of a data generating mechanism
(DGM) under a specific parameter configuration for the treatment effects, we conducted 100,000 trial replications using
R version 4.0.5.54 An example R script is available in the supplemental material.

4.1. Simulation settings and performance measures
Consider a simple example where there is a total of K = 2 active interventions, which are denoted T1 and T2 respectively.
Consider the presence of two independent normally distributed covariates and a normal outcome. The following is the joint
distribution of the outcome and the covariates for each arm k = 0, T1, T2:

X1(t)jk

X2(t)jk

Y (t)
jk

⎛
⎜⎜⎝

⎞
⎟⎟⎠ ∼ MVN

μk,X1
μk,X2
μk,Y

⎡
⎢⎣

⎤
⎥⎦,

σ2k,X1 0 ρk,X1,Yσk,X1σk,Y

0 σ2k,X2 ρk,X2,Yσk,X2σk,Y

ρk,X1,Yσk,X1σk,Y ρk,X2,Yσk,X2σk,Y σ2k,Y

⎡
⎢⎣

⎤
⎥⎦

⎛
⎜⎝

⎞
⎟⎠,
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where μk,v and σ
2
k,v are the mean and variance of variable v = X1(t)jk , X2

(t)
jk , Y

(t)
jk , and ρk = {ρk,X1,Y , ρk,X2,Y} denotes the cor-

relations between the covariates and the outcome variable. Given a DGM with a specific parameter configuration for the
treatment effects, we simulate responses and the covariates from this multivariate normal distribution.

In terms of the treatment selection rule used, we assume that one intervention s is selected, where (using the notation
from Section 3.1.)

s = argmaxk∈{T1,T2}
β̂(1)k

τ(1),k

{ }

i.e. the intervention with the largest stage one z-statistic is selected. In practice, σ is unknown. So in our simulations we use
t-statistics rather than z-statistics for both the treatment selection and the final inference. The difference will be minimal
except in small samples.

In the simulation, we set μk, X1 = μk, X2 = 0.5 and σ2k,v = 1 ∀k, v. Note that the values of μk, X1 and μk, X2 have no
impact on the performance measures as we simulate the covariates and responses from their joint distribution.

4.1.1. Data generating mechanisms and parameter configuration for treatment effects
Each of the following DGMs are considered in our simulation study:

• DGM1: no correlation between the covariates and the outcome, i.e., ρk = {0, 0} ∀k
• DGM2: X1k is not correlated with Yk , but X2k is correlated weakly with Yk ∀k, i.e., ρk = {0, 0.2}
• DGM3: both X1k and X2k are correlated with Yk weakly ∀k, i.e., ρk = {0.2, 0.2}
• DGM4: X1k is correlated with Yk weakly, but X2k is correlated with Yk moderately ∀k, i.e., ρk = {0.1, 0.6}

For each DGM, we run simulations for scenarios that are defined by the following parameter configuration for
μY = {μ0,Y , μ1,Y , μ2,Y}:

• Null: the global null configuration that has μY = {0, 0, 0}
• LFC50: a least-favourable-configuration that has μY = {0, 0, 0.22}
• LFC80: a least-favourable-configuration that has μY = {0, 0, 0.304}
• STEP50: a stepwise-configuration that has μY = {0, 0.11, 0.22}
• STEP80: a stepwise-configuration that has μY = {0, 0.152, 0.304}

The above numerical examples of effect sizes have been chosen as follows. Since we want to explore the impact of cov-
ariate adjustment on the operating characteristics of an AMAD, we fix the total sample size and identify the effect sizes
required for a level of power under an alternative hypothesis. More specifically, consider J = 100 for each arm per
each stage, the value of μ2,Y is chosen to achieve a 50% and 80% power to reject any one (out of the two) hypothesis
under DGM1 with the LFC50 and LFC80 parameter configurations respectively, when the unadjusted approach is imple-
mented, i.e., without covariate adjustment. The inverse normal combination test is used to control FWER in the strong
sense at a significance level of 2.5%. For illustration purpose, we consider similar values of μ2,Y and let μ1,Y = 0.5μ2,Y
for the stepwise scenarios.

4.1.2. Comparators: modelling approaches
Since there are two covariates considered in the simulation study, we consider the following modelling approaches for both
the interim and final analyses, using the linear model defined by equation (1) in Section 3.1.:

• Unadjusted: a linear model for the outcome on the treatment variable only, ignoring the covariate information, i.e.,
setting γ1 = γ2 = 0 in equation (1). This is similar to considering the difference between the average mean responses
of the comparator groups.

• AdjustedX1: a linear model for the outcome on the treatment variable and X1 jk only, i.e., setting γ2 = 0 in equation (1).
• AdjustedX2: a linear model for the outcome on the treatment variable and X2 jk only, i.e., setting γ1 = 0 in equation (1).
• Adjustedboth: a linear model for the outcome on the treatment variable, X1 jk and X2 jk .

4.1.3. Performance measures
To illustrate the role of covariate adjustment in AMADs, we examine the following performance measures to make com-
parisons between the analysis approaches under different scenarios in the simulation study.
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Regarding the treatment selection operating characteristics of the AMAD, we consider the frequency when one specific
treatment is selected over trial replications and the frequency when an adjusted approach selects a different treatment to the
unadjusted approach. The former reflects if the AMAD is selecting the truly effective arm(s) correctly based on the interim
analysis; a higher frequency of selecting the truly effective arm(s) is desirable. The latter reflects how often an adjusted
modelling approach could lead to a different treatment selection outcome to the unadjusted analysis approach. This indi-
cates the disparity of the treatment selection outcome when covariate adjustment is considered in the framework of an
AMAD.

For the inferential properties of the AMAD, we evaluate the probability of rejecting (any) one hypothesis and the mar-
ginal probability of rejecting a specific hypothesis under the above described scenarios. We look at the standard properties
of different estimators following different modelling approaches in terms of the bias and mean squared error (MSE). In
what follows, the bias of an estimator β̂ for a parameter β is defined as E[β̂]− β, while the MSE is defined as E[(β̂ − β)2].

4.2. Simulation results
We describe the simulation results by part: i) Frequency of selecting a specific treatment, ii) Probability of rejecting a
hypothesis, and iii) Properties of different estimators of the treatment effect.

4.2.1. Frequency of selecting a specific treatment
First consider the treatment selection operating characteristics of the AMAD. For the LFC parameter configurations, it is
desirable to select T2 as frequently as possible. When the interim data is such that T1 is selected, that means an incorrect
selection has been made and the study will fail to detect a truly effective treatment. For the stepwise-configurations, select-
ing T1 is not an incorrect selection but it is less desirable than selecting T2 as T2 is more effective than T1. For the null
scenario where the interventions have the same effectiveness to the control treatment, it does not matter which intervention
is selected when the DGMs have such a parameter configurations. For this reason we exclude the null scenario in this part
of the results.

Figure 1 shows the result from our simulation study under some DGMs (column wise) with different parameter config-
urations for the mean responses (x-axis). The first row of plots shows that when adjusting for correlated covariates, the

Figure 1. Treatment selection frequency/ probability: when an adjusted approach has a different selection result to the unadjusted

approach (first panel), when both an adjusted approach and the unadjusted approach select T1 (second panel), and when both an

adjusted approach and the unadjusted approach select T2 (third panel).
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result of treatment selection can be different to that from the unadjusted approach; this can be as high as 14% of the times
when DGM4 with STEP50 is the true scenario, i.e., see Adjustedboth and AdjustedX2 in the first plot of column four in
Figure 1. When covariates are not correlated with the outcome variable, as in DGM1, this occurrence is less frequent
when comparing an adjusted approach with an unadjusted approach; the probability is less than 2.5% for all the compar-
isons. This observation highlights the importance of specifying which covariates to adjust for when performing treatment
selection at interim analyses, since adjusting for different sets of covariate can lead to different treatment selection outcome
given the data of one trial replication.

The second and third row of plots shows the probability that T1 and T2 are selected, respectively, to continue with the
control treatment to the second stage of the study. (The third row is the complement of the second row as probability sums
to one.) In general, we find that adjusting for covariates that are truly correlated with the outcome can reduce the probability
that T1 is selected and increase the probability that T2 is selected under all the considered non-null scenarios, from the
probabilities that are obtained by the unadjusted approach. This is desirable as T2 is the most effective treatment
among the three options across the scenarios on the x-axis of Figure 1. See for example Step 80 in the third column of
plots for DGM3 where Adjustedboth is the desirable approach.

Moreover, we find that adjusting for a highly correlated covariate can lead to a better treatment selection result even
when the weakly correlated covariate has been omitted. This is reflected by AdjustedX2 in the plots in column four of
Figure 1 where Adjustedboth is the desirable approach for DGM 4.

When the correlations of the covariates are weak, failing to include the covariates in the modelling approaches has little
impact on the probability of treatment selection when compared with the desirable approach. This is observed from the
unadjusted approach and AdjustedX1 in the second column of plots where AdjustedX2 is the desirable approach for
DGM2; and the unadjusted approach, AdjustedX1 and AdjustedX2 in the third column of plots where Adjustedboth is the
desirable approach for DGM3. Nevertheless the disparity between the probabilities is tiny when comparing across the ana-
lysis approaches for a given parameter configuration under these DGMs; it is more noticeable for the stepwise-
configurations than for the LFC configurations.

On the other hand when uncorrelated covariates are mistakenly being included in the model, the probability of one treat-
ment being selected is similar to the approach that has the correct adjustment. For example, the desirable approach for
DGM1 is the unadjusted approach, both the plots in column one of Figure 1 show that all the other three approaches
have similar performance to the unadjusted approach. Similar finding is observed for Adjustedboth in the second column
of plots where AdjustedX2 is the desirable approach for DGM2.

In summary, adjusting for covariates that are highly correlated with the outcome leads to a higher chance of selecting the
truly best treatment in AMADs, whereas including uncorrelated covariates or omitting weakly correlated covariates has
little impact on the selection result when compared with the unadjusted approach. The maximum and minimum of the prob-
abilities of treatment selection and their differences are presented in Table S1 in the supplemental material.

4.2.2. Probability of rejecting a hypothesis
We focus on the results of hypothesis tests for AMADs. Recall that we have two elementary null hypotheses,
H01 : μ1,Y = 0, and H02 : μ2,Y = 0. Since the effect sizes of the illustrations are chosen with the unadjusted approach
under DGM 1 based on the LFC settings and the power is defined by the probability of detecting any one effective treat-
ment, the marginal probability of rejecting H01 and H02 respectively can vary according to the non-null parameter config-
urations and be affected by covariate adjustment.

Table 1 shows the probability of hypothesis rejections under the null scenario for each combination of DGM and the
analysis approaches. Overall we find that covariate adjustment has negligible impact on FWER if there is any: we observed
values that are close to 2.5% from our simulation across the analysis approaches, and they lie within the expected 95%
confidence interval of the true FWER. The marginal probability of rejecting H01 and the marginal probability of rejecting
H02 are both close to 1.3%.

For the non-null scanarios, Figure 2 shows the unconditional probabilities of hypothesis rejections from our simulation
study. First consider the probability of rejecting any one of the hypotheses, i.e., the overall power under the non-null scen-
arios. We find that accounting for uncorrelated covariates in the final analysis has a negligible impact on the overall power
when compared with the unadjusted approach. For example all three adjustment approaches have similar level of power to
that of the unadjusted method in the first plot of column one under DGM 1; AdjustedX1 has a similar performance to the
unadjusted approach under DGM 2 where X1 is not correlated with the outcome variable.

When adjusting for at least one covariate that is correlated with the outcome, we find that the overall power becomes
higher than that achieved by the unadjusted approach. This is true even when an approach includes an uncorrelated cov-
ariate (to the outcome) in addition to the covariate that is correlated with the outcome; for example, see the first plot in
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column two of Figure 2 where Adjustedboth gives a probability that is of similar magnitude to that obtained from the desir-
able approach, AdjustedX2, where X1 is not correlated with the outcome variable under DGM 2.

This highlights the benefit of covariate adjustments on the overall power of AMAD. The increases in the overall power
can be as high as 21% under DGM 4 when either AdjustedX2 or Adjustedboth is implemented for scenarios where the par-
ameter configurations follow LFC50 and Step50 respectively.

Figure 2. Unconditional rejection probabilities from the two-stage AMAD: when any one hypothesis is rejected (first panel), when

H01 is rejected (second panel), and when H02 is rejected (third panel).

Table 1. Probability of hypothesis rejections under the null scenario for each DGM when each analysis approach is implemented. The

Monte-Carlo simulation error for the nominal FWER is
������������������������
0.025 ∗ 0.975/100000√

and the 95% confidence interval for the nominal FWER

is [0.02403, 0.02597].

ρ1 = 0 ρ1 = 0 ρ1 = 0.2 ρ1 = 0.1

ρ2 = 0 ρ2 = 0.2 ρ2 = 0.2 ρ2 = 0.6

Approach FWER

Unadjusted 0.02520 0.02522 0.02564 0.02574

AdjustedX1 0.02527 0.02551 0.02501 0.02536

AdjustedX2 0.02530 0.02542 0.02569 0.02541

Adjustedboth 0.02534 0.02530 0.02488 0.02495

Probability of rejecting H01

Unadjusted 0.01272 0.01243 0.01271 0.01274

AdjustedX1 0.01257 0.01253 0.01254 0.01273

AdjustedX2 0.01265 0.01294 0.01278 0.01305

Adjustedboth 0.01272 0.01274 0.01266 0.01281

Probability of rejecting H02

Unadjusted 0.01248 0.01279 0.01293 0.01300

AdjustedX1 0.01270 0.01298 0.01247 0.01263

AdjustedX2 0.01265 0.01248 0.01291 0.01236

Adjustedboth 0.01262 0.01256 0.01222 0.01214
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Now focus on the probability of rejecting H01, i.e., the second row of plots in Figure 2. For LFC50 and LFC80, this
marginal probability can be considered as a type I error rate because T1 has the same effect as the control treatment.
We see that under DGMs 1-3 with these parameter configurations, all the analysis approaches lead to a similar level to
this probability; under DGM 4, AdjustedX1 and the unadjusted approach give a slightly higher rate than the other two
approaches that adjust for X2, which is a covariate that is highly correlated with the outcome. This observation may be
related to the frequency of selecting T1 at interim analysis: in Figure 1 second row of plots, all the four approaches
select T1 at a similar level of frequency under DGMs 1-3, whereas there are some noticeable differences in the frequency
level under DGM 4 for LFC50 and LFC80. In the later case, AdjustedX1 and the unadjusted approach select T1 more fre-
quently than the other two approaches, which may lead to a higher rejection frequency on average.

For Step50 and Step80, the probability of rejecting H01 can be considered as a marginal power because T1 is more
effective than the control treatment but it is less effective than T2. Similar to the other two parameter configurations, prob-
ability of rejecting H01 is fairly consistent across the four analysis approaches under DGMs 1-3. But, under DGM 4,
AdjustedX1 and the unadjusted approach give a lower marginal power than the other two approaches for scenario
Step50 but the opposite for scenario Step80. This is an interesting observation and might be explained as follows.
From Figure 1 second row fourth column, we see that AdjustedX1 and the unadjusted approach select T1 more frequently
than the other two approaches for DGM 4 with both Step50 and Step80. When the effect size to detect is small as in scen-
ario Step 50, failing to account for the covariate that is highly correlated to the outcome in the final analysis leads to a loss in
the marginal power of rejecting H01. On the other hand for Step80, the other two approaches have a lower marginal power
than AdjustedX1 and the unadjusted approach, which is likely due to their lower frequency in selecting T1.

Lastly for the marginal probability of rejecting H02, the same observations for the overall power applies: adjusting for
covariates that are correlated with the outcome improves the power over the unadjusted approach. The gain in power by
covariate adjustment is larger when the effect size is small than when effect size is large; this is due to the non-linear rela-
tionship between the power and the effect size. On the other hand, including covariates that are not correlated with the
outcome in the analysis unknowingly has minimal impact on the power when compared with the unadjusted approach.

4.2.3. Treatment effect estimators
We consider the properties of the treatment effect estimators described in Section 3.2.. First we focus on the bias and then
the MSE of these estimators, as defined in Section 4.1.3.. Figure 3 shows the bias of the stage one and Overall estimators of
the treatment effect under the different scenarios for μY . We do not show the bias for the stage two estimator and
UMVCUE, since both are theoretically unbiased under all scenarios and adjustment methods, which was borne out in
the simulation results. Note that the UMVCUE was empirically unbiased even though it was derived under the assumption
of known values of τ(1),k , whereas in the simulations we estimate this from the trial data.

Looking across the different scenarios, both the Stage one and Overall estimators exhibit a positive bias and the mag-
nitude of this bias has the following ordering (for any given adjustment method): Null > Step50 > Step80 > LFC50 >
LFC80. This reflects how the upwards selection pressure is greatest for the Null scenario (since all the treatment effects
are identical), which then decreases as the treatment effects become more distinct, i.e. as the difference (μ2,Y − μ0,Y )−
(μ1,Y − μ0,Y ) = μ2,Y − μ1,Y increases. The magnitude of the bias can be relatively substantial – for example, under
DGM 1 with the Step50 scenario, the bias of the Stage one and Overall estimators is 0.04 and 0.02 respectively, while
μY = (0, 0.11, 0.22). For any given adjustment approaches, the bias of the Overall estimator is approximately 50% that
of the bias of the Stage one estimator. This is because the Overall estimator combines the biased Stage one estimator
and unbiased Stage two estimator, with the same number of patients per arm for Stages one and two.

Looking now at the different adjustment approaches, when the correlation between the covariates and outcome is zero or
low (i.e. under DGMs 1-3), there is minimal difference in the bias of either the Stage one or Overall estimators. In particu-
lar, there is no loss in terms of increased bias when adjusting for covariates that are uncorrelated with the outcome (i.e.
DGM 1). When there is a moderate correlation between covariate X2 and the outcome (DGM 4), there is a noticeable
decrease in the bias when adjusting for X2 (i.e. AdjustedX2 and Adjustedboth). For example, under the Step50 scenario
the bias of the Overall estimator decreases by 33% when comparing the Unadjusted analysis with Adjustedboth.

Figure 4 shows the MSE of the Stage one, Stage two and Overall estimators as well as the UMVCUE. Note that since the
Stage two estimator and the UMVCUE are unbiased, the MSE is equal to the mean variance of these estimators. For any
given adjustment approach, the MSE of the Stage one and Stage two estimators are virtually identical, and double the MSE
of the Overall estimator. As well, the MSE of the Stage one, Stage two and Overall estimators remain virtually identical
across the different scenarios for μY .

For the UMVCUE, the MSE has the same ordering (for any given adjustment approach) as the ordering for the bias of
the Stage one and Overall estimators, i.e. Null > Step50 > Step80 > LFC50 > LFC80. This reflects how the larger adjust-
ments made by the UMVUCE to the Overall estimator in scenarios with a larger bias results in a larger variance and hence
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MSE. The UMVCUE has a larger MSE than the Overall estimator (up to a maximum increase of 25%, under the null scen-
ario), with the magnitude of this difference having the same ordering as above. Hence the UMVCUE pays the largest price
in terms of MSE precisely in the scenarios where the Overall estimator pays the largest price in terms of bias. Reassuringly,
when there is little bias in the Overall estimator (e.g. in the LFC80 scenario) then the MSE of the Overall estimator and
UMVCUE are virtually identical.

Finally, looking at the different adjustment approaches, when there is no or low correlation between the covariates and
outcome, there is little difference in the MSE for a given estimator. In particular, there is no increase in MSE when adjust-
ing for covariates that are uncorrelated with the outcome. When there is a moderate correlation between covariate X2 and
the outcome (DGM 4), we observe a noticeable decrease in the MSE when adjusting for X2. For example, the MSE of the
Overall estimator decreases by 39% when comparing the Unadjusted analysis with Adjustedboth.

4.3. Case illustration: INHANCE study
One of the objectives of the INHANCE study was to demonstrate the efficacy of indacaterol (intervention) versus placebo
on patients with moderate-to-severe chronic obstructive pulmonary disease.43 An adaptive seamless phase IIb/ IIIa study
design was used to screen six interventions at stage one (with 376 patients randomized to seven arms including the placebo
group), and select three interventions to be continued with the placebo group to stage two based on 2-week efficacy and
safety data. A total of 1683 patients were randomised to four arms at the second stage of the study: placebo, double-blind
indacaterol 150 μg, double-blind indacaterol 300 μg or open-label tiotropium 18 μg. The primary efficacy endpoint was
forced expiratory volume (FEV) measured at 24 hours post dose after 12 weeks. A Bonferroni correction was applied
to account for testing multiple intervention versus placebo comparisons, and a mixed model analysis of covariance was

Figure 3. Bias of the Stage one and Overall estimators of the treatment effect.
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employed in the intention-to-treat analysis, with treatment, smoking status and country as fixed effects and baseline FEV
and baseline reversibility as covariates, and centre within country as random intercept. The covariate adjusted result based
on stage two data indicated that all the three interventions are more efficacious than the placebo.

To illustrate what might happen using the AMAD framework, consider a hypothetical scenario where the placebo and
three interventions mentioned above are to be evaluated again using a similar design, but with only two of them selected to
continue (together with the placebo) in the subsequent stage. This can be considered as a confirmatory two-stage multi-arm
design where a strict control of the FWER is required when one intervention arm is closed at the end of stage one. Here we
focus on using the treatment selection rule where the best two interventions would be selected, as opposed to using some
pre-defined progression criteria based on the safety and efficacy data. We use the observed efficacy and covariate infor-
mation (in terms of the means and standard deviations) from the INHANCE study, as given in Table 2 to simulate a real-
isation of this trial design. For all interventions, the assumed standard deviations of the efficacy endpoint (FEV), baseline
FEV and reversibility were 0.375 L, 0.504 L and 16.63%, respectively. For illustration, we used a sample size of J = 100
subjects per arm per stage to simulate one replication of the hypothetical study.

Table 3 shows the selected interventions and rejected hypotheses under different adjustment methods. We see that under
Unadjusted, AdjustedX1 and AdjustedX2, the same interventions (1 and 3) are selected, whereas under Adjustedboth,

Figure 4. Mean Square Error of various estimators of the treatment effect. S1 = Stage one, S2 = Stage two, O = Overall, U =

UMVCUE.

Table 2. Observed results from the INHANCE study.

Intervention Efficacy
Covariate

Mean FEV (L) Baseline FEV (L) Reversibility (%)

0: Placebo 1.28 1.52 15.6

1: Indacaterol (150μg) 1.46 1.53 15.2

2: Indacaterol (300μg) 1.46 1.45 15.6

3: Tiotropium 1.42 1.51 15.5
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interventions 2 and 3 are selected. The corresponding null hypothesesH0k (that the treatment difference for intervention k is
equal to zero) for the selected treatments are all rejected under the adjustment methods, except for the unadjusted analysis
where interventions 1 and 3 are selected but only hypothesis H03 can be rejected.

Table 4 gives the values of the various estimators (Stage one, Stage two, Overall and UMVCUE) as well as the standard
confidence intervals (Stage one, Stage two, Overall) for the treatment difference of the two selected interventions for each
adjustment method. We see that the Overall estimate for intervention 3 is very similar regardless of the adjustment method
used. In contrast, the Stage one estimate and UMVCUE are noticeably larger under Unadjusted and AdjustedX2 compared
to under AdjustedX1 and Adjustedboth, with the opposite seen for the Stage two estimate. As for intervention 1, the Overall
and Stage two estimates have the following ordering: AdjustedX2 > AdjustedX1 > Unadjusted. The UMVUCE has virtually
identical estimates under AdjustedX1 and AdjustedX2, which are both noticeably larger than the UMVUCE under an
Unadjusted analysis.

Across all the adjustment methods, the Stage one estimate is substantially larger than the Stage two estimate for inter-
ventions 1 and 3, which is particularly noticeable for intervention 3. This reflects the upward selection pressure on the top
and second-ranked interventions in Stage one. For interventions 1 and 3, the Overall estimate is approximately halfway
between the Stage one and Stage two estimates, while the UMVCUE corrects the Overall estimate towards the unbiased
Stage two estimate. Interestingly, this correction is minimal when not adjusting for X1 (i.e under an Unadjusted and
AdjustedX2). Finally, for intervention 2, which is only selected under Adjustedboth, the Stage two estimate actually
increases from Stage one, and the Overall estimate and UMVCUE are virtually identical in this case.

5. Marginal vs conditional measures: binary and survival outcomes
For a continuous outcome where the treatment effect measures are normally distributed, we have illustrated that adjusting
for covariates can improve the trial operating characteristics and the precision of the estimated treatment effects. For binary
and survival outcomes, covariate adjustment requires extra considerations when the main interest is usually in the odds
ratio and the hazard ratio. The problem arises because the odds ratio and the hazard ratio are non-collapsible, meaning
that the conditional estimand is not equivalent to the marginal estimand of these treatment effect measures.55 In this
section, we briefly revisit the concept of non-collapsibility and highlight the role of covariate adjustment in the context
of AMADs.

Recall that a conditional odds ratio (or hazard ratio) describes the effect on the outcome of an individual patient when
taking an intervention instead of the control treatment; the marginal odds ratio (or hazard ratio) describes the effect on the
outcome of the samples of a target population when they were given the intervention instead of the control treatment. The

Table 3. Selected interventions and rejected hypotheses under different adjusted methods.

Adjustment Selections Rejections

Unadjusted 1, 3 H03

AdjustedX1 1, 3 H01, H03

AdjustedX2 1, 3 H01, H03

Adjustedboth 2, 3 H02, H03

Table 4. Estimates (and standard confidence intervals) for the treatment difference with placebo for the selected interventions under

different adjustment methods.

Estimates

Adjustment Stage one Stage two Overall UMVCUE

Unadjusted 1 0.115 (0.02, 0.21) 0.005 (−0.10, 0.11) 0.060 (−0.01, 0.13) 0.015

3 0.193 (0.09, 0.29) 0.033 (−0.07, 0.14) 0.113 (0.04, 0.18) 0.116

AdjustedX1 1 0.129 (0.04, 0.21) 0.044 (−0.05, 0.14) 0.086 (0.04, 0.21) 0.050

3 0.166 (0.08, 0.25) 0.064 (−0.03, 0.16) 0.115 (0.05, 0.18) 0.107

AdjustedX2 1 0.126 (0.04, 0.21) 0.063 (−0.03, 0.15) 0.095 (0.03, 0.15) 0.050

3 0.192 (0.11, 0.27) 0.036 (−0.05, 0.12) 0.114 (0.05, 0.17) 0.117

Adjustedboth 2 0.141 (0.07, 0.21) 0.184 (0.12, 0.25) 0.164 (0.12, 0.21) 0.162

3 0.164 (0.10, 0.23) 0.066 (−0.00, 0.13) 0.116 (0.07, 0.16) 0.095
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conditional estimand accounts for the individual patient characteristics or background via the incorporation of the asso-
ciated covariates in the regression models. On the other hand, the marginal estimand depends on the distribution of the
associated covariates implicitly, meaning that the estimate of a marginal odds ratio (or hazard ratio) obtained from a
study may not be applicable to other populations that have different characteristics, see for example the illustration in
Figure 1 of Groenwold et al. 56.

The subtlety in the interpretation of the marginal versus conditional odds ratio (or hazard ratio) make them non-
comparable with respect to the benefits of covariate adjustment. This is not the case for continuous outcome where the
conditional and the marginal estimand are equivalent in nature (but not numerically as obtained from different regression
models). Other measures that are collapsible include the absolute risk difference, the relative risk difference, the log odds
ratio and the hazard difference in the additive hazards models. The interested reader is referred to Daniel et al. 55 and the
references therein for more details about non-collapsibility.

We emphasise that when the odds ratio (or hazard ratio) is used as a measure of treatment effect in a trial, the pre-
specification in the statistical analysis plan of which covariates to be included in the analyses (both interim and final) is
paramount. One should not make comparisons of treatment effect estimates from analyses with different sets of covariates
because the resulting conditional treatment effects convey different information. In the context of AMADs, the same set of
covariates should be included in both the treatment selection and the final analyses for the same reason.

The consideration of marginal odds ratio (or hazard ratio) is less useful since the focus of early phase clinical studies
often is on the average treatment effect on individual patients, and not the average treatment benefits for the target popu-
lation. For AMADs, a caveat to using the marginal odds ratio or the marginal hazard ratio for both the treatment selection
and the final analyses is that the patient composition may vary across stages. Consequently the stage wise parameter esti-
mates may not be congruent in terms of the applicability of the results to the target population when the distribution of the
characteristics of patients recruited in stage one is different to that in stage two.

Nevertheless, one may produce a marginalised-covariate-adjusted odds ratio (or hazard ratio) as supplemental informa-
tion following the procedure in Daniel et al. 55. However, it might be less straightforward to produce the UMVCUE for
these treatment effect measures using the procedure as the standard deviation of the stage-wise parameters requires
approximation by using either the Delta method or bootstrapping.

6. Discussion
Within a two-stage design, we have evaluated the impact of covariate adjustments on the operating characteristics of AMADs
and the properties of treatment effect estimators. More simulation results on trial operating characteristics in the presence of add-
itional six covariates that are uncorrelated with the outcome are presented in the supplemental material. In general, we find that
including covariates that are uncorrelated with the outcome has a negligible impact on the treatment selection outcome and the
final inference. On the contrary, including covariates that are moderately or highly correlated with the outcome can increase the
chance of selecting the truly effective intervention to continue to the second stage of AMADs, increase the study power, and
reduce the bias and MSE of estimators of the treatment effect. Moreover, the FWER is controlled at the nominal level when
covariates are adjusted via the regression approach. The UMVCUE also has good properties in terms of being unbiased with
only a relatively small increase in the MSE compared to the standard overall estimator of the treatment effect.

Our simulation study and the discussion in Section 5 also emphasise the importance of specifying the covariates in
advance of the analyses. More specifically, adjusting for different sets of covariates in a single trial replication may
lead to different treatment selection outcomes and different results of hypothesis testing. For treatment effect measures
that have the inherit property of non-collapsibility, comparing adjusted results of different sets of covariates requires
care. This is because extra analysis steps to marginalise the treatment effect estimates are necessary to ensure that the esti-
mates are comparable. To avoid data dredging, having a statistical analysis plan in place prior to any of the data analyses is
crucial. Such a practice also maintains the integrity of randomised studies.

Like any other randomized control trials, the sample size calculation of AMADs assuming the absence of covariates at
the design stage is an approximation. The gain in power is maximised with covariate adjustment when all other assump-
tions made in the sample size calculation hold, e.g., dropout rate, the values of the nuisance parameter and the treatment
effect under the (global) alternative hypothesis. Alternatively, one may perform simulation studies to identify an appropri-
ate sample size given the information about the distribution of the covariates. This is still an approximation as there are
uncertainties in the distributional assumptions.

We note that the benefits from implementing AMADs is affected by the recruitment rate and the length to observe the
data that is used for treatment selection. In some health problems where the primary outcome is not available immediately,
a surrogate (or a short-term) endpoint that is correlated with the long-term endpoint might be used for treatment selection.
This has been one of the active research areas about AMADs.17,57–60 In this case, the probability of selecting the truly
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effective interventions can vary according to the correlation between the surrogate endpoint and the primary endpoint.
When an uncorrelated (or weakly correlated) surrogate endpoint is used, there is a higher chance of selecting the truly inef-
fective interventions compared to the ideal case where the main outcome on all recruited patients is available for the interim
analysis. We have not explored this but hypothesise that the role of covariates adjustment is similar in such a context.

We also have not incorporated randomization procedures in our simulation set-up but have assumed the ideal scenario where
patients in each arm are comparable with respect to the baseline characteristics and other unmeasured factors. In practice, cov-
ariate imbalance can happen in a randomised trial due to the random nature in treatment allocation.61 A common practice is to
adjust for the variables used in the randomisation procedures, e.g., minimisation, in the final analysis. This can improve the stat-
istical power when the variables are predictive of the outcome.62 We believe chance imbalance has little impact on our general
findings especially when a covariate-adaptive randomization procedure 63 is in place, the stage one sample size of AMADs is not
small, and that the analyses adjust for the covariates used in the randomization procedure.

Another limitation of our investigation is that we have considered treatment selection without other adaptations, such as
sample size re-estimation and adaptive randomization. We note that when an intervention is not selected to continue to
stage two, there is no formal claim about its inference until a formal testing is conducted at the end of the study. The
AMAD framework that is based on the group-sequential design accounts for this adaptation in a more direct sense and
can include covariate adjusted for some of the commonly used models as shown by Jennison and Turnbull 41. We have
also assumed that there is no missing data in our simulation study. Future work can explore how the missing data
approaches may impact on AMADs when some of the covariates and responses are missing at random or missing not
at random. Another direction could be exploring the sensitivity of some estimators in the presence of a population drift,
especially when there are more than two stages. Note that we also have not provided the confidence interval for the
UMVCUE in the case illustration in Section 4.3. This is because there are no established methods to construct valid con-
fidence intervals based on the UMVCUE. More investigation is required to explore the construction of confidence intervals
in the presence of covariates.

Acknowledgements
The views expressed are those of the authors and not necessarily those of the NIHR or the Department of Health and Social Care (DHSC).

Author’s Note
Thomas Jaki, Faculty of Informatics and Data Science, University of Regensburg, Regensburg, Germany.

Declaration of conflicting interests
The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or publication of this article.

Funding
This research was supported by the NIHRMaudsley Biomedical Research Centre at South London and Maudsley NHS Foundation Trust
and King’s College London, and the NIHR Cambridge Biomedical Research Centre (BRC-1215-20014). RE and KML are supported by
the National Institute for Health Research (NIHR Research Professorship, Professor Richard Emsley, NIHR300051). TJ and DSR
received funding from the Medical Research Council (MC_UU_00002/14) and DSR also was funded by the Biometrika Trust. For
the purpose of open access, the author has applied a Creative Commons Attribution (CC BY) licence to any Author Accepted
Manuscript version arising.

Data availability
Code to simulate data and reproduce the results in this paper can be found in the supplemental materials.

ORCID iD
Kim May Lee https://orcid.org/0000-0002-0553-973X

Supplemental material
Supplementary material for this article is available online.

References
1. Mahajan R and Gupta K. Adaptive design clinical trials: Methodology, challenges and prospect. Indian J Pharmacol 2010; 42: 201.
2. Angus DC, Alexander BM, Berry S, et al. Adaptive platform trials: definition, design, conduct and reporting considerations. Nat Rev

Drug Discov 2019; 18: 797–807.

Lee et al. 2119

https://orcid.org/0000-0002-0553-973X
https://orcid.org/0000-0002-0553-973X


3. Saville BR and Berry SM. Efficiencies of platform clinical trials: A vision of the future. Clinical Trials: Journal of the Society for
Clinical Trials 2016; 13: 358–366.

4. Pallmann P, Bedding AW, Choodari-Oskooei B et al. Adaptive designs in clinical trials: why use them, and how to run and report
them. BMC Med 2018; 16: 1–15.

5. Hu F and Rosenberger WF. The theory of response-adaptive randomization in clinical trials. Hoboken, New Jersey, USA: John
Wiley & Sons, 2006.

6. Rosenberger WF, Sverdlov O and Hu F. Adaptive randomization for clinical trials. J Biopharm Stat 2012; 22: 719–736.
7. Robertson DS, Lee KM, Lopez-Kolkovska BC, et al. Response-adaptive randomization in clinical trials: from myths to practical

considerations. arXiv. 2020. Available from: http://arxiv.org/abs/2005.00564.
8. Stallard N and Todd S. Seamless phase II/III designs. Stat Methods Med Res 2011; 20: 623–634.
9. Jaki T. Multi-arm clinical trials with treatment selection: what can be gained and at what price?. Clin Investig (Lond) 2015; 5: 393–399.
10. Stallard N and Todd S. Sequential designs for phase III clinical trials incorporating treatment selection. Stat Med 2003; 22: 689–703.
11. Kelly PJ, Stallard N and Todd S. An adaptive group sequential design for phase II/III clinical trials that select a single treatment from

several. J Biopharm Stat 2005; 15: 641–658.
12. Stallard N and Friede T. A group-sequential design for clinical trials with treatment selection. Stat Med 2008; 27: 6209–6227.
13. Urach S and Posch M. Multi-arm group sequential designs with a simultaneous stopping rule. Stat Med 2016; 35: 5536–5550.
14. Bauer P and Kohne K. Evaluation of experiments with adaptive interim analyses. Biometrics 1994; 50 1029–1041.
15. Bauer P and Kieser M. Combining different ph+ases in the development of medical treatments within a single trial. Stat Med 1999;

18: 1833–1848.
16. Bretz F, Schmidli H, König F, et al. Confirmatory seamless phase II/III clinical trials with hypotheses selection at interim: general

concepts. Biometrical Journal: Journal of Mathematical Methods in Biosciences 2006; 48: 623–634.
17. Friede T, Parsons N, Stallard N et al. Designing a seamless phase II/III clinical trial using early outcomes for treatment selection: an

application in multiple sclerosis. Stat Med 2011; 30: 1528–1540.
18. Koenig F, Brannath W, Bretz F, et al. Adaptive Dunnett tests for treatment selection. Stat Med 2008; 27: 1612–1625.
19. Sargent DJ and Goldberg RM. A flexible design for multiple armed screening trials. Stat Med 2001; 20: 1051–1060.
20. Royston P, Parmar MK and Qian W. Novel designs for multi-arm clinical trials with survival outcomes with an application in

ovarian cancer. Stat Med 2003; 22: 2239–2256.
21. Sampson AR and Sill MW. Drop-the-losers design: normal case. Biometrical Journal: Journal of Mathematical Methods in

Biosciences 2005; 47: 257–268.
22. Wason J, Stallard N, Bowden J, et al. A multi-stage drop-the-losers design for multi-arm clinical trials. Stat Methods Med Res 2017

feb; 26: 508–524.
23. Friede T and Stallard N. A comparison of methods for adaptive treatment selection. Biometrical Journal: Journal of Mathematical

Methods in Biosciences 2008; 50: 767–781.
24. Proschan MA and Dodd LE. A modest proposal for dropping poor arms in clinical trials. Stat Med 2014; 33: 3241–3252.
25. Bowden J and Glimm E. Unbiased estimation of selected treatment means in two-stage trials. Biometrical J: J Math Methods Biosci

2008; 50: 515–527.
26. Carreras M and Brannath W. Shrinkage estimation in two-stage adaptive designs with midtrial treatment selection. Stat Med 2013;

32: 1677–1690.
27. Kimani PK, Todd S and Stallard N. Conditionally unbiased estimation in phase II/III clinical trials with early stopping for futility.

Stat Med 2013; 32: 2893–2910.
28. Robertson DS, Prevost AT and Bowden J. Unbiased estimation in seamless phase II/III trials with unequal treatment effect variances

and hypothesis-driven selection rules. Stat Med 2016; 35: 3907–3922.
29. Stallard N and Kimani PK. Uniformly minimum variance conditionally unbiased estimation in multi-arm multi-stage clinical trials.

Biometrika 2018; 105: 495–501.
30. Whitehead J, Desai Y and Jaki T. Estimation of treatment effects following a sequential trial of multiple treatments. Stat Med 2020;

39: 1593–1609.
31. Robertson DS, Choodari-Oskooei B, Dimairo M, et al. Point estimation for adaptive trial designs; 2021. Available from: http://arxiv.

org/abs/2105.08836.
32. Posch M, Koenig F, Branson M, et al. Testing and estimation in flexible group sequential designs with adaptive treatment selection.

Stat Med 2005; 24: 3697–3714.
33. Robinson LD and Jewell NP. Some surprising results about covariate adjustment in logistic regression models. International

Statistical Review/Revue Internationale de Statistique 1991; 59: 227–240.
34. Kahan BC, Jairath V, Doré CJ, et al. The risks and rewards of covariate adjustment in randomized trials: an assessment of 12 out-

comes from 8 studies. Trials 2014; 15: 1–7.
35. Colantuoni E and RosenblumM. Leveraging prognostic baseline variables to gain precision in randomized trials. Stat Med 2015; 34:

2602–2617.
36. Wang B, Ogburn EL and RosenblumM. Analysis of covariance in randomized trials: More precision and valid confidence intervals,

without model assumptions. Biometrics 2019; 75: 1391–1400.
37. Benkeser D, Díaz I, Luedtke A, et al. Improving precision and power in randomized trials for COVID-19 treatments using covariate

adjustment, for binary, ordinal, and time-to-event outcomes. Biometrics 2021; 77:1467–1481.

2120 Statistical Methods in Medical Research 31(11)

http://arxiv.org/abs/2005.00564
http://arxiv.org/abs/2005.00564
http://arxiv.org/abs/2105.08836
http://arxiv.org/abs/2105.08836
http://arxiv.org/abs/2105.08836


38. Jaki T and Magirr D. Considerations on covariates and endpoints in multi-arm multi-stage clinical trials selecting all promising treat-
ments. Stat Med 2013; 32: 1150–1163.

39. Friede T and Kieser M. Blinded sample size recalculation for clinical trials with normal data and baseline adjusted analysis. Pharm
Stat 2011; 10: 8–13.

40. Zimmermann G, Kieser M and Bathke AC. Sample size calculation and blinded recalculation for analysis of covariance models with
multiple random covariates. J Biopharm Stat 2020; 30: 143–159.

41. Jennison C and Turnbull BW. Group-sequential analysis incorporating covariate information. J Am Stat Assoc 1997; 92: 1330–1341.
42. Zhao W, Ma W, Wang F, et al. Incorporating covariates information in adaptive clinical trials for precision medicine. Pharm Stat

2022; 21:176–195.
43. Donohue JF, Fogarty C, Lotvall J et al. Once-daily bronchodilators for chronic obstructive pulmonary disease: indacaterol versus

tiotropium. Am J Respir Crit Care Med 2010; 182: 155–162.
44. Parsons N, Friede T, Todd S et al. An R package for implementing simulations for seamless phase II/III clinical trials using early

outcomes for treatment selection. Comput Stat Data Anal 2012; 56: 1150–1160.
45. The European Medicines Evaluation Agency. ICH topic E9: Statistical principles for clinical trials. 1998 https://www.ema.europa.

eu/en/documents/scientific-guideline/ich-e-9-statistical-principles-clinical-trials-step-5_en.pdf
46. The European Medicines Evaluation Agency. Guideline on multiplicity issues in clinical trials (draft). 2017. https://www.ema.

europa.eu/en/documents/scientific-guideline/draft-guideline-multiplicity-issues-clinical-trials_en.pdf
47. US Food and Drug Administration. Guidance for industry on multiple endpoints in clinical trials. 2017. https://wwwfdagov/

downloads/drugs/guidancecomplianceregulatoryinformation/guidances/ucm536750pdf.
48. Dunnett CW. A multiple comparison procedure for comparing several treatments with a control. J Am Stat Assoc 1955; 50: 1096–

1121.
49. Grayling MJ and Wason JM. A web application for the design of multi-arm clinical trials. BMC Cancer 2020; 20: 1–12.
50. Sill MW and Sampson AR. Extension of a two-stage conditionally unbiased estimator of the selected population to the bivariate

normal case. Communications in Statistics–Theory and Methods 2007; 36: 801–813.
51. Marschner IC. A general framework for the analysis of adaptive experiments. Stat Sci 2021; 36: 465–492.
52. Magirr D, Jaki T, Posch M, et al. Simultaneous confidence intervals that are compatible with closed testing in adaptive designs.

Biometrika 2013; 100: 985–996.
53. Robertson DS, Prevost AT and Bowden J. Accounting for selection and correlation in the analysis of two-stage genome-wide asso-

ciation studies. Biostatistics 2016; 17: 634–649.
54. R Core Team. R: A Language and Environment for Statistical Computing. Vienna, Austria; 2021. Available from: https://www.R-

project.org/.
55. Daniel R, Zhang J and Farewell D. Making apples from oranges: Comparing noncollapsible effect estimators and their standard

errors after adjustment for different covariate sets. Biom J 2021; 63: 528–557.
56. Groenwold RH, Moons KG, Peelen LM, et al. Reporting of treatment effects from randomized trials: A plea for multivariable risk

ratios. Contemp Clin Trials 2011; 32: 399–402.
57. Stallard N. A confirmatory seamless phase II/III clinical trial design incorporating short-term endpoint information. Stat Med 2010;

29: 959–971.
58. Kunz CU, Friede T, Parsons N, et al. A comparison of methods for treatment selection in seamless phase II/III clinical trials incorp-

orating information on short-term endpoints. J Biopharm Stat 2015; 25: 170–189.
59. Stallard N, Kunz CU, Todd S, et al. Flexible selection of a single treatment incorporating short-term endpoint information in a phase

II/III clinical trial. Stat Med 2015; 34: 3104–3115.
60. Jörgens S, Wassmer G, König F, et al. Nested combination tests with a time-to-event endpoint using a short-term endpoint for design

adaptations. Pharm Stat 2019; 18: 329–350.
61. Senn SJ. Covariate imbalance and random allocation in clinical trials. Stat Med 1989; 8: 467–475.
62. Thompson DD, Lingsma HF, Whiteley WN, et al. Covariate adjustment had similar benefits in small and large randomized con-

trolled trials. J Clin Epidemiol 2015; 68: 1068–1075.
63. Lin Y, Zhu M and Su Z. The pursuit of balance: an overview of covariate-adaptive randomization techniques in clinical trials.

Contemp Clin Trials 2015; 45: 21–25.

Lee et al. 2121

https://www.ema.europa.eu/en/documents/scientific-guideline/ich-e-9-statistical-principles-clinical-trials-step-5_en.pdf
https://www.ema.europa.eu/en/documents/scientific-guideline/ich-e-9-statistical-principles-clinical-trials-step-5_en.pdf
https://www.ema.europa.eu/en/documents/scientific-guideline/draft-guideline-multiplicity-issues-clinical-trials_en.pdf
https://www.ema.europa.eu/en/documents/scientific-guideline/draft-guideline-multiplicity-issues-clinical-trials_en.pdf
https://wwwfdagov/downloads/drugs/guidancecomplianceregulatoryinformation/guidances/ucm536750pdf
https://wwwfdagov/downloads/drugs/guidancecomplianceregulatoryinformation/guidances/ucm536750pdf
https://wwwfdagov/downloads/drugs/guidancecomplianceregulatoryinformation/guidances/ucm536750pdf
https://www.R-project.org/
https://www.R-project.org/
https://www.R-project.org/

	1.  Introduction
	2.  Design and inference
	2.1.  Treatment selection rule of AMAD
	2.2.  Hypothesis testing and sample size
	2.3.  Point estimation and confidence intervals

	3.  Normal endpoint with baseline covariate adjustment
	3.1.  Regression models
	3.2.  Treatment effect estimators

	4.  Illustration of AMADs with normal endpoint and covariates
	4.1.  Simulation settings and performance measures
	4.1.1.  Data generating mechanisms and parameter configuration for treatment effects
	4.1.2.  Comparators: modelling approaches
	4.1.3.  Performance measures

	4.2.  Simulation results
	4.2.1.  Frequency of selecting a specific treatment
	4.2.2.  Probability of rejecting a hypothesis
	4.2.3.  Treatment effect estimators

	4.3.  Case illustration: INHANCE study

	5.  Marginal vs conditional measures: binary and survival outcomes
	6.  Discussion
	 Acknowledgements
	 References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile ()
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 5
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2003
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    33.84000
    33.84000
    33.84000
    33.84000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    9.00000
    9.00000
    9.00000
    9.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A0648062706410642062900200644064406370628062706390629002006300627062A002006270644062C0648062F0629002006270644063906270644064A06290020064506460020062E06440627064400200627064406370627062806390627062A00200627064406450643062A0628064A062900200623064800200623062C06470632062900200625062C06310627062100200627064406280631064806410627062A061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0020064506390020005000440046002F0041060C0020062706440631062C062706210020064506310627062C063906290020062F0644064A0644002006450633062A062E062F06450020004100630072006F006200610074061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d044204380020043704300020043a0430044704350441044204320435043d0020043f04350447043004420020043d04300020043d043004410442043e043b043d04380020043f04400438043d04420435044004380020043800200443044104420440043e043904410442043204300020043704300020043f04350447043004420020043d04300020043f0440043e0431043d04380020044004300437043f0435044704300442043a0438002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b0020006e0061002000730074006f006c006e00ed006300680020007400690073006b00e10072006e00e100630068002000610020006e00e1007400690073006b006f007600fd006300680020007a0061015900ed007a0065006e00ed00630068002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006c006100750061002d0020006a00610020006b006f006e00740072006f006c006c007400f5006d006d006900730065007000720069006e0074006500720069007400650020006a0061006f006b00730020006b00760061006c006900740065006500740073006500740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003b303b903b1002003b503ba03c403cd03c003c903c303b7002003c003bf03b903cc03c403b703c403b103c2002003c303b5002003b503ba03c403c503c003c903c403ad03c2002003b303c103b103c603b503af03bf03c5002003ba03b103b9002003b403bf03ba03b903bc03b103c303c403ad03c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f006200650020005200650061006400650072002000200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005E205D105D505E8002005D405D305E405E105D4002005D005D905DB05D505EA05D905EA002005D105DE05D305E405E105D505EA002005E905D505DC05D705E005D905D505EA002005D505DB05DC05D9002005D405D205D405D4002E002005DE05E105DE05DB05D9002005D4002D005000440046002005E905E005D505E605E805D905DD002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV <FEFF005a00610020007300740076006100720061006e006a0065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0061007400610020007a00610020006b00760061006c00690074006500740061006e0020006900730070006900730020006e006100200070006900730061010d0069006d006100200069006c0069002000700072006f006f006600650072002000750072006501110061006a0069006d0061002e00200020005300740076006f00720065006e0069002000500044004600200064006f006b0075006d0065006e007400690020006d006f006700750020007300650020006f00740076006f00720069007400690020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006b00610073006e0069006a0069006d0020007600650072007a0069006a0061006d0061002e>
    /HUN <FEFF004d0069006e0151007300e9006700690020006e0079006f006d00610074006f006b0020006b00e90073007a00ed007400e9007300e900680065007a002000610073007a00740061006c00690020006e0079006f006d00740061007400f3006b006f006e002000e9007300200070007200f300620061006e0079006f006d00f3006b006f006e00200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002c00200068006f007a007a006f006e0020006c00e9007400720065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00610074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002c00200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002000e9007300200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c00200020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b007500720069006500200073006b00690072007400690020006b006f006b0079006200690161006b0061006900200073007000610075007300640069006e007400690020007300740061006c0069006e0069006100690073002000690072002000620061006e00640079006d006f00200073007000610075007300640069006e007400750076006100690073002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0074007500730020006b00760061006c0069007400610074012b0076006100690020006400720075006b010101610061006e00610069002000610072002000670061006c006400610020007000720069006e00740065007200690065006d00200075006e0020007000610072006100750067006e006f00760069006c006b0075006d0075002000690065007300700069006500640113006a00690065006d002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f3007700200050004400460020007a002000770079017c0073007a010500200072006f007a0064007a00690065006c0063007a006f015b0063006901050020006f006200720061007a006b00f30077002c0020007a0061007000650077006e00690061006a0105006301050020006c006500700073007a01050020006a0061006b006f015b0107002000770079006400720075006b00f30077002e00200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000700065006e007400720075002000740069007001030072006900720065002000640065002000630061006c006900740061007400650020006c006100200069006d007000720069006d0061006e007400650020006400650073006b0074006f00700020015f0069002000700065006e0074007200750020007600650072006900660069006300610074006f00720069002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043f044004350434043d04300437043d043004470435043d043d044b044500200434043b044f0020043a0430044704350441044204320435043d043d043e04390020043f043504470430044204380020043d04300020043d043004410442043e043b044c043d044b04450020043f04400438043d044204350440043004450020043800200443044104420440043e04390441044204320430044500200434043b044f0020043f043e043b044304470435043d0438044f0020043f0440043e0431043d044b04450020043e0442044204380441043a043e0432002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e00200020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f00620065002000500044004600200070007200650020006b00760061006c00690074006e00fa00200074006c0061010d0020006e0061002000730074006f006c006e00fd0063006800200074006c0061010d00690061007201480061006300680020006100200074006c0061010d006f007600fd006300680020007a006100720069006100640065006e0069006100630068002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e000d000a>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f0062006500200050004400460020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020006e00610020006e0061006d0069007a006e006900680020007400690073006b0061006c006e0069006b0069006800200069006e0020007000720065007600650072006a0061006c006e0069006b00690068002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF004d00610073006100fc0073007400fc002000790061007a013100630131006c006100720020007600650020006200610073006b01310020006d0061006b0069006e0065006c006500720069006e006400650020006b0061006c006900740065006c00690020006200610073006b013100200061006d0061006301310079006c0061002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043404400443043a04430020043d04300020043d0430044104420456043b044c043d043804450020043f04400438043d044204350440043004450020044204300020043f04400438044104420440043e044f044500200434043b044f0020043e044204400438043c0430043d043d044f0020043f0440043e0431043d0438044500200437043e04310440043004360435043d044c002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames false
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks true
      /AddColorBars false
      /AddCropMarks true
      /AddPageInfo true
      /AddRegMarks false
      /BleedOffset [
        9
        9
        9
        9
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks true
      /IncludeHyperlinks true
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


