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ARTICLE INFO ABSTRACT
Dataset link: https:// This paper presents a novel approach for detecting abuse on Twitter. Abusive posts have become
github.com/zeerakw/hatespeech a major problem for social media platforms like Twitter. It is important to identify abuse to

mitigate its potential harm. Many researchers have proposed methods to detect abuse on Twitter.

I;eb}:lv::rd& However, most of the existing approaches for detecting abuse look only at the content of the
Context abusive tweet in isolation and do not consider its contextual information, particularly the tweets
Machine learning posted before the abusive tweet. In this paper, we propose a new method for detecting abuse
Social media that uses contextual information from the tweets that precede and follow the abusive tweet.
Twitter We hypothesize that this contextual information can be used to better understand the intent

of the abusive tweet and to identify abuse that content-based methods would otherwise miss.
We performed extensive experiments to identify the best combination of features and machine
learning algorithms to detect abuse on Twitter. We test eight different machine learning classifiers
on content- and context-based features for the experiments. The proposed method is compared
with existing abuse detection methods and achieves an absolute improvement of around 7%.
The best results are obtained by combining the content and context-based features. The highest
accuracy of the proposed method is 86%, whereas the existing methods used for comparison have
highest accuracy of 79.2%.

1. Introduction

Social media platforms allow users to share content and converse with each other [1]. However, with the increasing use of
social media, negative content has become more common, such as bullying, trolling, harassment, and abuse. These issues can be
challenging to address automatically, as they often depend on input from real users. Abusive language is prevalent on Twitter, and
it can take many forms, such as racism, sexism, insults, profanity, vulgarity, and threats of violence [2]. Abuse is not only a personal
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Table 1
Summary of keyword-based approaches.

Reference Keyword-based Features

[15] Continuous-bag of words
[18] Pattern, Skip-gram

[15,18] Ngram, Word2Vec

[18-20] Sentiment, Lexicon, Polarity

detriment to the individual who is abused, but it can also have a negative impact on community relations. Abusive posts have become
a major problem for social media platforms like Twitter. Thus, automatic detection of abuse is crucial to prevent real-life (physical
or psychological) effects on individuals and communities.

Some social media platforms have reporting mechanisms in place, but these mechanisms can be ineffective, as they rely on users
to report abuse. Additionally, users may be hesitant to report abuse for fear of retaliation. There is a need for more effective methods
to detect and address abusive language on social media. One promising approach is to use machine learning to automatically identify
abusive language. Machine learning algorithms can be trained on large datasets of labeled data to learn the patterns of abusive
language. Once trained, these algorithms can be used to scan social media posts for signs of abuse.

The performance of such methods is limited relative to those that use contextual data beyond the content, such as user information,
metadata, and other statistics. In user information, most of the existing studies have used the descriptions of user profiles and
information about followees and followers [3]. Most of the existing studies have used hashtags, words, and mentions in the context
of tweets. The context features in existing studies include tweet meta-data, user features, and network-based features [4-7]. The
context features are more effective when the features help in identifying patterns.

In the literature, it is necessary to find the optimal combination of features from both content and context. In this paper, we de-
velop several contextual features pertaining to user information and past tweets (within a sliding time window) that work to identify
abusive tweets that are otherwise not identifiable by content alone. There is a marked performance improvement, particularly in
accuracy, when content-based features from existing literature are combined with context-based features. The proposed combination
of features is novel and, to the best of our knowledge, has not been examined in other works.

The main contributions of this research are:

+ Novel features and their combinations for detecting abusive tweets.

+ Detailed contextual feature engineering including content-based, user-based, and window-based feature sets.

« Evaluating the performance of feature sets individually, as well as with multiple combinations, for abusive tweet detection.
+ Measurement of the performance of various classification algorithms and ensemble methods using the best-selected features.
« Comparing the results with state-of-the-art methods used for detecting abusive tweets.

The remainder of the paper is organized as follows: Section 2 discusses related work. Section 3 explains the proposed methodology
and the feature extraction process. Section 4 elaborates on experimental setup and the dataset used for the experiments. Section 5
presents the results and compares the proposed method with state-of-the-art methods. Finally, Section 6 concludes the paper and
provides direction for future work.

2. Related work

In this section, we discuss related work on abuse detection on Twitter. Like any other social media platform, Twitter suffers from
various types of negative content, including abuse, cyberbully, trolling, hateful speech and fake news, among many others [5,4,8,9].
The severity of negativity has attracted researchers to identify negative content and users posting such content. This section discusses
various approaches used to detect abusive content on Twitter.

2.1. Keyword-based approaches

Abuse identification on Twitter is usually performed based on the content of the tweets or the user profile. Detecting abusive
tweets mainly includes keyword-based, content or tweets-based, and context-based approaches [10,11,2,3,12]. Recently, researchers
have successfully used deep learning approaches [10,3,13,14] for solving a variety of problems.

Keyword or lexicon-based approaches employ word lists or dictionaries [15,16]. They compare every word with a lexicon that
contains the sentiment or polarity associated with expressions [17-19]. In the sentiment approach, each word is given a score for
each sentiment [18,19]. Tweets with overall negative sentiment are highlighted as potential abuse. Table 1 summarizes the linguistic
features used in different researches.

2.2. Content-based approaches
Beyond the lexicon approach, the linguistic [18] and n-gram [18,19] approaches from the NLP techniques, and word embedding

approach which is mostly combined with deep learning algorithms [15,18,21] are used for the identification of abusive words.
Researchers in this area have focused on content-based detection to address the shortcomings of lexicon-based methods.
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Table 2
Summary of content-based approaches.
Reference Content-based Features
[2,10] Linguistic, Syntactic
[10] Semantic, Words length/average, Punctuations, Spelling errors
[10,22] Syntactic (relation), Parts of Speech (POS) Tags
[2,10,11,27,28] N-gram(Word): range(1 to 4)
[2,10,27,28] N-gram (Character): range(3 to 8)
[2,10,22,28] TE-IDF
[11] Comment2vec
[27] Word2vec
[2,28] GLOVE
[11,28] FastText

Abusive content-based approaches for Twitter incorporate different features. These features have been extracted using natural
language processing (NLP) techniques that include linguistic features [2], syntactic features [5], semantic features [10], statistical
features [22,2], and language models [23].

The linguistic features contain several subcategories to use as features such as text length, average number of words, number
of punctuation marks, repeated words, grammar, and spelling mistakes [2]. Syntactic features check the relationship of the words
[2,24] and part of speech (POS) tags [2]. These features make tuples of words and capture the dependency relation between words
[5]. Semantic features check the similarity between words using different methods [15,24], such as cosine similarity [15] and edit
distance [24]. In this case, statistical features are used to transform the data into vectors as required for their classification. These
features include n-grams [25], TF-1DF [2] and word embedding [4]. N-gram has been used at the word level [25,3] and the
character level [26,2]. At the word level, unigram, bigram, trigram, and even tetragram have also been used [25,26]. The character-
level n-grams have been used mostly in the range of 2-8 grams [26]. T F-1DF has also been used with n-grams to normalize the
weight of each word [2,22]. Content-based features are summarized in Table 2.

2.3. Context-based approaches

Context-based approaches have focused on features that exploit relations between tweet features [5,25], user features [8,3], and
network features [29]. User features are based on user profile information, whereas network features are usually obtained from users’
connectivity in their social networks. For instance, the following and followship network of user [29,8,3].

The features of the tweet are categorized into hashtags, mentions, URLs, retweets, favorites, replies, words, average tweet words,
syllables, and sentiment score [5,25,8]. Most of the tweet features consist of numeric count values such as the number of retweets
and favorites. Besides, textual features such as words [30], hashtags [31], and inappropriate words [5,8] are also used as tweet
features.

The user features constitute characteristics of the user profile. These features have been used with the combination of user profile
information, such as followers and follower counts, favorites, lists, account age, geographical location, profile URL, profile image,
user description, and account verification [32,31,3,8,33,34].

Some of the user features consist of count values such as the number of followers and number of followee [4]. Other include
textual features such as screen name [30], user profile description [35,5] and geo-location [31].

In user features, the relationships have been checked to find the ratio, difference, and similarity between the connected users
[36].

The network features are extracted from the tweet, and the user features pertain to the connections and relations between the
users or other entities. These connections are taken as contextual features in several studies [30]. The features of the network estimate
the connectivity and similarity between users using social network analysis methods with centrality measures [4,5,37]. For example,
the number of followers and the number of followees connections, user retweet connections, and connections between followers and
followees [4,8,38,3].

Finally, the sequential features comprise latent information of time. For example, tweets posted by a user in the past one hour.
These features are based on the temporal sequence of multiple tweets. Such latent temporal information plays a key role in discovering
useful patterns to exploit the data. Many existing studies [39-42] use sequential features to detect unusual and anomalous behavior
from temporally interlinked data. The temporal context is usually derived from sliding windows moving across the data stream. In
this study, we have also used the sliding windows to explore the sequential feature. Besides, we have intuitively introduced the
temporal history of a tweet by incorporating the number of tweets posted previously within a specific time interval. Context-based
features are summarized in Table 3.

2.4. Abuse detection methods

Various machine learning methods, including deep learning, supervised, semi-supervised, unsupervised, and regression, have been
used to detect Twitter abuse using selections of the features discussed in the previous sections. Moreover, social network analysis
and graph-based features have also been used. Specific examples include linear classification [22,2], ensemble methods [26,22],
clustering [5,2], similarity [15,38], neighborhood [8,43], convolutional, and recurrent neural networks [2,44].
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Table 3
Summary of contextual features.
Reference Context Used
[3] Profile images/description/location/URLs
[31,4,8,30] Followees, Followers, Graph-based features
[38] Hashtags, Mentions, Retweets, Replies, Verified Account, Favorites, Listed, Account Age, Graph-based features
Table 4
Summary of the existing datasets.
Reference  Details Size Labels Used By
[22] Abusive language and 24,802 Hateful, Offensive and [27,4,11]
hate speech Tweets Normal
[31] User behavior (cyber 9,484 Aggressive, bullying, [4]
bullying) Tweets, spam and normal
1303 Users
[61] Abusive language and 16,914 Sexism, Racism and [4,27,11,29]
hate speech Tweets, Normal
1236 Users
[62] Sarcasm 61,075 Sarcasm and [4]
Tweets non-sarcasm
[63] Manually labeled 35,000 Harassing and [64,4]
harassment tweets Tweets non-harassing
Table 5
Summary of the existing studies categorized into various
approaches.
Reference Approach
[15,18-20] Keyword-based Approaches
[2,10,22,11,27,28] Content-based Approaches
[3,31,4,8,30,38] Context-based Approaches

[5,43,45-48,54,55] Other Approaches

A probabilistic clustering method along with fuzzy classification is used to detect hate speech [45] on Twitter. Other approaches
use deep learning and pre-trained embeddings to identify and visualize hate on Twitter [46] and Facebook [46,47]. In addition to
Twitter and English, researchers have also focused on other social media platforms and languages to detect hate speech. For example,
[48] detect hate speech from Instagram comments posted in the Turkish language.

In addition to traditional machine learning algorithms, meta-heuristic algorithms like Ant Colony Optimization [49], Ant Lion
Optimization [50], Moth Flame Optimization [51], Social Spider Optimization [52], and Tunicate Swarm Algorithm [53] have also
been used for detecting hate speech [54,55]. Use of other recent meta-heuristics like Red Deer Algorithm [56] and [57] need to be
explored for detecting hate speech. Optimization algorithms can also be explored for their potential use in detecting abusive tweets
[58-60].

The proliferation of such approaches meant the creation of appropriate datasets from platforms such as Twitter, Facebook,
Flickr, Yahoo, and Blog websites [28,10,19]. For Twitter, existing datasets include those that have been extracted using its API
[5,4,38,15,3], some of which are labeled and not all of them publicly available. Those that are labeled and publicly available include
[61], [22], Temporal dataset [10], WWW15 dataset [10], and cyberbullying [5]. Out of these, we conduct our experiments on the
most frequently used dataset for abuse and hate speech detection published by [61]. Different datasets available in the literature are
listed in Table 4.

Table 5 summarizes the literature and different approaches used for detecting abuse and hate-speech on Twitter.

None of the above mentioned methods derive context from retrospective temporal data to detect abuse on Twitter. The existing
literature also lacks in exploring the effect of various types of features on the performance of detection methods. The method proposed
in this research covers this gap and shows that a combination of context and content can be helpful in detecting abuse on Twitter.

3. Methodology

This section presents our proposed methodology for Twitter abuse detection. Furthermore, it also describes feature engineering
and supervised learning methods that include model parameters for experiments. The workflow for the proposed approach is visually
presented in Fig. 1. The tweets are crawled from Twitter for the dataset provided by [61]. The dataset is then cleaned in preprocessing
steps (see Section 4). The feature extractor finds content-based (see Section 3.2) and context-based (see Section 3.3) features from
the tweets. A total of nine supervised learning methods (see Section 3.4) are used for the experiments. The performance is evaluated
using stratified k-fold cross-validation.
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Fig. 1. Workflow of the proposed approach.

Results

3.1. Features design

The following sections describe content-based and context-based features extracted from tweet, user, and retrospective windows.
Features are designed based on contexts and contents. Let D = {7, 7,,...,7,} be the set of tweets available in the dataset. W =
{w;,w,,...,w;} be a set of distinct words extracted from tweets contained in the dataset D. U = {u;,u,,...,u,} be the users who
posted at least one tweet.

3.2. Content-based feature

Natural Language Processing (NLP) is the simplest way to detect abusive language. NLP techniques can directly process tweet
content involving textual attributes to detect abusive tweets. Tweets’ content is represented in the Bag-of-Word (BoW) model with
statistical features to capture the notion of abusive words, which are helpful in detecting abusive language.

A set of words W = {w,,w,, ..., w,} is extracted from the text of tweets to form a vocabulary. NLP pre-processing techniques
and linguistic modules are applied to the text of tweets to get word types or unigrams. Statistical features are further used to make
them machine-understandable. Term Frequency-Inverse Document Frequency T'F-I DF [65] as shown in Eq. (1), is used to compute
the weight for each uni-gram feature.

TF~IDF=1f,,, xidf, 1

The tf gives importance to frequently occurring terms. We have used max normalization for tf with the smoothing term set to
0.5, as shown in Eq. (2).

1 county, 7

] .

t =—4ox——— "1 2

S, 2 2 | mnax {count,, p) @
1

where county, .. is the number of times word w; occurs in tweet 7; and count,, p is the word frequency in complete dataset. The
IDF gives importance to rare terms and estimated as shown in Eq. (3).

id = log = ®)

wj

where N is the total number of tweets in corpus D and d f,, is the number of tweets in which word w; occurs at least once.
3.3. Contextual features

This section discusses the contextual features for each tweet r; € D consisting of a 5-tuple as shown in Eq. (4).

7= (t, W, A) 4
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Table 6
List of contextual features used in the proposed approach.

Context Features Description
Retweets Number of retweets
Like Number of likes on a tweet.
Tweet Mentions List of mentions in a tweet.
Hashtags List of hashtags in a tweet
URLs List of URLs in a tweet
Follower Number of users followed to a user
Followees Number of users followed by a user
User Like Numbers of tweets a user has liked
List Number of lists a user has created
Description The user’s profile description
Previous Tweets Takes past tweets which is based on sliding window

Window-Based
dow-base Temporal Tweets  Takes past tweets which is based on temporal window

e SpPringer Nature @ @SpringerNature - “bl'Sh Date
In honor of today's| #AccessToInfoDajl SN Women spoke to|@danicar

about the importance of digital inclusion. In a second piece, she wrote]
about the search of freedom to information access and digital
resilience. Read the Q&A and her essay herg|bit.ly/3oaT4mt

#RightToKnow Hashtag \—yText \)Embedded URL

Y. OEY.. ©oY

Replies Retweets avorltes/lees

Mention

Fig. 2. Example of tweet features.

The 5-tuple derives the complete context for each tweet, where ¢ is posting time of tweet 7, W C W denotes the set of words
in a tweet, " represents the combination of tweets characteristics (see Section 3.3.1), I represents the user characteristics (see
Section 3.3.2) and A denotes the window-based characteristic (see Section 3.3.3).

These features are useful in identifying abusive tweets more accurately and efficiently. The important features can be seen in
Table 6. Features such as retweets, favorites, mentions, hashtags, and URLs extracted from tweets are considered tweet features.
Features such as followers, followees, likes, lists, and description are considered user-based features. Historical tweets using sliding
and temporal windows are defined as window-based features that are investigated in combination with tweet and user-based features.

3.3.1. Tweet features

Tweet features I' are the attributes expressing tweet information. I" contains retweet count, like count, replies count, a list of
mentions, a list of hashtags, and a list of URLs. These features support the content to detect abusive tweets. These features are based
on the popularity of the tweets. Each I' corresponding to the tweet 7; € D is a 5-tuple defined in Eq. (5).

= (#rt, #lk, #mn, #ht, #url) 5)

where #rt represents the number of times a tweet is retweeted, #/k represents the number of times a tweet is liked, #mn represents
the number of users mention in a tweet, #ht represents the number of hashtags in a tweet, and #ur/ the number of URLs in tweet
7;. These tweet features can be seen in Fig. 2. After a careful preliminary investigation, only important and contributing features are
selected in the proposed approach.

3.3.2. User features

User features describe the various characteristics of a user over. The features I1 corresponding to the tweet 7; € D are defined in
Eq. (6). II consists of a 5-tuple, consisting of the number of followers, number of followees, number of lists, number of likes, and
profile description of user u; who posted tweet ;.

= (#fo, # e, #lt, #lk,w) (6)

The attributes of a user are extracted to measure user popularity. An example Twitter user handle marked with visible attributes
is shown in Fig. 3. The popularity of a user shows active connectivity within the social network. The user description, defined as
w=tf Xidf, is computed statistically as discussed in Section 3.2. This feature is also used in content features.

3.3.3. Window features

Two types of windows are designed to extract historical context. The first type is sliding window P% that consider k number
of historical tweets of user u; who posted tweet 7;. The second type is temporal window .S* that accounts At as time interval and
considers all historical tweets during At concerning tweet 7; posted by user u; to derive the context from retrospective stream.
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Springer Nature Q Screen name User description
@SpringerNature & User name

‘Advancing discovery for more than 175 years.

Site notice bit.ly/20AyLit
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[1,850 FOH«::'.*;]M@]) [58.3K FOHD'.‘."E!‘S] \) URL \) Account age

Locati Tweets |[Tweets & replies Media Likes
ocation 28K 28K 8.149 Photos & video 7.266
Fig. 3. Examples of user features.
Previous tweets in context of T, Current
A Tweets
/ N

Tim | ] T | ] T | Yo | S .

Sliding window
{PicD: T.€ PP | i-ksm<iandi>k}

Fig. 4. Historical tweet collection based on sliding window of size k.

These features contain the past tweets for each current tweet 7;. The features based on past tweets effectively detect current
abusive tweets due to retrospective information. A user may have an inherent tendency to post tweets with abusive content. There-
fore, window-based features containing historical tweets of a user serve as a context to classify the current tweets as either abusive
or normal. The classification methods perform poorly if current tweets are confusing or ambiguous. This ambiguity of tweets can
be removed with the consideration of past tweets. The tweets are considered abusive if the past tweets within the sliding P* and
temporal window ST are also abusive. In addition to this, the contents of abusive tweets within the specific window frame are
mostly similar. The uni-gram features based on content are computed using T F-I DF measure shown in Eq. (1) and described in
Section 3.2.

Sliding window

Sliding window P% contains a set of tweets collected with a temporal context to classify the current tweet 7; posted by user u;.

Fig. 4 shows the formal design of a sliding window of size k and formulated using Eq. (7).

{PicD:t,€P |i—k<m<iAi>k} @

where D is the tweet corpus, 7,, are the historical tweets in the sliding window P%, i and m represent the i and m" indexes of
tweets in the D, and k represent the size of sliding window P% for tweet ;.

In our experiments, we used different sliding window sizes to extract the historical tweets. The sliding window size is set to 5,
10, 15 and 20 to investigate the effectiveness and performance of the classification methods on different sizes of sliding windows.
Algorithm 1 describes the extraction of historical tweets for a sliding window P

Algorithm 1 Sliding Window Features.

Require: D, 7;, and k
> tweet corpus in temporal order, current tweet and size of sliding window, respectively.

Ensure: P% and A

1: P[] > Set of tweets qualified for the sliding window
2: for each 7,, in D posted by user u; prior to 7; do

3: P7.Add(z,,)
4: k < count + 1

5: if k = 0 then

6: break loop
7: end if
8: end for

9: Extract sliding-window tweet features from P% and merge into A
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Time Previous tweets

19:38:05 This sh** is so real b**** http://t.co/jLRYTM5gVi

Current
Tweet
~

19:04:41  @Userl You can D¥** OFF now 0Y~,0Y "

18:31:28  @Userl I'm ok with that aY~ Y™,

18:08:50  Slipping in to weckend mode like http://t.co/tTiX41FVyV
17:2

113 Your baby can’t even clear the bong find

16:54:30  *drinks fricnds beer®

16:20:58 Why won’t Twitter just shoot to the top of my TL like a
normal ¢**¥*?! F*¥** you

15:18:52 My b** just swallowed my m**

14:48:16 1 just ate a plate of loi hoosi and now nothing I'm wearing

Temporal Window with At = 6 hours
A

fits

\_[14:11:08 _@User2 I catch a train to work, that’s nothin

13:414:08  Domestic violence victims wish they saw white and gold

13:04:30  User2 what if I just g**** h*** jt and st*** my d*** in its
cash slot? Is it a GAYTM?

12:36:24  Just used the ANZ GAYTM *y** press

12:08:35  Your daily horoscope: F*¥**¥ QFF

11:03:48  @User3 u ain’t got shit on me Corbyn

10:47:30  You all wear ugly dresses on the reg tho.. Let’s be honest

Fig. 5. An example of temporal windows with time interval At = 6 hours.

Temporal Window
Temporal window S7 contains the historical tweets of user u; using time interval Ar in context of 7; and formally defined in
Eq. (8).

(ST CD:r, eS| myr,) - my(t_;) < At} ®

where 7,(7;_;) and 7 (z;) are the posting date and time of the earliest tweet 7;_, and current tweet 7; covered in the time interval
At for temporal window S7i. Tweet features based on the past tweets of users within a specific time window are useful to model
the users’ abusive behavior. Three different intervals (i.e., 6, 12, and 48 hours) for Af of the temporal window S% are considered
in the experiments to test the effectiveness and performance of detection methods. The date and time of tweets are normalized into
seconds to collect the historical tweets using a temporal window. After the tweet date and time normalization, the time difference 6t
between current tweet 7; and past tweets of user u; is computed. In our experiments, temporal window S% contains tweets posted
prior to 6, 12, or 48 hours of the current tweet. This process can be seen in Algorithm 2. Fig. 5 shows an example of abusive tweets
within the temporal window with At = 6.

Algorithm 2 Temporal Window Features.
Require: D, 7;, and At

> tweet corpus in temporal order, current tweet and coverage of temporal window, respectively.

Ensure: S% and A

1: Pi—[] > Set of tweets qualified for the sliding window
ST []

N

3: for each 7, in D posted by user u; prior to 7; do

4: ot < TimeDifference( my(1;), 7o(7,,) ) > calculating the temporal distance between 7; and 7,,

5: if 5t > At then

6: break loop

7: end if

8: S7.Add(z,,) > add previously posted tweet 7,, in temporal window
9: end for

10: Extract temporal-window tweet features from S% and merge into A

3.4. Supervised machine learning techniques

Supervised learning, Logistic Regression (LR) [66], Support Vector Machine (SVM) [67] and Naive Bayes (NB) [68] are used as
classification models to detect abusive tweets. Based on empirical analysis, linear kernel SVM is used with margin maximization
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Table 7

Class distribution of dataset on tweets and users.
Class Tweets Users
Sexism 3,383 613
Racism 1,972 9
None 11,559 614
Total 16,914 1236

parameter C = 1, and the regularization parameter C is used to avoid overfitting during training. NB classifier is used with additive
smoothing parameter a, values of « > 0 are used for avoiding overfitting and zero probabilities, the value of @ =0 is called Laplace
smoothing, whereas a < 1 is called Lidstone smoothing. Embedding tweet text results in a sparse feature set; hence, it can cause the
learning model to overfit due to the high variance. A higher value of @ smoothens the probability estimates and reduces the impact
of individual features. Therefore, we set the value of @ = 1. For the LR classifier, L2 regularization is used with error minimization
parameter C = 1 to avoid overfitting. The ensemble methods, Random Forest (RF), AdaBoosting, Gradient Tree Boosting (GradBoost),
XGBoosting, LightBoost and Bagging, are also used for the detailed comparison. The number of trees in RF and number of boosting
stages in GradBoost methods are set to 35. Usually, a large number of trees increases the accuracy of the classifiers, however at
the same time, they also increase the training time. Increasing the number of trees after a certain number (35 in our case) does
not significantly improve the results. A large number of stages increases accuracy, and a small learning rate affects the smooth
optimization of the objective function over gradient descent and prevents overshooting. Therefore, the number of boosting stages and
learning rate are set as 100 and 0.1, respectively, for the AdaBoosting, GradBoosting, XGBoosting, LightBoost and Bagging_Classifier.

Several measures can be used to evaluate the performance of classifiers. This study uses precision, recall, f-measure, and accuracy
for the performance evaluation and comparison of different methods on novel contextual features for abusive tweet detection.
Additionally, stratified k-fold cross-validation is used to split the corpus in training and testing data.

4. Experimental setup

This section discusses the datasets, state-of-the-art baseline techniques for abusive tweet detection, and evaluation metrics. The
existing dataset is explored in this section. The mechanism for data collection, filtration, and cross-validation method for training and
testing are also explained. The proposed approach is compared with the baseline techniques introduced by [2] and [22] for abusive
tweet detection. The baseline techniques are implemented and tested on the dataset used in this research work. The following
sections also discuss the feature set and algorithm of these baseline techniques. The research work of [2] investigates the dynamics
involved in offensive language and introduces a technique to detect hate speech automatically. Tweet contents with some additional
features are used in their work. Statistical measure, known as T'F-I DF, is used to compute the score for each feature extracted from
tweet content. The additional features include sentiment score, word count, character count and syllable count. Different classifiers,
including Linear-SVM, Naive Bayes, Logistic Regression, Random Forest, and Gradient Boosting are used to detect hateful speech.
The research work of [22] uses tweet content. The word-level and character-level features were extracted from tweet content. The
importance score from tweet content is computed using T F-I DF term weighting scheme. The word-level features include uni, bi, tri,
and tetra-gram. Character-level 3-8 gram features were also used. Supervised machine learning including Linear-SVM, Naive Bayes,
Logistic Regression, Convolutional Neural Networks (CNN) and Recurrent Neural Networks (RNN).

The focus of this research is on abusive tweet detection. With respect to our choice of the Twitter platform, we found the
benchmark dataset in [61] has widely been used for detecting abusive language and is opted for this research as well. The dataset
was constructed from a corpus of 136,052 tweets. It contains 16,914 annotated tweets posted by 1,239 unique and distinct users.
The annotated tweets are categorized into three classes: sexism, racism and normal, as shown in Table 7. It contains 35.3% abusive
tweets, 7.3% unique users, 20.0% sexism, 10.1% racism and 68.3% normal tweets [61]. The original dataset contained tweets with
three labels. The dataset was modified according to Table 7 to obtain contextual information.

The data collection strategy is based on tweet information, user information, and past tweets. Tweet attributes are extracted from
tweet information. Tweet attributes include user IDs, text, user, and entities as shown in Fig. 6. User profile attributes are retrieved
through Twitter API for user information. The attributes include user id, screen name, location, user description, followees and
followers as shown in Fig. 6.

Twitter API strictly follows the rate limit! for the data acquisition. Table 8 shows the number of tweets that are retrieved through
Twitter API with the rate limit policy. Furthermore, user IDs were used to retrieve the users past tweets. The rate limit of Twitter API
restricts access within the past 7-15 days only. But, when a user’s tweets are too far back, the restricted access on the retrospective
stream would not collect that data. We required the historical tweets of each user to define contextual features; therefore, it was
necessary to collect past tweets that were way beyond the access limit of publicly available Twitter API. We used the Twitter-Scraper
to solve this problem, as it can access all previous tweets if they are publicly accessible and reachable.

The benchmark acquired from [61] has three class labels. The tweet distribution concerning class labels is shown in Table 8. To
map the dataset onto our problem domain, the sexism and racism classes are merged to a single Abusive class as both sexism and
racism represent abuse. The class Normal is considered as Non-abusive class.

1 http://web.archive.org/web/20210327063011/ https://developer.twitter.com/en/docs/rate-limits Latest access date April 12, 2024.
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Fig. 6. Tweets attributes or information.

Table 8

The dataset collected using the benchmark [61].
Class Tweets Users
Sexism 2699 203
Racism 261 1
Normal 8069 463
Total 11029 667

Table 9

Filtered dataset with respect to Abusive and Non-
abusive classes.

Class Tweets Users
Abusive 2960 204
Non-abusive 4452 458
Total 7412 662

Besides, the dataset was inherently class imbalanced with 27% and 73% of the tweets belonging to Abusive and Non-abusive
classes, respectively. We filtered the data by dropping five users along with their tweets. The dropped users account for nearly 45%
of the non-abusive tweets, contributing to a significant class imbalance in the data. The crawled accessible data contained 11,029
tweets. However, with the filtration process, the tweets set is reduced to 7,412 with 40% and 60% tweets belonging to abusive and
Non-abusive classes, respectively. The tweet distribution in the final dataset is shown in Table 9. After filtration, the data contained
7,412 tweets posted by 662 unique users. 204 distinct users posted a total of 2960 abusive tweets. Non-abusive tweets account for
4452 in total posted by 458 unique users as shown in Table 9.

Tweets are then pre-processed by converting tweets to lowercase, replacing tokens into base words using Porter stemmer? and
wordnet lemmatizer.® In the pre-processing, common and stop words, special characters, symbols, punctuation and emojis are also
removed from the tweets.

The data split technique to distribute the dataset into testing and training data is called cross-validation in machine learning.
Different strategies include the holdout method, k-fold cross-validation and Stratified k-fold cross-validation. Instead of a widely
used k-fold cross-validation, stratified k-fold cross-validation is used due to class imbalance in the dataset. It takes all labels in every
fold iteration and performs better than k-fold cross-validation. We have used 10-fold stratified cross-validation for evaluation.

During classification, the results are obtained in the form of correct classifications, i.e., True Positives (TP) True Negatives (TN),
and false classifications, i.e., False Positives (FP) and False Negatives (FN). These classifications are used in the evaluation measures
Precision (Eq. (9)), Recall (Eq. (10)), Fl-measure (Eq. (11)), and Accuracy (Eq. (12)) for statistically analyzing different results
obtained in this research.

Precision = L ()]
TP+ FP
Recall = _Tre (10)
TP+ FN

2 https://web.archive.org/web/20190627112454/ http://snowball.tartarus.org/algorithms/porter/stemmer.html Lasted access date April 12, 2024.
3 https://web.archive.org/web/20190711193825/ https://www.machinelearningplus.com/nlp/lemmatization-examples-python/ Lasted access date April 12,
2024.
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2 X Precision X Recall

FI1 — Measure = — an
Precision + Recall

Accuracy = TP+TN (12)
TP+TN+FP+FN

5. Results and discussion

In this section, we evaluate the performance of our proposed method on a dataset of Twitter tweets and compare them with
existing methods for detecting abuse on Twitter. Each contextual feature set is compared with all other individual features. In the
comparative analysis, the combination of feature sets producing the best results is selected for the proposed method. The proposed
method is then compared with the state-of-the-art research work of [22] and [2]. A comparison of the feature set of the proposed
approach is drawn with the content-based approach for the evaluation. This section analyzes feature sets and methods in terms of
precision, recall, f1 measure and accuracy.

Recent studies [10,18,37,69] show that the research on abusive language detection can be categorized as keyword, content and
context-based detection. This research work has explored content-based features with three different contextual features containing
historical tweets, users, sliding, and temporal window-based information. Different combinations of contextual features are explored.
The results for each contextual feature are compared with one another. Furthermore, the contextual features are combined with
content-based features to examine the impact of different combinations. The combination of feature sets that give the best results is
selected to compare with the state-of-the-art techniques.

Content-based approaches are often used to identify abuse using the textual content of tweets. This research investigates the
combination of contextual features based on various attributes of tweet, user, and time-window. First, the contextual features based
on historical tweets, users, temporal, and sliding windows are analyzed independently. The performance in terms of precision, recall,
fl-measure and accuracy are measured for these contextual features along with the content-based features.

The contextual features, extracted from historical tweets include mention, hashtag, URL, retweet, and favorite counts. The user-
based contextual features comprise user information and include follower, following, favorite, like counts, and user descriptions. The
sliding window is based on the last 5, 10, 15 and 20 tweets posted prior to the current reference tweet. The temporal window is
based on the previous tweets posted within the last 6, 12 and 48 hours prior to the current reference tweet.

Table 10 shows the performance of different feature sets for the problem of abusive language detection. For the content-based
feature set, the highest precision, recall, f1 measure and accuracy observed are 80%, 78%, 76% and 77%, respectively. For tweet-
based contextual features, the best precision achieved is 78% and for the contextual features extracted from user profile, the best
precision is 88% as shown in Table 10. Thus, a decrease of 2% and an increase of 8% in precision is observed for tweet and user
profile-based contextual features, respectively. Similarly, comparing user profile-based features with content-based features shows
improvement of 9%, 8% and 8% in recall, f1-measure and accuracy, respectively. This improvement is quite substantial. Tweet-based
features show no improvement in recall, whereas f1-measure and accuracy were improved by only 1%. This shows that the contextual
features based on user profile information distinguishe abusive tweets better.

Ensemble methods known as GradBoost, XGBoost, LightGBM and classifier naive Bayesian achieve the highest precision of 80%
for the identification of abusive tweets based on the textual content of tweets. The Naive Bayesian classifier achieves the highest
recall, f1-score and accuracy for abusive tweets classification based on content as shown in Table 10. For tweet-based contextual
features, SVM outperforms all other classifiers. Ensemble method XGBoost achieved highest precision, recall, f1-score and accuracy
of 88%, 85%, 84% and 85%, respectively, for user profile-based contextual features. The highest recall was also achieved by SVM,
ADABoost and GradBoost, as shown in Table 10. Similarly, the highest fl-score for user profile-based contextual features was also
shared by SVM, naive Bayesian, logistic regression, random forest, ADABoost and GradBoost. The highest accuracy of 85% was also
achieved by GradBoost, as shown in Table 10.

The sliding window intervals k for historical tweets are set as 5, 10, 15 and 20 for the experiments. The classification accuracy is
measured for each classifier against every interval, as shown in Fig. 7.

The average for each sliding window is computed which are 79.48% (for k =5), 79.51% (for k = 10), 79.61% (for k = 15) and
79.41% (for k =20). The highest accuracy of 81.6% was observed for the naive Bayes classifier as shown in Fig. 7. Since the sliding
window with k = 15 has the highest average accuracy, we select k = 15 for the sliding window size to further explore the impact of
the sliding window when combined with the different feature sets. Temporal window is different from sliding window. Here, instead
of having a fixed number of past tweets, the temporal coverage (At) of past 6, 12, and 48 hours is considered for collecting historical
tweets for each tweet. The classifiers result for each temporal window is shown in Fig. 8.

The average accuracy for each temporal window (6 hours, 12 hours and 48 hours) is 78.8%, 78.3%, and 79.3%, respectively.
Temporal window with A7 = 48 outperforms other temporal windows of 6 and 12 hours. The best temporal window, which in our
case is 2 days, is chosen for further experimentation. The highest accuracy achieved is 82% when logistic regression is used, as shown
in Fig. 8.

The results of each classifier for the content, tweet, and user-based features are shown in Table 10. Furthermore, based on their
performances, we have selected the best classifiers for each feature set. The best results for each feature set are compared to exhibit
their compound usefulness with certain classifiers. Fig. 9 shows that the results for user-based features outperform all other features
using Gradient Boost algorithm. However, in general, it can be seen from Fig. 9 that contextual features achieve higher accuracy
than content-based features.

The discussion above paves the way to explore the combination of features. The performance of detection method based on
combination of contextual and content features is measured. This combination was our proposed feature set. It can be seen in
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Table 10

Performance of classifiers on content and context (tweet and user information) based feature set.

Classifiers Precision Recall F1-Score Accuracy
Content-based Approach
SVM 78% 76% 75% 76.20%
Individual Classifiers NB 80% 78% 76% 77%
LR 78% 76% 74% 75.60%
RF 75% 75% 73% 74.60%
ADABoost 79% 74% 71% 74.30%
GradBoost 80% 75% 72% 74.60%
Ensemble Methods Bagging 71% 72% 71% 71.50%
XGBoost 80% 74% 71% 74%
LightGBM 80% 74% 71% 73.40%
Tweet Features
SVM 78% 78% 77% 78.0%
Individual Classifiers NB 75% 75% 75% 75.4%
LR 77% 77% 76% 77.0%
RF 76% 77% 76% 76.5%
ADABoost 74% 74% 74% 74.5%
GradBoost 76% 76% 75% 76.0%
Ensemble Methods Bagging 73% 74% 73% 73.5%
XGBoost 76% 76% 75% 76.0%
LightGBM 77% 77% 76% 77.0%
User Features
SVM 86% 85% 84% 84.6%
Individual Classifiers NB 86% 84% 84% 84.4%
LR 85% 84% 84% 84.0%
RF 85% 84% 84% 84.0%
ADABoost 87% 85% 84% 84.7%
GradBoost 87% 85% 84% 85.0%
Ensemble Methods Bagging 84% 83% 82% 82.8%
XGBoost 88% 85% 84% 85.0%
LightGBM 86% 84% 83% 84.2%

82
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Fig. 7. Performance of classifiers against sliding windows with size k =5, 10, 15, and 20.
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Table 11 that the feature set based on the combination of context and content-based features outperforms all other individual
features in terms of precision, recall, fl1-score and accuracy. Fig. 10 shows that the proposed method outperforms all other state-
of-the-art techniques. The highest accuracy achieved for the proposed method is 86% when logistic regression was used, whereas
the highest precision and f1-score of 88% and 85%, respectively, is achieved when naive Bayesian classifier is used. Similarly, the
highest recall of 86% is recorded with logistic regression.

The proposed method is compared with two baseline methods [22] and [2]. Both baseline methods achieved an accuracy of
79.2% and 75.1%. The proposed method based on content, user, and time-window features outperformed all other state of the art
methods. This improvement in accuracy varies from 9% to 10%, which is quite significant, as shown in Fig. 10. Table 12 shows the

detailed results of the baseline methods.
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Fig. 9. Comparison of the content-based approach and individual contextual features.

Table 11

Performance comparison of the proposed approach combining the contextual features with

content-based approach.

Classifiers Prec-ision  Recall  F1l-Score  Accu-racy

SVM 85% 84% 84% 84%
Individual Classifiers NB 88% 85% 85% 85.3%

LR 88% 86% 85% 86%

RF 86% 85% 85% 85%

AdaBoost 85% 84% 83% 84.0%

GradientBoost 88% 85% 85% 85.3%
Ensemble Methods o oing 81% 81%  81% 81.4%

XGBoost 88% 85% 85% 85.4%

LightGBM 86% 84% 84% 85%

Table 12

Performance (Accuracy) comparison of the baseline techniques used for abuse detection.

Methods

Lee et al., [2]
(Word-level)

Lee et al., [2]

(Character-level)

Davidson et al., [22]

SVM

NB

LR

DT

RF
GradBoost
CNN

RNN

68.70%
64.90%
64.50%

69.10%
63.10%
77.30%
79.20%

75.10%
65.60%
70.80%

70.60%
65.30%
75.60%
56.30%

69%

74.80%
75.90%
67.90%
74.70%
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Fig. 10. Comparison of the proposed approach with state-of-the-art.

The contextual features performed better and are more helpful than content-based features in distinguishing abusive tweets with
high accuracy. The reason for this can be the use of ambiguous words and sentences, and sometimes malicious users misuse other
accounts. Therefore, this situation demands the use of contextual features to detect abusive tweets more accurately. The important
features are extracted from all individual feature sets through evaluation measures. Combining these significant user, tweet and
window-based features is analyzed in this research work. Most of the contextual features refer to popularity. For instance, followees,
following, retweets and other aspects are often considered to be popularity. User-based features outperform other features because
all user attributes capture the notion of popularity except user descriptions. The attributes of user features distinguish abusive and
non-abusive in a better way. The users posting abusive tweets often have an insignificant number of followers and lists. Tweet-
based features combine features based on tweet content and popularity. Therefore, tweet-based features often lag behind user-based
features in terms of performance when identifying abusive tweets. The pattern of abusive and non-abusive tweets is not recognized
using tweet-based features. One of the reasons for the negative impact of tweet-based features on performance can be the problem of
overfitting because some features, which include mentions, hashtags, and URLs, can result in overfitting. In window-based features,
the combination of features is extracted based on the tweets posted prior to current tweets in a dataset. These features can further
boost the detection of abusive tweets if all of the tweets posted prior to current tweets are accessible. Unfortunately, this is not
the case currently. Therefore, a few past accessible tweets are extracted. The contextual features are combined more effectively and
accurately. Contextual features improve the performance of abusive language identification in terms of accuracy.

6. Conclusions and future work

This paper aimed to detect abusive language using context and content-based features. Previous studies use three different
approaches word-, content- and context-based detection. These techniques have some limitations. Word-based detection suffers from
the inclusion of new words that are not available in a word list or dictionary. Another limitation of the word-based approach is the
set of ambiguous words in the dataset leading to inaccurate detection of abusive tweets. Contextual features including tweet, user,
and network features have been recently to detect abusive language. The pattern and distribution of features play a crucial role in
abuse detection.

We deduced an optimal combination of features from the categories of tweet information, user information, and past tweets, with
variations of sliding window approaches. Supervise machine learning algorithms are used and evaluated to show the effectiveness
of the proposed method. The algorithms include individual classifiers and ensembles. We compared our proposed methods with two
baseline methods, showing that our proposed method outperforms the state-of-the-art methods.

The bottleneck of the proposed window-based methods is the unavailability of the past and deleted tweets. The results of window-
based feature set were affected. The performance of our proposed approach could have shown more improvement if the missing past
tweets were accessible. There are some potential future directions to explore this area further and gain insight. Images and videos
associated with tweets can be used by deriving textual representation. Firstly, we could use images and videos associated with
tweets by deriving textual representations for them. Content of referring web pages and URLs can be helpful. There is a need for
research to predict abuse instead of detecting it. Target abuse detection towards a community is another area to explore. Multi-lingual
abuse detection is another dimension that needs attention. Similarly, cyberbullying and hate speech to instigate violence against a
community are some other potential future directions.
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