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Abstract

Original Article

IntroductIon

The ongoing COVID-19 pandemic had adversely impacted 
global health.[1] It was first reported in December 2019 
in Wuhan, China, and was declared as a pandemic by the 
World Health Organization in January 2020.[2] The disease 
is caused by a new member of the severe acute respiratory 
syndrome coronavirus family (SARS-CoV) and designated 
as SARS-CoV-2.[3] Various techniques have been employed 
worldwide for the detection of COVID-19. Real-time 
polymerase chain reaction, Truenat screening, cartridge-based 
nucleic acid amplification test, rapid antibody, and rapid 
antigen test techniques are currently used for detection for 
COVID-19 in India.[4]

Medical imaging techniques such as computed tomography (CT) 
and X-rays play a vital role in the early diagnosis and treatment 
of COVID-19. COVID-19 causes abnormalities that are visible 
in the chest X-rays and CT images in the form of ground-glass 
opacities.[5] Diagnosis with radiological images could be the 
first step in monitoring COVID-19.[6] At present, the expansion 
of big data analytics is playing a vital role in the evolution of 
healthcare research and has generated enormous data from 

different resources. Artificial intelligence (AI) has offered a 
new ray of hope in helping physicians to predict more accurate 
and reproductive imaging diagnosis and thereby reducing their 
workload.

AI has gained huge momentum in recent times. The algorithms 
in AI work by finding the patterns in the dataset obtained from 
the diagnostic tests, which may be used to predict the clinical 
outcomes for unknown data. AI is based on the principle of 
the simulation of human intelligence in a way that a machine 
easily mimics it and executes the tasks, from simpler to 
complex ones. The goals of AI include learning, reasoning, 
and perception. Machine learning (ML), which is a subset of 
AI, has sparked over the past few years. Deep learning (DL) 
is part of a broader family of ML-based on the artificial 
neural network (ANN).[7] ANNs are computational processing 
systems, comprising interconnected nodes (artificial neurons) 
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that work similarly to the biological neural network.[8] DL has a 
different architecture of convolutional neural networks (CNN) 
and recurrent neural networks, which have been applied to 
various fields such as bioinformatics,[9] natural language 
processing,[10] and medical imaging.[11]

In radiology, DL plays an important role in detecting diseases 
and thereby reducing human efforts. In DL, CNN or ConvNet 
is a class of deep neural networks, most commonly applied 
for the analysis of visual imagery. DL techniques have been 
successfully applied in various problems such as arrhythmia 
detection,[12-14] skin cancer classification,[15,16] breast cancer 
detection,[17,18] brain disease classification,[19] pneumonia 
detection from chest X-ray images,[20] fundus image 
segmentation,[21] and lung segmentation.[22,23]

In the present study, three DL models have been used for the 
automatic detection of COVID-19. These models are CNN with 
9 convolutional layers (9 LC), Visual Geometry Group (VGG) 
16, and VGG19.

MaterIals and Methods

Dataset
CNN architecture is similar to the connectivity pattern of 
neurons in the human body with learnable weight and bias, 
designed to automatically and adaptively learn the spatial 
hierarchies of features. CNN models require input data to get 
trained and perform the predictions for unknown data. Input 
data used for this study was obtained from an open-source 
Kaggle database.[24-26] The dataset contained three types of 
chest X-ray images, i.e., COVID, normal and viral pneumonia 
X-ray images. The entire dataset consisted of a total of 3829 
images with 1143 COVID pneumonia X-rays, 1341 normal 
X-rays, and 1345 viral pneumonia X-rays.

All images in the study were present in the portable network 
graphics file format with a resolution of 1024 × 1024 and 
256 × 256 pixels. These images could be easily converted to 
224 × 224 or 227 × 227 pixels, typically required by the popular 
CNNs. 1143 images were used from each class, i.e., COVID, 
normal and viral pneumonia, which were further classified 
into training dataset, validation dataset, and test dataset. 
The training dataset consisted of 2400 images, a validation 
dataset of 513 images and the test dataset consisted of 516 
images out of 3429 images. Further, we have used the medical 
X-ray imaging data as the test dataset from the Department 
of Radiodiagnosis which consisted of 28 images of different 
patients. Out of 28 images, there were 17 COVID positive 
X-ray images, 11 normal X-ray images, and 0 viral pneumonia 
images.

Models and preprocessing the data
In this study, the experimental evaluations of three CNN 
models (9 LC, VGG16, VGG19) were performed using the 
Google Colab. Different CNN models have different input 
requirements. Transfer learning models (VGG16, VGG19) 
used in the study required a default input image pixel size of 

224 × 224, while CNN with 9 LCs accepted the user-defined 
image size. All images used in the study were of 1024 × 1024 
and 256 × 256-pixel size and were resized to 224 × 224 pixels. 
Further, during the preprocessing of each image, augmentation 
was used for improving the performance and accuracy of model 
data due to the limited data availability. Data augmentation[27] 
is a technique, which is used to increase the amount of data 
by modifying already existing data or newly created synthetic 
data from the existing data, which enhances the performance 
and ability of the model. The data augmentation techniques 
used in this study are rescaling (1/255), shear range (0.2), 
zoom range (0.2), rotation, (20°) horizontal flip, and vertical 
flip, typically applied for the training dataset to provide more 
useful information to the model. For the validation dataset and 
test dataset, only the rescaling (1/255) technique was applied.

Convolutional neural networks model with 9 LCs
In this CNN model, 9 convolution layers with pooling layers 
were used. Each convolution layer consisted of different 
numbers of filters. The filter simply refers to the learned 
weights of the convolutions. In CNN, the filters detected spatial 
patterns such as edges in an image by detecting the changes in 
intensity values. Multiple filters are taken to slice through the 
image and map them one by one and learn different features 
of an input image. The architecture of the model is given in 
Figure 1.

The first convolutional layer consisted of 32 filters of size 
3 × 3, ReLu as an activation function, same padding, and 
default stride of (1, 1). The convolutional layer is followed by 
a pooling function, i.e., MaxPooling two-dimensional (2D), 
which adds a 2D max pooling layer with pooling filter size 
2 × 2, a stride of (2, 2), and the same padding. The second 
layer consisted of 64 filters of size 3 × 3, same padding, 
ReLu as an activation function, default stride (1, 1), and 
this layer was followed by the MaxPooling layer with filter 
size 2 × 2 and stride of (2, 2). The third and fourth layers 
consisted of the same parameters, i.e., 128 filters of size 3 × 3, 
same padding, ReLu as an activation function, and default 
stride of (1, 1). These two layers were followed by a single 
MaxPooling layer with filter size 2 × 2, a stride of (2, 2), and 
same padding. Each of the fifth and sixth layers consisted of 
256 filters of size 3 × 3, same padding, ReLu as an activation 
function, and default stride of (1, 1). These two layers were 
followed by a single MaxPooling layer with filter size 2 × 2 
and stride of (2, 2) and same padding. Similarly, the seventh, 
eighth, and ninth layers consisted of 512 filters of size 3 × 3, 
same padding, ReLu as an activation function, and default 
stride of (1, 1). These three layers were followed by a single 
MaxPooling layer with filter size 2 × 2 and stride of (2, 2) and 
same padding. After feature sampling and downsampling by 
convolutional layer and pooling layer, respectively, the output 
feature map of the convolution layers was transformed into a 
1-D array of numbers (7 × 7 × 512) using the flattening layer 
and connected to fully connected layers or dense layers. The 
last fully-connected layer had the same number of output nodes 
as the number of classes for the classification problem. Every 
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fully connected layer was followed by an activation function. 
The last layer had different activation functions compared to 
the other layers.

In this study, four dense layers were used. The first dense layer 
consisted of 512 units and ReLu as an activation function. The 
units used in the first layer had the dimension of outer space, 
which implied the shape of the tensor that is produced by the 
layer, and that will in turn be the input for the next layer. This 
layer was followed by a dropout layer with a rate equal to 
0.4. The dropout layer is used to avoid overfitting. The rate 
parameter in the dropout layer, which is a float number between 
0 and 1, decides the fraction of the input units to be dropped. 
The second and third dense layers were the same. Both units 
had 256 units and ReLu as an activation function. These two 
layers were followed by a single dropout layer with a rate equal 
to 0.4. The fourth layer consisted of softmax as an activation 
function and 3 units, which were required for the classification 
of images into three categories.

After defining the sequence of layers, the entire layer model 
was compiled. In this step, we specified the loss function, an 
optimizer, and metrics as categorical cross-entropy, Adam 
with learning rate equal to 0.0001 and accuracy, respectively. 
The compilation was the last step in building a model. After 
building, the model was trained with training images and the 
validation dataset was used for validation. A batch of 64 images 
of the training dataset and validation was given to the model 
during the training process. After training of the model, the 
classification of test images and images collected from the 
Department of Radiodiagnosis as test data were predicted with 
the help of the trained model.

VGG16 transfer learning model
Transfer learning in ML is simply making use of a model, 
which is trained on large datasets and leveraging the extract 
information on a new and similar problem. The architecture 
of VGG-16 is shown in Figure 2. It used 13 convolutional 
layers and 3 fully connected layers. All convolutional layers 
in VGG-16 were 3 × 3 convolutional layers with a stride size 
of (1, 1) and the same padding, and every pooling layer was 
2 × 2 pooling layer with a stride size of (2, 2). The default 
input image size required for VGG-16 is 224 × 224 pixels 
with three channels. After each pooling layer, the size of the 

feature map was reduced by half. The last feature map, before 
the fully connected layers, was 7 × 7 with 512 channels and it 
was expanded into a vector with 25,088 (7 × 7 × 512) channels. 
To make use of the VGG16 model in our problem, the final 
fully-connected layers were removed as they were intended 
for 1000 class problems in ImageNet and a flatten layer, 4 
final dense layers with 512,128,128 and 3 units, respectively, 
were added to classify the given images into three categories. 
The first dense layer with 512 units and the ReLu activation 
function was followed by a dropout layer with a rate of 0.4. 
The next two layers with the same number of 256 units 
and the ReLu activation function were followed by another 
dropout layer with a rate of 0.5. The final layer had 3 units and 
softmax as an activation function to classify the images into 
three categories. The model was compiled with categorical 
cross-entropy loss function, optimizer as Adam with learning 
rate equal to 0.0001, and metrics as accuracy. The model was 
trained with the training image set and validated the model 
using the validation data, which provided information for 
adjusting the hyperparameters. After training, the test dataset 
images and the images collected from the Department of 
Radiodiagnosis were classified using the trained model.

VGG19 transfer learning model
The architecture of VGG-19 is shown in Figure 3. It used 
16 convolutional layers and 3 fully connected layers. All 
convolutional layers in VGG-19 were 3 × 3 convolutional 
layers with a stride size of (1, 1) and the same padding, and 
the pooling layers were 2 × 2 pooling layers with a stride size 
of (2, 2). The default input image size required for VGG-19 
was 224 × 224 with three channels. After each pooling 
layer, the size of the feature map was reduced by half. The 
last feature map before the fully connected layers was 7 × 7 
with 512 channels and it was expanded into a vector with 
25,088 (7 × 7 × 512) channels. To make use of the VGG19 
model in our problem, the final fully-connected layers were 
removed and 4 dense layers with 512, 256, 256, and 3 units, 
respectively, were used to classify the given images into three 
categories using the softmax activation function

The first dense layer with 512 units and the ReLu activation 
function was followed by a dropout layer with a rate of 0.4. 
The next two layers with the same number of 256 units 

Figure 1: Convolutional neural network with 9LCs
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and the ReLu activation function were followed by another 
dropout layer with a rate of 0.5. The final layer had 3 units and 
softmax as an activation function to classify the images into 
three categories. The model was compiled with categorical 
cross-entropy loss function, optimizer as Adam with learning 
rate equal to 0.0001, and metrics as accuracy. The model was 
trained with training image set and validated the model using 
the validation data. After training, the test dataset images and 
images collected from the Department of Radiodiagnosis were 
classified using trained model.

Training of the models
Figure 4 depicts workflow diagram for the classification of 
images using all the 3 models. With the training dataset, all 
three models were trained. During training, the validation 
data helped in reducing the overfitting of models. For training 
the models, the batch size was 64 images for training data 
and validation data. CNN model with 9 LCs, VGG16, and 
VGG19 models was trained with 40 epochs. The loss and 
accuracy values are stored in arrays, which were plotted 
using a Python plotting library Matplotlib[28] for all the 
models.

Performance evaluation matrix
The performance of the trained model was evaluated using 
the confusion matrix for the classification of X-ray images 
into different categories. With the help of a confusion matrix 
shown in Figure 5, the model was evaluated using accuracy, 
precision, recall, and F1 score.

Using confusion matrix accuracy, precision, recall, and F1 
score can be calculated as follows:

TP + TN
TP +

Accuracy
TN + F

=
P + FN

Precision = TP
TP + FP
TR Pec

T
all =

P + FN
Precision × Recall
Preci

F1 
sio

Score = 2
n + Re

×
call

results and dIscussIon

CNN classified the images by extracting the features from 
images. This made CNN classify the images with very minute 

Figure 2: VGG16 model

Figure 3: VGG19 model

Figure 4: Workflow diagram for classification using of images Convolutional Neural Network models
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and subtle changes. In this study, the performance of three 
CNN models (CNN with 9 LCs, VGG16, VGG19) for the 
classification of COVID-19, normal and viral pneumonia 
X-ray images were studied. Out of the total data used from the 
Kaggle database, 70% of the data were reserved for training, 
15% for validation while the rest 15% data was reserved for 
the test data.

For all three models, the training accuracy (accuracy) 
validation accuracy, training loss (loss), and validation loss 
were interpreted by Figures 6-8, respectively.

For the Kaggle test dataset, confusion matrices of all three 
models are depicted in Figure 9.

CNN model with 9 LCs detected 160 correct COVID pneumonia 
cases out of 172 cases, 168 correct normal cases out of 172 cases 
and 150 correct viral pneumonia cases out of 172 cases. VGG16 
model detected 168 correct COVID pneumonia cases out of 
172 cases, 169 correct normal cases out of 172 cases, and 153 
correct viral pneumonia cases out of 172 cases. VGG19 model 
detected 165 correct COVID pneumonia cases out of 172 cases, 
170 correct normal cases out of 32 cases, and 153 correct viral 
pneumonia cases out of 172 cases.

The performance of three models for the Kaggle test dataset 
used in this study is given in Table 1, which shows that the 
VGG16 model gave the best results on the Kaggle database 
test dataset. It showed an accuracy of 94.96%, a precision of 
99.40%, and F1 score equal to 98.52%.

Sahinbas and Catak used five different pretrained models 
i.e., VGG16, VGG19, ResNet, Densenet, and Inception V3 for 
the classification of X-rays into two categories.[29] In that study, 
VGG16 provided the highest accuracy of 80%. Mohammadi 

et al. have also classified chest X-Ray into two categories using 
four transfer learning models, in a result VGG16 provided an 
accuracy of 93.6 as compared to 90.8% provided by VGG19.[30]

While for the data of the Department of Radiodiagnosis, the 
confusion matrices for all three models are given in figure 10 .

For the Department of Radiodiagnosis test data, the CNN 
model with 9 LCs detected 14 correct COVID pneumonia cases 
out of 17 cases and 9 correct normal cases out of 11 cases. 
VGG16 model detected 14 correct COVID pneumonia cases 
out of 17 cases and 10 correct normal cases out of 11 cases. 
VGG19 model detected 13 correct COVID pneumonia cases 
out of 17 cases and 10 correct normal cases out of 11 cases.

For the Department of Radiodiagnosis test dataset, the performance 
of the three models used in this study is given in Table 2.

From table 2, we concluded that the VGG16 model gave the 
best results with the Department of Radiodiagnosis test dataset. 

Table 1: Performance of the models for the Kaggle test 
dataset

Model Accuracy, % Precision, % F1 score, %
CNN with 9 
convolutional layers

92.64 100 96.38

VGG16 94.96 99.40 98.52
VGG19 94.57 100 97.92
CNN: Convolutional neural network

Figure 5: Confusion matrix

Figure 7: Number of epochs. VGG16 model

Figure 6: Number of epochs. Convolutional Neural Network with 9LC

Figure 8: Number of epochs. VGG19 model
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It showed an accuracy of 85.71%, a precision of 93.33%, and 
F1 score equal to 87.50%.

In this study, we have used 3 different CNN models, the 
CNN model with 9 LCs, VGG16, and VGG19 for the 
classification of COVID, normal and viral pneumonia 
images. On comparing the performance of these models, 
VGG16 yields the highest accuracy among all three models 
for different datasets (Kaggle dataset-94.96%, Department of 
Radiodiagnosis data – 85.71%).

conclusIons

In this present study, the CNN with 9 LCs provided results as 
compared to well-established VGG16 and VGG19 models. 
The study had revealed a higher accuracy, precision, and F1 
score achieved in the Kaggle X-ray images in comparison to 
the X-ray images of the Department of Radiodiagnosis. The 

reason may be due to the differences in the image quality of the 
two datasets. The data from the Department of Radiodiagnosis 
were collected with a portable 100 KV X-ray machine. The 
conditions under which the X-ray images were taken would 
have contributed to the compromise in image quality, as most 
of the X-ray images were taken at the bedside.

The detection of COVID-19 at the early stages is very 
important for limiting the spread of the disease. X-ray imaging 
is the most common and cheap imaging tool used in practice 
for the diagnosis of various diseases including COVID-19. It 
requires deep knowledge and experience for the detection of 
diseases using X-rays. DL may play an important role in the 
detection of disease, which may further reduce the workload 
of clinicians.

DL can uncover the hidden patterns, abnormalities based on 
extracted features from unstructured big data. Thus, we may 
conclude that DL has the potential to play an important role 
in the early detection of COVID-19 with good accuracy. It 
may help in reducing the cost and time in the detection of 
COVID-19 disease, along with reducing the immense workload 
on clinicians in a pandemic scenario like COVID-19. DL 
may play a key role in analyzing the image dataset in other 
healthcare subfields as radiotherapy treatment simulation, 
treatment planning, quality assurance, and histopathology 
image analysis.

Table 2: Performance of the models for the Department 
of Radiodiagnosis test dataset

Model Accuracy, % Precision, % F1 score, %
CNN with 9LCs 82.14 87.50 84.85
VGG16 85.71 93.33 87.50
VGG19 82.14 92.86 83.87
CNN: Convolutional neural network

Figure 9: Confusion matrices for all the three models for the Kaggle test dataset
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