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Objectives: Slowed speaking rate was examined for its effects on speech 
intelligibility, its interaction with the benefit of contextual cues, and 
the impact of these factors on listening effort in adults with cochlear 
implants.

Design: Participants (n = 21 cochlear implant users) heard high- and 
low-context sentences that were played at the original speaking rate, as 
well as a slowed (1.4× duration) speaking rate, using uniform pitch-syn-
chronous time warping. In addition to intelligibility measures, changes 
in pupil dilation were measured as a time-varying index of processing 
load or listening effort. Slope of pupil size recovery to baseline after the 
sentence was used as an index of resolution of perceptual ambiguity.

Results: Speech intelligibility was better for high-context compared to 
low-context sentences and slightly better for slower compared to orig-
inal-rate speech. Speech rate did not affect magnitude and latency of 
peak pupil dilation relative to sentence offset. However, baseline pupil 
size recovered more substantially for slower-rate sentences, suggesting 
easier processing in the moment after the sentence was over. The effect 
of slowing speech rate was comparable to changing a sentence from 
low context to high context. The effect of context on pupil dilation was 
not observed until after the sentence was over, and one of two analyses 
suggested that context had greater beneficial effects on listening effort 
when the speaking rate was slower. These patterns maintained even at 
perfect sentence intelligibility, suggesting that correct speech repetition 
does not guarantee efficient or effortless processing. With slower speak-
ing rates, there was less variability in pupil dilation slopes following the 
sentence, implying mitigation of some of the difficulties shown by indi-
vidual listeners who would otherwise demonstrate prolonged effort after 
a sentence is heard.

Conclusions: Slowed speaking rate provides release from listening effort 
when hearing an utterance, particularly relieving effort that would have 
lingered after a sentence is over. Context arguably provides even more 
release from listening effort when speaking rate is slower. The pattern of 
prolonged pupil dilation for faster speech is consistent with increased 
need to mentally correct errors, although that exact interpretation cannot 
be verified with intelligibility data alone or with pupil data alone. A pat-
tern of needing to dwell on a sentence to disambiguate misperceptions 
likely contributes to difficulty in running conversation where there are 
few opportunities to pause and resolve recently heard utterances.

Key words: Cochlear implants, Listening effort, Speech perception, 
Speech rate, Time expanded speech.
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INTRODUCTION

One of the hallmark pieces of advice when speaking with a 
person with hearing impairment is “don’t speak louder, speak 
more slowly.” Previous research supports this, as speech in-
telligibility improves for individuals with hearing loss when 
speaking rate is slower (Gordon-Salant & Fitzgibbons 1993; 
Schneider et al. 2005; Lessa & Costa 2013). In addition to in-
telligibility, another crucial aspect of listening with hearing 
loss is listening effort. People with hearing loss report more 
effort when listening (McCoy et al. 2005; Alhanbali et al. 2017; 
Hughes et al. 2018), and problems relating to effort are thought 
to be connected to other consequences such as increased prev-
alence of mental fatigue (Bess & Hornsby 2014), need for re-
covery after work (Nachtegaal et al. 2009), and withdrawal 
from social situations (Hughes et al. 2018). Listening effort is a 
multidimensional construct (Francis et al. 2016; Pichora-Fuller 
et al. 2016; Alhanbali et al. 2019) that is likely too complex 
to reveal direct connections between specific laboratory tasks 
and long-term experiences. Still, studies aimed at unpacking 
the multiple components of effort—particularly in speech per-
ception—can potentially help to explain the difficulties expe-
rienced by people with hearing impairment in ways that might 
not be readily accessible in tests where the primary outcome 
measure is repetition accuracy (i.e., intelligibility) scores. In the 
current study, slower speech rate was hypothesized to not only 
yield the aforementioned benefits of higher intelligibility scores 
but also reduce listening effort and increase the benefit of con-
textual cues.

A sizeable number of the participants in the aforementioned 
study by Hughes et al (2018) wore cochlear implants (CIs). Al-
though CIs have been a highly successful treatment for those 
with hearing loss, they remain limited by degraded sound 
quality, particularly in the frequency domain. As a result, CI lis-
teners are quite variable in their ability to recognize speech, with 
some struggling with very poor intelligibility scores (Holden et 
al. 2013, 2016). CI listeners also show elevated and prolonged 
listening effort compared to listeners with normal hearing (NH), 
as well as diminished release from effort when sentences have 
semantic coherence (Winn 2016). Following up on that finding, 
listeners with CIs are the focus of the current study, where the 
use of contextual cues is further examined as it is affected by 
speaking rate. It should be noted, however, that the issues of 
sentence perception, speaking rate, and contextual cues likely 
cut across many kinds of hearing loss, including those who wear 
hearing aids and those who do not use any devices.

Through various studies cutting across multiple subfields in 
cognitive psychology, effort has been shown to be a dynamic 
construct that is best measured over time (Bradshaw 1968; 
Cavanagh et al. 2014; Vogelzang et al. 2016; McCloy et al 2017; 
Francis et al. 2018; Kadem et al 2020). Explicit time-series de-
sign of listening effort tasks therefore could provide extra in-
sight that might not be revealed via peak or summarized effort 
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values alone. Time-series measurements of listening effort offer 
information that is complementary to intelligibility scores. For 
example, variations in pupil dilation have been linked to specific 
events during sentence repetition tasks and have been hypoth-
esized to correspond to ongoing uncertainty and a process of 
language ambiguity resolution (Vogelzang et al. 2016; Winn 
2016; Winn & Moore 2018). There are also pupillary signa-
tures of solving mathematical problems or other learning tasks 
(Bradshaw 1968; Cavanagh et al. 2014). Time-series analysis is 
also a potentially foundational aspect of describing speech per-
ception as an incremental and rapid process of decomposition 
(Tanenhaus et al. 1995), and a task in which the brain should be 
thought of as an active predictor rather than a passive receptor 
(Wild et al. 2012).

Slow Speech and “Clear” Speech
An entire subfield of literature is focused on the benefits 

of speaking more clearly (Smiljanić & Bradlow 2009), with 
experimental results showing better intelligibility of words 
(Ferguson 2012), sentences (Gilbert et al. 2014), and longer 
passages (Smiljanić & Bradlow 2008) when talkers are encour-
aged to speak clearly. Clear speech aids not only word recogni-
tion but also memory encoding for older adults (Smiljanić &  
Chandrasekaran 2013), non-native speakers of a language 
(Keerstock & Smiljanic 2019; Borghini & Hazan 2020), and 
normal-hearing adults hearing speech in noise (Van Engen et 
al. 2012; Gilbert et al. 2014). These results suggest that “stim-
uli that are easier to process will also be remembered better”  
(Gilbert et al. 2014). Furthermore, Van Engen et al. (2012) sug-
gested that the presence of semantic coherence in the speech 
further enhances the benefit of clear speech for recognition 
memory, a result later corroborated and extended by Keerstock 
and Smiljanic (2019), who tested listeners hearing clear speech 
in a non-native language. Although clear-speech benefits are re-
peatedly shown in the literature, questions remain about exactly 
why slower speaking rate is beneficial and if it impacts effort 
as well as intelligibility. A study by Müller et al. (2019) using 
listeners with NH found that faster speech elicited larger pupil-
lary responses, suggesting greater effort in addition to poorer 
intelligibility. In that study, syntactic complexity did not pro-
duce a substantial change in effort; the current study examines 
speech-rate changes along with semantic context rather than 
syntactic complexity and focuses on listeners with hearing loss. 
Borghini and Hazan (2020) have measured changes in pupil di-
lation in NH listeners resulting from changes in clear speak-
ing style crossed with sentence plausibility as well as whether 
the listener was a native speaker of the target language. They 
found strong effects of native language and speaking style, 
but surprisingly no effects of sentence plausibility, which they 
described as a specific case of semantic context (with plausible 
sentences such as “The talented artist drew a picture” and im-
plausible/anomalous sentences such as “The vegetables open 
a difficult hat”). In the current study, we approach semantic 
context differently, with all sentences being plausible, but only 
some sentences having predictable words (described further in 
the Methods section).

There is no single acoustic property that is the defining fea-
ture of clear speech (Sommers et al. 2019), but one of the most 
consistent acoustic properties is a reduced speaking rate. This 
property is of particular interest in the current study for two 

reasons: (1) the common anecdotal advice given by audiologists 
that speaking slowly is more important than speaking loudly, 
and (2) temporal dimensions of speech are thought to be partic-
ularly important for listeners with hearing impairment who use 
CIs (Shannon 2002) or those who hear a degraded signal gener-
ally (Shannon et al. 1995). In the current study, we take a sim-
plified approach to slower speech by applying a uniform time 
warping, leaving pauses, nonuniform time expansion, and other 
kinds of prosody manipulations for later study (to be elaborated 
in the Discussion).

There is very little literature examining clear speech ben-
efits among people who use CIs. Liu et al. (2004) measured a 
37.8 percentage-point (or 4.2 dB signal to noise ratio benefit) 
clear speech advantage for sentence perception in noise among 
better-performing CI recipients, which was disproportionately 
higher than that for listeners with NH. In the current study, we 
expand on the results of Liu et al. (2004) by specifically fo-
cusing on slower speaking rate (rather than clear speech overall) 
and also by measuring corresponding changes in listening effort 
resulting from that change in rate.

The Use of Semantic Context
Semantic context in speech perception is a focus of the cur-

rent study because it is thought to be more essential for people 
with hearing impairment compared to their peers with typical 
healthy hearing. In the current study, we take the approach of 
using all grammatically correct sentences that either contain 
or do not contain internal predictability or semantic coherence 
(as done previously by Bilger et al. 1984; Pichora-Fuller et al. 
1995; Schneider et al. 2005) rather than use coherent versus 
anomalous sentences (c.f., Stine & Wingfield 1987; Borghini & 
Hazan 2020). The goal of this choice is to maintain the listeners’ 
expectation that what they hear should make sense and should 
be processed as normal language.

Previous studies have shown that context improves intelligi-
bility scores among people with hearing loss (Pichora-Fuller et 
al. 1995; Holmes et al. 2018), including those who use CIs (Winn 
2016) or those who are listening to spectrally degraded speech 
(Patro & Mendel 2016). However, CI recipients appear to require 
more time to use context than NH listeners do and demonstrate 
less release from effort when there is context (Winn 2016; Winn 
& Moore 2018). Furthermore, the benefit of context to reduce 
effort is fragile for CI listeners; it shrinks or completely disap-
pears when the moment after a sentence is disrupted by noise or 
another utterance (Winn & Moore 2018). The specific aspect of 
how context affects effort over time is a focal point in the cur-
rent study, which exploits time-series pupillary measures to track 
effort in the moments during and after a sentence.

Summary and Hypotheses
The questions in the current study are whether the ability 

of CI listeners to use context to increase intelligibility is medi-
ated by the speaking rate of the stimulus, whether speaking rate 
affects listening effort overall, and whether the benefit of con-
text to reduce effort is mediated by speaking rate. The study 
used a 2 × 2 design where there was slower and faster speech 
and high-context or low-context sentences in each rate. There 
were four main hypotheses in this study: (1) On the basis of nu-
merous previous reports, we hypothesized that the slower speak-
ing rate would promote better intelligibility scores for listeners 
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who use CIs. (2) Because previous studies showed reduced lis-
tening effort among signals that are more intelligible (Zekveld 
et al. 2010; Koelewijn et al. 2012; Winn et al. 2015) and Müller 
et al. (2019) showed lower effort for slower speech among NH 
listeners, we expected reduced listening effort for CI listeners 
for slowly spoken sentences compared to faster sentences. (3) 
On the basis of previous observations of reduced benefit of se-
mantic context among CI listeners (Winn 2016; Winn & Moore 
2018), we hypothesized that slower speaking rate would more 
clearly lead to reduction of listening effort resulting from con-
text, because the contextual information would be more intelli-
gible. (4) Although NH listeners show reduced listening effort 
before a high-context sentence is complete (Winn 2016), CI lis-
teners were hypothesized to show the benefit after the sentence 
was complete.

METHODS AND MATERIALS

Participants
Data were collected in 21 adults with CIs (age range, 23–82 

years; average, 61 years). Two were excluded from data analysis 
because of poor camera tracking or excessive data loss. Dem-
ographic information for the included participants is listed in 
Table 1. All participants were native speakers of North Amer-
ican English. All participants were able to converse freely dur-
ing face to face communication, and none reported cognitive or 
language-learning difficulties. All but one participant acquired 
hearing loss after language acquisition; the sole perilingually 
deafened individual has very good speech intelligibility and 
was deemed capable of performing well enough to be included 
in the group. The median length of CI use was 6 years, with a 
range of 1 to 28 years. Of the participants whose data were used, 

12 were bilaterally implanted and 7 were unilaterally implanted. 
Two participants routinely wore a hearing aid in the ear con-
tralateral to unilateral implantation. All were tested using their 
everyday listening settings, except that the participants with 
hearing aids were asked to remove the aids during testing; one 
of these participants preferred to use her hearing aid during test-
ing and was permitted to do so.

Stimuli
Stimuli included a subset of the Revised Speech Perception 

in Noise (R-SPiN) materials (Bilger et al. 1984) used previously 
by Winn and Moore (2018). Each stimulus is a grammatically 
correct English sentence that contains a sentence-final word 
that is either predictable or not predictable based on the ear-
lier-occurring words. The subset of sentences was selected to 
contain clear examples of high-context sentences (e.g., “Let’s 
decide by tossing a coin”; “He wiped the sink with a sponge”) 
that contain current colloquial language and which did not in-
volve emotional or evocative language, since that would likely 
influence pupil dilation in a way that reflects something other 
than listening effort. The low-context sentences (e.g., “He wants 
to talk about the risk”; “We could consider the feast”) were ran-
domly selected from the entire set of low-context sentences 
from the R-SPiN corpus. In this study, there were a total of 114 
high-context and 118 low-context sentences, with an average of 
one more low-context sentence per block.

Speech Rate Changes
Speech rate was systematically controlled via the pitch-

synchronous overlap-add algorithm implemented in the Praat 
software (Boersma & Weenink 2018). This technique involves 
dividing the speech into successive chunks corresponding 
to pitch periods and replicates or deletes those chunks with 
overlap. This process maintains spectral envelope and allows 
control over duration and pitch. For the stimuli in the current 
study, only duration was manipulated; pitch contours were kept 
unchanged. There were two speech rates tested: the original rate 
(“Original”) and a version where the final duration was 140% of 
the original (“Slow”). The original stimuli were also processed 
through the pitch-synchronous overlap-add algorithm to ensure 
that all stimuli were sent through the same processing pipeline.

Procedure
Participants sat in a sound-treated room 50 cm from a single 

loudspeaker. They viewed a monitor that displayed a simple gray 
background with a cross in the middle. The luminance of the 
screen was set at a dark gray (40% of the linear distance between 
black and white) to avoid large pupil dilations from accommo-
dating a black screen and to avoid eye irritation from viewing a 
bright screen. During each trial, a warning beep alerted the onset 
of an upcoming stimulus. Two seconds later, the stimulus began. 
The cross on the screen remained red throughout the trial until 
it turned green 2 sec following the offset of each stimulus. This 
color change served as the prompt for participants to give their 
verbal response. The instructions were simply to listen to the sen-
tence, and then repeat the whole sentence at the color prompt, 
giving a best guess when uncertain. Following the end of the par-
ticipant’s verbal response, the experimenter scored the response 
and waited until the pupil size returned to baseline before initiat-
ing the next trial. This waiting time was typically 5 to 8 sec. The 

TABLE 1. Demographics of CI participants

Listener Sex Age
Device  
Type

Implanted  
Ear(s)

Etiology of 
Deafness

Years  
CI Exp.

C118 F 30 Cochlear Bilateral Idiopathic 7.5
C119 F 23 Cochlear Bilateral Idiopathic 17.5
C121 M 52 Cochlear Right Idiopathic 23
C126 F 72 Med-El Bilateral Idiopathic 5.5
C127 F 73 Cochlear Right Genetic 7
C130 M 66 Med-El Right Genetic 1
C131 F 70 Cochlear Right Mixed HL 5.5
C132 M 81 Cochlear Right Otosclerosis 4.5
C134 F 63 Cochlear Bilateral Idiopathic 6
C136 M 82 Advanced  

Bionics
Left Genetic 3.5

C137 F 59 Cochlear Bilateral Mixed HL 2.5
C138 F 60 Advanced  

Bionics
Bilateral Idiopathic 28

C139 F 61 Advanced  
Bionics

Bilateral Genetic 7.5

C140 F 46 Cochlear Bilateral Genetic 2.5
C141 F 73 Advanced  

Bionics
Right Genetic 7

C142 F 74 Cochlear Bilateral Idiopathic 5
C143 F 64 Cochlear Bilateral Infection 3
C144 F 62 Cochlear Bilateral Measles 16
C145 M 54 Cochlear Bilateral Meniere’s 

Disease
6

CI, cochlear implant; F, female; HL, hearing loss; M, male.
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time interval between successive trial onsets was roughly 18 sec. 
Stimulus presentation was conducted with custom MatLab soft-
ware, which interfaced with an SR Research Eyelink 1000 plus 
eye tracker sampling at 1000 Hz.

Each testing session began with a set of five sentences to 
familiarize the listener with the pace of the test and the style 
of sentences that they would hear. Following the practice, there 
were four blocks of 29 sentences each, alternating speech rate 
between blocks. After 15 trials, the screen informed the par-
ticipant that they could take a break; usually participants pre-
ferred to simply continue testing. Within a test block, the speech 
rate was consistently either original or slow, but the ordering 
of high- and low-context sentences was pseudo-randomized 
such that no more than three of the same sentence type were 
presented consecutively. The order of Original–Slower–Orig-
inal–Slower speech rate was counterbalanced with Slower–
Original–Slower–Original across the pool of participants. The 
experiment took between 45 and 60 min, depending on each 
participant’s pace and need for breaks.

Analysis
Intelligibility • Because of the special nature of the R-SPiN 
sentences having a carrier phrase and a target word, intelligibility 
scoring followed the procedure used previously by Winn (2016), 
where errors on the final target word were tallied in their own 
category, and a separate tally was kept of errors among any of 
the words leading up to that final target word. This contrasts with 
a style of scoring individual key words, as it was determined that 
there was not a clear criterion for determining key words or to 
determine equality of key word value across sentence types.

Intelligibility performance for the lead-up words in each trial 
was quantified as 1 (all correct) or 0 (at least one error) and 
was estimated using a generalized mixed-effects binomial lo-
gistic model that estimated the log-odds of achieving a correct 
score as a function of various factors. The fixed effects included 
speech rate, context, and the interaction between rate and con-
text. Each of these fixed effects were also interacted with the 
presence or absence of an error on the target word in the trial. 
Each of these fixed effects and fixed-effect interactions was also 
declared as a random effect within each listener.

Performance for the target words was modeled using the 
same set of factors described above, except that the interacting 
factor of intelligibility was performance on the lead-up words 
(i.e., binary scoring of the lead-up words was used as a factor in 
the model that accounted for performance on the target word).
Pupillometry • Consistent with arguments laid out by Winn 
and Moore (2018), data were examined by way of slope of pupil 
dilation relative to the end of the utterance. Following the de-
scription in their paper, the data were first cleaned using a mul-
tistep process that first involved identifying short stretches of 
missing pupil-size data attributable to blinks, expanding those 
stretches and then linearly interpolating over them. The data 
were then low-pass filtered at 5 Hz and decimated to maintain 
one sample every 40 ms. Baseline pupil diameter was calculated 
during the 1 sec preceding sentence onset for each trial, and all 
data points within each trial were transformed to represent pro-
portional (divisive) change relative to that baseline. Trials with 
excessive (>40%) missing data or contaminated baselines were 
dropped from the dataset using an automated procedure that 
identified red-flag patterns such as ±3 SD differences in mean 
pupil dilation or baseline dilation or significant sloping values 

during baseline. Number of dropped trials was individually var-
iable (i.e., some participants had cleaner eye tracking data), but 
generally the number of dropped trials was 6 to 9 and was not 
found to be associated with speech rate or context.

Following the analysis procedures used by Winn (2016) and 
Winn and Moore (2018), pupil data were divided into two win-
dows of analysis corresponding to the “listening” portion and 
the “wait” portion (i.e., “retention interval”). The window 1 had 
a variable duration depending on the speaking rate, as pupils 
tend to dilate about 0.7 sec after the onset of an auditory stim-
ulus. The window 1 for the original-rate speech began at −1.8 sec 
relative to stimulus offset and ended 0.7 sec relative to sentence 
offset. The window 1 for the slow-rate speech began at −2.4 sec 
relative to stimulus offset and ended 0.7 sec relative to sentence 
offset. Analysis window 2 was the same regardless of rate, as 
the stimulus would have been completed, and the subsequent 
repetition task was equivalent across speaking rates. Window 
2 began at 0.7 sec relative to stimulus offset and continued to 
2.4 sec relative to stimulus offset, when it was determined that 
the pupils showed a signature of a nonauditory response to the 
color change in the visual prompt. Slope of change in pupil di-
lation was obtained by including time as a predictor in the sta-
tistical model. Maximally defined mixed-effects models were 
used to account for dependence of individuals’ slopes across 
speaking rates and listening conditions, thus shrinking the esti-
mated variance and increasing the power to robustly and fairly 
detect differences across these conditions while minimizing 
Type I error rates.
Analysis of the Effect of Speaking Rate Overall • The effect 
of speaking rate overall was not statistically compared dur-
ing window 1, as the nonequivalence in stimulus time would 
not enable fair comparisons. However, pupil dilation within 
window 2 was compared across rates, using fixed effects of time 
(slope), rate, and the interaction between time and rate. Each of 
these terms were also included as subject-level and item-level 
random effects. Statistical analysis was conducted using the 
R software (version 4.0.0; R Core team 2020), using the lme4 
(version 1.1.23; Bates et al. 2015) and lmerTest (version 3.1.2; 
Kuznetsova et al. 2017) packages. The prevailing model took 
the following form using R notation:

lmerTest lmer pupil Time Rate 

Time Rate L

:: ( ~ * #

* |

+
+

Maineffects

1 iistener  

Time Rate Stimulus

( ) +
+( )

#

* | , #

Randomlistener effects

1 RRandomitemeffects

data window_= 2)

Analysis of Context During Window 1 (Listening) • The 
effect of context within window 1 was estimated separately for 
each speaking rate, to foster fair comparisons among stimuli 
with the same general duration. For each set of data (Original 
and Slow), the prevailing model took the following form (writ-
ten in R notation):

lmerTest lmer pupil Time Context 

1 Time Cont

:: ( ~ * #

*

+

+

Maineffects

eext Listener

1 Time Stimulus

|
#

|

( ) +

+(

Randomeffects

for Listeners

))

=

,
#

_ _ _ )
#

Randomeffects

for items

Data su
data  window 1 slow rate

bbset slow

or original rate

(

)
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Analysis of Context During Window 2 (the Waiting Time 
After the Sentence) • For window 2, it was possible to com-
pare all possible combinations of context and speaking rate in 
a unified model, as the timing landmarks in the study were all 
equivalent following the end of the utterance. There were fully 
crossed fixed effects of time (slope), rate, context, and all inter-
actions within these factors. The same set of factors were used 
as subject-level random effects, along with additional random 
effects of intercept, time (slope), rate, and the interaction be-
tween time and rate per item. There was no random effect of 
context per item as context was an inherent property of each 
stimulus. The prevailing model took the following form using 
R notation:

lmerTest lmer pupil Time

Rate Context

Time Ra

:: ( ~

#

:

+ + + Maineffects

tte  Time Context

Rate Context

Time

+
+ +

:

: #

:

twos - way interactions

RRate Context

1 Time Rate Context

: #

( #

+
+ + + +

three - way interaction

Raandomeffects

RandominteractionsTime Rate Time Context

Rat

: : #+ +
ee Context Listener

1 Time Rate Stimulus

: | ) #

* | , #

+
+( )

per Listener

Raandomitemeffects

Data subsetdata window 2= _ ) #

RESULTS

Intelligibility
Intelligibility scores are displayed in Figure 1, split by sen-

tence component, speaking rate, and context type. The lead-up 
portion (i.e., the words before the sentence-final target word) of 
low-context sentences was repeated with roughly 87% accuracy, 
regardless of speaking rate. The lead-up portion of high-context 
sentences was also repeated back with 87% accuracy for slow-
rate sentences; this performance dropped to 81% for original-
rate sentences. There was substantially better performance for 

sentence-final target words when they were preceded by co-
herent semantic context, with a roughly 30 percentage-point in-
crease for high-context words observed in both the original and 
slower-rate sentences.

Table 2 displays results of the generalized linear mixed-
effects model used to describe the intelligibility results. For 
lead-up words, there were no statistical main effects of speaking 
rate (β2; p = 0.718) nor context (β3; p = 0.768). However, there 
was a decrease in performance for lead-up words when there 
was an error on the target word (β4; p = 0.025), which was an 
even stronger effect when the stimulus was a high-context sen-
tence (β7; p < 0.001). For sentence-final target words, the main 
effect of context was strong (β11; p < 0.001). The lack of clear 
statistical effect of speech rate on target words did not change 
when the stimuli were high-context sentences (β13; p = 0.232).

Just as for the analysis of lead-up words, the target word per-
formance in slower-rate stimuli was reduced when there was an 
error elsewhere in the sentence, for both the low-context (β12; 
p = 0.006; estimate −0.86) and even more for the high-context 
stimuli (β15; p < 0.001; β12 + β15 interaction estimate of −0.86 
to 2.639 = −3.5), where the beta estimate was over four times 
as large (−3.5 versus −0.86 log odds). Neither of these interac-
tion effects of error on lead-up were statistically different for 
original-rate speech (β14; β16).

Pupillometry
Main Effect of Speaking Rate • Figure 2 shows change in 
pupil dilation over time for both the original- and slow-rate 
sentences, averaged over both low- and high-context sentence 
types. The pattern suggests that peak magnitude and peak la-
tency (relative to sentence offset) were not different across the 
speaking rates. Differences in the rising onset slopes in the data 
are reflective of the overall difference in stimulus duration, con-
sistent with multiple previous studies (Winn & Moore 2018; 
Müller et al. 2019; Borghini & Hazan 2020).

Table 3 shows the output of the mixed-effects model account-
ing for differences in pupil size during window 2, which was  

Fig. 1. Intelligibility  scores. Panels for scores for lead-up (left) and target (right) words in sentences heard at original or slowed rates. High-context and low-
context performance is represented in black and red, respectively. Error bars represent ±2 SEM.
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0.7 to 2.4 sec relative to stimulus offset, corresponding to the 
data in Figure 2. This model accounted only for overall pupil 
dilation without regard to sentence context. There was no de-
tectable effect of time in the original-rate sentences, implying 
a flat slope (β2, p = 0.429). Slower speech rate was associated 
with a steeper negative offset slope compared to the model de-
fault (β4, p = 0.041).

Effects of Context
Figure 3 illustrates changes in pupil dilation over time split 

by speaking rate (panels) and context type (color within each 
panel). During window 1 (listening period), effects of context 
were modeled separately for original-rate and slow-rate speech 
because the stimuli occupied different amounts of time; Table 4 
contains the details of these models, which used low-context 

stimuli as the default condition and used time as a model term to 
reflect the slope of change over time. For original-rate speech, 
there was no main effect of context (β3) on the main intercept 
term (β1). The slope for low-context sentences was statistically 
greater than zero (t = 7.72; p < 0.001; β2), reflecting ongoing 
increases in pupil dilation during window 1. However, the inter-
action between time and context was not statistically detectable 
(β4, p = 0.57), showing that the slope of pupil dilation during 
the window 1 was not affected by context, replicating previous 
results with CI listeners and maintaining contrast with previous 
results in NH listeners (Winn 2016). The same pattern of effects 
(main effect of slope, but no effect of context on the intercept 
or the slope terms) was also observed in the model for the slow 
rate as well (Table 4, β5 through β8). These results did not sup-
port the hypothesis that slower speaking rate in these stimuli 
would facilitate “online” benefit from context to reduce effort 
during the listening process.

Table 5 shows details of the mixed-effects model that 
accounted for effects of sentence context over time on pupil di-
lation during time window 2, which was 0.7 to 2.4 sec relative 
to stimulus offset. The default configuration of the model corre-
sponds to high-context slow-rate speech; the intercept (β1) was 
significantly greater than zero, simply reflecting the presence 
of pupil dilation at the peak just after the offset of the sentence. 

Fig. 2. Proportional change in pupil dilation over time for sentences spoken 
at the original rate (black line) or a slower rate (blue line with dots). Width 
of the error ribbon represents ±2.1 SEM. The vertical gray shaded region 
represents the silent interval between stimulus offset and the visual prompt 
for listeners to repeat the sentence.

TABLE 3. Linear mixed-effects model accounting for change in 
pupil size in window 2 (time 0.7 to 2.4 sec relative to stimulus 
offset)

Term Estimate st. err. df t p

β1 Intercept— 
(original rate)

0.109 0.012 19.75 9.03 <0.001

β2 Time (slope, 
original rate)

−0.004 0.005 19.33 −0.81 0.429

β3 Rate (slow) −0.001 0.011 24.19 −0.11 0.912
β4 Time: rate (slow) −0.012 0.006 20.44 −2.19 0.041

st. err. is SEM estimation; df is degrees of freedom estimated using the Satterthwaite ap-
proximation (implementation by Kuznetsova et al. 2017).

TABLE 2. Results of generalized (binomial logistic) linear mixed-effects models accounting for intelligibility of lead-up words (β1–8) 
and target words (β9–16)

 Estimate st. err. z p

Lead-up words
  β1 (Intercept) 2.809 0.422 6.66 <0.001
  β2 Rate (original) −0.154 0.426 −0.36 0.718
  β3 Context (high) −0.116 0.392 −0.30 0.768
  β4 Error-on-target −0.919 0.410 −2.24 0.025
  β5 Rate (original): Context (high) −0.120 0.519 −0.23 0.817
  β6 Rate (original): error-on-target 0.238 0.549 0.43 0.664
  β7 Context (high): error-on-target −2.697 0.706 −3.82 <0.001
  β8 Rate (original): Context (high): error-on-target −1.331 1.240 −1.07 0.283
Sentence-final target words
  β9 (Intercept) 0.731 0.206 3.55 <0.000
  β10 Rate (original) −0.246 0.146 −1.69 0.091
  β11 Context (high) 3.302 0.404 8.18 <0.001
  β12 Error-on-lead-up −0.860 0.314 −2.74 0.006
  β13 Rate (original): Context (high) 1.123 0.940 1.20 0.232
  β14 Rate (original): error-on-lead-up 0.432 0.449 0.96 0.336
  β15 Context (high): error-on-lead-up −2.639 0.604 −4.37 <0.001
  β16 Rate (original): Context (high): error-on-carrier −1.243 1.119 −1.11 0.267

st. err. is SEM estimation.
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The intercept was not affected by speech rate (β3) or context 
(β4), nor the interaction between the two (β7).

Pupil size shrank back toward baseline following high-con-
text slow-rate sentences, as the slope (“time”) term was statisti-
cally less than zero (Table 5, β2). Changing the speech rate from 
slower to original resulted in a shallower slope (β5, indicating 
prolonged listening effort) and removing context also produced 
a shallower slope (β6). Interestingly, changing speech rate pro-
duced an effect that was equivalent in magnitude to the effect 
produced by semantic context, although the variability in the 
speech-rate effect was enough to make it statistically weaker 
(β5; p = 0.07) than the context effect (β6; p = 0.004). The three-
way interaction between time, speech rate, and context was not 
statistically detectable (β8), indicating that the benefit of con-
text to steepen the downward slope of pupil dilation was statis-
tically the same for slow-rate speech as it was for original-rate 
speech.

None of the effects reported here were statistically differ-
ent when analyzing only trials in which the sentences were re-
peated correctly. Full models with intelligibility interactions 
are available in Supplemental Digital Contents 1 http://links.
lww.com/EANDH/A717 (overall dilation), 2 http://links.lww.

com/EANDH/A718 (window 1), and 3 http://links.lww.com/
EANDH/A719 (window 2).

Sentence Postprocessing
We are particularly interested in modeling changes in pupil 

dilation after the peak—reflected in the offset slope during 
window 2—because it likely reflects ongoing uncertainty in 
processing the utterance. Engelhardt et al. (2010) measured 
the slope of changes in pupil dilation following a specific word 
that disambiguated pronouns, and Bradshaw (1968) measured 
reductions in pupil size locked to the time of solving mental 
arithmetic. In the current study, there were no such specific word 
landmarks, but there were clear differences in slope following 
the general landmark of sentence offset. Figure 4 visualizes 
the transformation of these offset slope data into the summa-
rized modeled values that were listed in Table 5. There is a se-
quence of points corresponding to the actual linear slopes for 
each listener (as X’s), the transformation of those slope values 
when incorporating random effects for listeners and items (as 
open points), converging on the group estimated slope values 
(larger filled points in the center of each panel) accounting 
for combined random effects of items and listeners, including 

Fig. 3. Proportional change in pupil dilation over time. Panels illustrate data for sentences spoken at the original rate (left) or at a slower rate (right). Low-context 
sentences are displayed with red lines, and high-context sentences are displayed with black lines. Width of the error ribbon represents ±2.1 SEM. The gray 
shaded region represents the silent interval between stimulus offset and the visual prompt for listeners to repeat the sentence.

TABLE 4. Linear mixed-effects model accounting for change in 
pupil size for sentences during window 1 (time −2.2 to 0.7 sec 
relative to stimulus offset for slow rate, and between −1.8 and 
0.7 sec for original rate)

 Estimate st. err. df t p

Original rate
  β1 Intercept  

(Low context)
0.084 0.010 26.90 8.07 <0.001

  β2 Time (slope) 0.053 0.007 24.51 7.72 <0.001
  β3 High-context 0.002 0.009 62.62 0.27 0.785
  β4 Time: high-context 0.003 0.005 55.10 0.59 0.557
Slow rate
  β5 Intercept  

(low context)
0.086 0.012 23.94 7.16 <0.001

  β6 Time 0.038 0.006 22.27 6.74 <0.001
  β7 High-context −0.005 0.011 62.61 −0.48 0.631
  β8 Time: high-context −0.003 0.005 49.35 −0.57 0.570

st.err. is SEM estimation; df is degrees of freedom estimated using the Satterthwaite ap-
proximation (implementation by Kuznetsova et al. 2017).

TABLE 5. Linear mixed-effects model accounting for change in 
pupil size in window 2 (time 0.7 to 2.4 sec relative to stimulus 
offset)

 Estimate st. err. df t p

β1 Intercept (slow-rate, 
high-context)

0.108 0.017 20.79 6.46 <0.001

β2 Time (slope) −0.022 0.004 21.51 −4.91 <0.001
β3 Original-rate 0.003 0.014 26.20 0.22 0.825
β4 Low-context 0.000 0.010 52.15 0.03 0.980
β5 Time (slope):  

original-rate
0.012 0.006 21.16 1.91 0.070

β6 Time (slope):  
low-context

0.012 0.004 29.85 3.11 0.004

β7 Original-rate:  
low-context

−0.003 0.012 56.42 −0.24 0.814

β8 Time: original-rate:  
low-context

−0.001 0.005 46.65 −0.19 0.846

st. err. is SEM estimation; df is degrees of freedom estimated using the Satterthwaite 
approximation (implementation by Kuznetsova et al. 2017).

http://links.lww.com/EANDH/A717
http://links.lww.com/EANDH/A717
http://links.lww.com/EANDH/A718
http://links.lww.com/EANDH/A718
http://links.lww.com/EANDH/A719
http://links.lww.com/EANDH/A719
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random-effect interactions. Points falling below the zero line 
indicate a negative slope, which in this case would be a sign of 
success, as it would reflect recovery back toward resting-state 
pupil size.

Figure 4 shows greater variability in pupil dilation slopes fol-
lowing the original-rate speech compared to slow-rate speech. 
CI listeners were more similar in their processing of slower 
speech than in their processing of faster speech (SDs of 0.0109 
and 0.0218, respectively, for slower and original-rate speech). 
Seven listeners (one third of the group) showed markedly higher 
slopes for original-rate speech that all fell toward flat/negative 
slope values when speech was slowed. This distribution of data 
suggests that the ability or inability to handle faster speaking 
rate is specific to the individual rather than a universal feature of 
using a CI. The benefits of slower speech could be described as 
bringing the entire group into a similar range by mitigating the 
difficulty of the one-third of participants who struggled most 
with the original-rate speech.

Context-Related Effort Release
An additional analysis was conducted that calculated “effort 

release,” quantified as the proportional reduction of pupil di-
lation for high-context sentences relative to low-context sen-
tences. Consistent with previous studies that analyzed the effect 
of context on pupillary measures of listening effort by our re-
search group (Winn 2016; Winn & Moore 2018), effort release 
was quantified as the linear difference between low-context 
and high-context pupil responses, divided by the peak pupil 
dilation in the low-context condition. The advantage of this 
approach is that every proportional change is expressed with 
reference to the individual’s peak pupil dilation in the task, thus 
self-normalizing for individual differences in pupil reactivity. 
Additionally, since the prompt-related short-term deflection 
in pupil dilation around 2.4 sec is time-locked and should be 
equal across all conditions, the calculated difference between 
two conditions should neutralize it, thus allowing a longer time 
window without undesirable task-irrelevant deflections in the 
data. The disadvantage of this approach is that it requires aggre-
gated data to directly compare high-context responses to low-
context responses (rather than estimating the outcome for each 
context type separately) and therefore does not include trial-
level data or a random effect of stimulus. Figure 5 shows this 

calculation for the slow and original-rate speech, as well as the 
corresponding measure for listeners with NH, whose data come 
from the study by Winn (2016).

Statistical modeling of effort release used a time analysis 
window between 0.7 and 3.3 sec relative to stimulus offset. The 
reason for this extended offset time was that average verbal 
reaction time by CI listeners in a similar experiment (where 
responses were audio recorded) was measured to be 0.6 sec fol-
lowing the response prompt. The offset landmark of 3.3 sec rel-
ative to the stimulus offset was determined by taking that 0.6 sec 
timepoint, adding a customary 0.7 sec to account for the latency 
of cognitive task-evoked pupil dilation, and accounting for the 
2-sec silent retention interval.

Because the morphology of the proportional effort release 
data was not suitable for a simple linear analysis, effort re-
lease was modeled used a third-order orthogonal polynomial 
mixed-effects model (c.f., Mirman 2014; Winn et al. 2015) so 
that the linear, quadratic, and cubic changes over time could be 

Fig. 4. Slope of pupil dilation following post-stimulus peak, corresponding to “window 2” from the analysis. Raw slope values are indicated by X’s, which 
transition to the open points, which reflect the values adjusted by random-effect structure accounting for dependence of data within speaking rate and context 
(and their interaction) per listener and also accounting for random effects of items in the stimulus set. The large filled points in the center reflect the estimated 
group-level slopes, which are the mean of the random-effects estimated slopes.

Fig. 5. Difference between pupil dilation responses for low-context and 
high-context stimuli, divided by the peak dilation in low-context stimuli, 
representing release from effort related to sentence context. Data in blue 
and black are split by speaking rate for listeners with cochlear implant (CI), 
with data for listeners with normal hearing (NH) reproduced from the study 
by Winn (2016). Dashed lines represent data during the time window that 
was statistically modeled (Table VI).
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estimated independently from each other. The other fixed effects 
were speech rate and the interactions of speech rate with each 
of the three polynomial expressions of time. There was max-
imal random-effects structure (with a random effect declared 
for each of the fixed effects), in order to guard against inflated 
risk of Type I errors. The model results revealed no interacting 
effects of speech rate with any of the time polynomials, thus 
suggesting a simpler model without those two-way interactions. 
A second model was constructed with simple fixed effects of 
speech rate (as an intercept term) and the three time polynomi-
als, and it was found to be a more parsimonious model accord-
ing to a likelihood-ratio (χ2) test using the Akaike Information 
Criterion (Akaike 1974).

The model took the following form, expressed using R 
notation:

lmerTest lmer release poly1

poly2 poly3 Rate Maineffects

:: ( ~

#

+
+ + +

11 poly1 poly2 poly3 Rate Listener Randomeffects

data wi

+ + + +( )
=

| , #

nndow 2 Datasubset_ ) #

Table 6 shows the summarized output for both the full and 
reduced (parsimonious) models of effort release, but we discuss 
the reduced model only. The intercept for slow-rate speech was 
lower than that for original-rate speech, implying more benefit 
from context when speech rate was slower. In the mixed-effects 
model, this pattern was arguably statistically detectable (Table 6, 
β13: t = 2; p = 0.06). When excluding the random effects, the 
statistical effect was larger (t = 8.5; p < 0.001), validating the 
notion that random-effects structure provided a more conserva-
tive estimate of effects. The strength of the quadratic and cubic 
terms reflects the major nonlinearity during the window of anal-
ysis (the quadratic term), which is asymmetrical and approaches 
a second inflection (necessitating the cubic term).

It should be noted that although each model contains test sta-
tistics in a unified framework (i.e., each row in the table is part 
of one model, rather than being an individual statistical test), the 
presence of multiple models invites caution when deciding to 
reject a null hypothesis with a borderline test statistic. Although 
we do not advocate for the stance that test statistics should be 

treated in a categorical all-or-none fashion, we wish to high-
light the presence of multiple statistical models and hence mul-
tiple opportunities to identify effects.

DISCUSSION

Main Hypotheses
Slower speaking rate appears to reduce listening effort 

among CI listeners during the period just after a sentence, to 
a degree that approximates the effort release obtained by hav-
ing semantic context in the sentence (Fig. 3, confirming hypo-
thesis #2). There was some evidence that slower speaking rate 
increases the benefit of context as measured by release from 
effort (which would validate hypothesis #3), although this evi-
dence emerged for only one of the two approaches to the anal-
ysis. Compared to data from NH listeners who participated in a 
similar study (Winn 2016), the CI listeners in this study showed 
context-related release from effort later in time, confirming hy-
pothesis #4. Slowing the speaking rate did not appear to make 
this effort release substantially earlier, which is consistent with 
a framework of CI speech perception operating with a chronic 
disposition of delaying commitment to a perception until after 
an utterance is over (c.f., Farris-Trimble et al. 2014; McMurray 
et al. 2017), heavily loading importance onto the extra moment 
after a sentence.

Surprisingly, there were no major effects of intelligibility 
that were associated solely with slower speaking rate, thus not 
confirming hypothesis #1, and thus showing inconsistency with 
previous literature. Despite the lack of major changes in intelli-
gibility scores, perhaps the benefit of slower speech is a reduc-
tion in the need to continue processing the previous utterance, 
indicated by the greater recovery back toward baseline just after 
the offset of slower sentences (Figs. 2, 3). Additionally, the 
effects of intelligibility could be masked by the opportunity for 
listeners to retroactively “repair” the original-rate utterances by 
guessing at a sensible word so that they can report a well-formed 
answer despite not hearing it clearly. This “extra moment” after 
a sentence has previously been identified as a fragile moment 
during speech perception by CI users (Winn & Moore 2018), 
as disturbance of auditory attention just after a sentence can 

TABLE 6. Linear mixed-effects model accounting for reduction in pupil size for high-context sentences relative to low-context 
sentences, as a proportion of peak dilation in low-context sentences

Term Estimate st. err. df t p

β1 Intercept—(original rate) 0.058 0.034 18.26 1.73 0.101
β2 Time (slope, linear) 0.058 0.084 17.89 0.69 0.497
β3 Time (quadratic) −0.154 0.052 17.79 −2.96 0.009
β4 Time (cubic) 0.033 0.037 17.93 0.89 0.388
β5 Rate (slow) 0.109 0.055 18.13 2.00 0.060
β6 Time (slope, linear): slow rate 0.052 0.123 17.70 0.42 0.676
β7 Time (quadratic): slow rate −0.023 0.065 17.83 −0.36 0.725
β8 Time (cubic): slow rate 0.023 0.052 17.87 0.43 0.670
More-parsimonious model without rate:polynomial interactions
β9 Intercept—(original rate) 0.058 0.034 18.00 1.72 0.102
β10 Time (slope, linear) 0.084 0.056 18.00 1.51 0.150
β11 Time (quadratic) −0.166 0.043 18.00 −3.89 0.001
β12 Time (cubic) 0.044 0.022 22.59 2.00 0.057
β13 Rate (slow) 0.109 0.055 18.00 2.00 0.061

The window of analysis was time 0.7 to 3.3s relative to stimulus offset. st. err. is SEM estimation; df is degrees of freedom estimated using the Satterthwaite approximation (implementation 
by Kuznetsova et al. 2017).
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disrupt processing of the sentence. Therefore, finding of effort 
during the moment after a sentence in the current study lends 
further support to the notion that everyday continuous speech 
could be more challenging than what is estimated from single-
sentence stimuli, because opportunities to continue processing 
the previous utterance are rare or costly when the next sentence 
begins right away.

A Closer Look at Intelligibility
Analysis of intelligibility in the current study revealed that 

errors in early parts of the sentence are not independent from 
errors on later parts of the sentence. As such, the “repair” pro-
cess mentioned earlier could be just as likely detrimental as it is 
beneficial. Previous research by Marrufo-Pérez et al. (2019) has 
shown that target words are repeated with systematically lower 
accuracy when preceding contextual words are misperceived. As 
opposed to an ideal situation where later words were perceived 
more accurately because of a buildup of related contextual words 
preceding them, Marrufo-Pérez et al. found that later words were 
perceived less accurately, specifically because of inaccuracies in 
perceiving the earlier words. Although this result seems intui-
tive in retrospect, it demonstrates that the presence of semantic 
context should be considered beneficial only in situations where 
contextual words are perceived correctly, unlike the noise-
masked conditions used by Marrufo-Pérez et al. or the situation 
in the current study which used listeners with CIs.

If a sentence begins before the listener has completed pro-
cessing the previous one, there could be difficulties that do not 
emerge in intelligibility scores when testing only one utterance 
at a time. Without a time-series physiological measure such as 
pupillometry, EEG, etc., or a behavioral method that is sensi-
tive to auditory processing after a target utterance (Capach et 
al. 2019), this phenomenon of delayed language processing is 
likely not detectable using conventional approaches (e.g., single 
utterances). Other studies using eye-tracking paradigms with 
CI listeners have corroborated the finding of delayed language 
processing, but at the lexical level (Farris-Trimble et al. 2014; 
McMurray et al. 2017). Such experiments hold value for bridg-
ing the gap between “normal” outcome measures for individuals 
who struggle in real-life listening situations where the stream of 
speech lacks sufficient silent gaps to reprocess recent words.

Speaking Rate and Context
Super-additive effects of speech rate and context on pupil 

dilation were not detected in the full statistical model, despite 
aggregated data showing more release from effort obtained from 
sentence context when the speech was slower (Fig. 5; Table 6). 
There are considerations and trade-offs to each style of statis-
tical modeling, such as the directness of estimating an effect 
derived from comparisons of aggregated data versus the trial-
level data that contains extra statistical power but which also 
demands additional model complexity. As for previous studies 
by our research team (Winn 2016; Winn & Moore, 2018), dis-
ambiguation and resolution of language processing was ana-
lyzed using the relative reduction of pupil size for high-context 
compared to low-context sentences, which was a measure that 
was internally normalized by each participant’s peak pupil re-
activity during the task. This measure has now shown to land 
within a stable range across three studies, with replicable differ-
ences between listeners with NH and CI.

Müller et al. (2019) found that slower speaking rate resulted 
in smaller peak pupil dilations, while the current study found 
differences after the peak but not at the peak. For speech ma-
nipulation, Müller et al. used the same algorithm as the cur-
rent study, but had other potentially important methodological 
differences. First, they used a ±25% (lengthening/shortening) 
duration manipulation, whereas we used the original durations 
and a 40% lengthening. Second, they used the Oldenburg Lin-
guistically and Audiologically Controlled Sentences (Uslar et 
al. 2013), which have a rigid sentence structure (commonly re-
ferred to as “matrix” sentences) as opposed to the somewhat 
more syntactically diverse R-SPiN sentences in the current 
study. Perhaps, most importantly, the listeners in the study by 
Müller et al. had NH, whereas the listeners in the current study 
used CIs. Borghini and Hazan (2020) measured context-related 
differences in peak pupil dilations in NH listeners across clear 
and conversational speech, whereas CI listeners have been found 
to show little to no differences in peak pupil dilation resulting 
from context (Winn 2016; Winn & Moore 2018) or speech rate 
(the current study). Collectively, these studies suggest that there 
could be important qualitative differences between listening to 
speech with a hearing loss versus listening to non-native speech 
and also differences between listening to genuine clear speech 
versus artificially slowed speech.

Figure 4 gives the impression that for low-context original-
rate speech, there are two groups of listeners—one group with 
positive slopes and another group with flat or negative slopes, 
following sentence offset. This appearance of bimodality was 
not verified statistically, perhaps because it consisted of only 
7 and 14 listeners, respectively. Each of the 7 participants with 
highest slopes in the original-rate low-context sentences (Fig. 4, 
left panel, red points) showed a substantially reduced slope in 
the slow-rate condition (Fig. 4, right panel, red points), and the 
group standard deviation in slopes was reduced by roughly 50% 
(0.021 to 0.011) when comparing original rate to slow rate, 
implying a partial neutralization of some of the individual differ-
ences that extended into the upper (undesirable) range of slopes.

Reflecting on Clear Speech and Slowed Speech
True “clear speech” is likely to provide even more substan-

tial benefits than those measured in the current study, because 
it would involve more than simple uniform time expansion. For 
example, there are phoneme-level changes such as hyperarticu-
lated final consonants (Picheny et al. 1985) and vowels (Picheny 
et al. 1985; Ferguson & Kewley-Port 2002; Smiljanić & Brad-
low 2009) including greater spectral dynamics in vowels (Lam 
et al. 2012; Ferguson & Quené 2014). However, expansion of 
vowel space alone is not sufficient to support intelligibility. For 
example, McCloy (2013) found that it was not absolute vowel 
space, but rather the difference between prosodically stressed 
and prosodically unstressed vowel space that promoted bet-
ter intelligibility. Unnatural emphasis of unstressed syllables 
is therefore potentially detrimental. This nuance is not always 
observed in common analyses of vowel space that only account 
for the hyperarticulated edges of the vowel space. McCloy’s 
analysis further suggests that acoustic differentiation of vowel 
segments might promote better access to prosodic emphasis. 
Further to this point, clear speech also tends to involve a wider 
dynamic pitch range and more prosodic phrasing (Smiljanić & 
Bradlow 2008), reinforcing the idea that clearer speech involves 
stronger cues for emphasis within an utterance (de Jong 1995).



594  WINN AND TEECE / EAR & HEARING, VOL. 42, NO. 3, 584–595

Despite the differences between real clear speech and the 
time-expanded speech used in this study, there is a large range 
of potential applications of time-expanded speech. Sometimes 
it is not feasible for a talker to change the speaking style to be 
clearer, but it is possible to artificially slow down the rate of 
previously recorded speech to potentially provide benefit to 
listeners with CIs, listeners with other kinds of hearing loss, 
or non-native speakers of a language. For example, it is com-
mon to encounter video-recorded class lectures, educational 
videos for children, workplace safety videos, flight safety vid-
eos, employment orientation materials, and other materials re-
lated to employment and educational equity. Time-expansion 
algorithms currently in use for internet video streaming and 
podcast players might potentially be of great value to those 
who face challenges in comprehending occupational or edu-
cational media.

Apart from time expansion, the rate of speech informa-
tion can be slowed by the insertion of pauses within an utter-
ance. However, those pauses are beneficial only when they 
are inserted at syntactically appropriate places (Wingfield et 
al. 1999). Considering the fragility of the extra moment after 
a sentence for listeners with CIs (Winn & Moore 2018; Gia-
nakas & Winn 2019; Capach et al. 2019), these pauses possibly 
represent an opportunity for the listener to resolve perceptual 
ambiguities before the speech resumes, which might protect 
against unsustainable buildup of several threads of ambiguous 
speech streams. In agreement with this hypothesis, Van Engen 
et al (2012) showed that more-clearly spoken sentences were 
not only recalled with greater accuracy, but also that there were 
fewer false alarms in recognizing previously heard utterances. 
In other words, speech clarity protected against the likelihood 
that listeners entertained multiple alternative perceptions that 
would later be erroneously labeled as actually being heard. 
Lingering effects of cognitive processing are unlikely to be re-
vealed in short-latency single-utterance scoring in speech per-
ception tests but could play a vital role in speech processing by 
individuals with hearing loss.

CONCLUSIONS

For listeners with CIs, slower speaking rate appears to re-
duce the effort that would otherwise continue past the end of a 
sentence. This result suggests that slower speaking rate results 
in reduced uncertainty after a sentence, potentially enabling 
a listener to be more prepared to hear another sentence after 
the previous one has ended. Testing for this type of prolonged 
uncertainty likely demands time-series analysis or the use of 
multiple utterances within a single trial. Having context in a 
sentence is arguably even more beneficial when the speech rate 
is slower (supported by one of two separate analyses). Slower 
speech resulted in overall reduction as well as reduction of in-
dividual variability in pupil slope—a measure of cognitive res-
olution—following the sentence. There are numerous situations 
where speech could be artificially slowed to potentially provide 
benefit to listeners with CIs or listeners with other kinds of hear-
ing loss or non-native speakers of a language.
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