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Abstract

Analytic methods development, like many other disciplines, relies on experimenta-

tion and data analysis. Determining the contribution of a paper or report on a study

incorporating data analysis is typically left to the reviewer’s experience and good

sense, without reliance on structured guidelines. This is amplified by the growing role

of machine learning driven analysis, where results are based on computer intensive

algorithm applications. The evaluation of a predictive model where cross validation

was used to fit its parameters adds challenges to the evaluation of regression mod-

els, where the estimates can be easily reproduced. This lack of structure to support

reviews increases uncertainty and variability in reviews. In this paper, aspects of sta-

tistical assessment are considered. We provide checklists for reviewers of applied

statistics work with a focus on analytic method development. The checklist covers

six aspects relevant to a review of statistical analysis, namely: (1) study design, (2)

algorithmic and inferential methods in frequentism analysis, (3) Bayesian methods in

Bayesian analysis (if relevant), (4) selective inference aspects, (5) severe testing prop-

erties and (6) presentation of findings. We provide a brief overview of these elements

providing references for a more elaborate treatment. The robustness analysis of an

analyticalmethod is used to illustratehowan improvement canbeachieved in response

to questions in the checklist. The paper is aimed at both engineers and seasoned

researchers.
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1 BACKGROUND

In the pharmaceutical industry, as well as in other contexts, reviewers

provide feedback aimed at improving work based on statistical data

analysis. A good reviewer is one who contributes to the analysis and

constructively enhances its level. Some journals in medicine publish

guidelines for such reviews.1,2 We discuss here the review of papers
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or reports based on statistical analysis rather than mathematical mod-

elling. We use, as a case study, a publication on the design of a high

performance liquid chromatography (HPLC) analyticmethod. Section2

provides a perspective on the review of statistical reports, Section 3

is a review of statistical analysis methods, and Section 4 presents two

checklists. Section 5 is a case study based on the design of an HPLC

analytic method. The paper concludes with a discussion.
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2 SOME PERSPECTIVES ON THE STATISTICAL
REVIEW OF APPLIED STATISTICS

An important aspect of reviewing applied statistics is related to the

reproducibility of the research findings. Part of this has been addressed

by a much-discussed American statistical association (ASA) state-

ment on p-values.3 While the conclusions of applied research papers

must be supported by data statistical analysis, p-values (together

with confidence intervals [CIs]) are, usually, mandatory in publica-

tions as evidence supporting alignment with the conclusions. The ASA

statement formulates six principles for statistical analysis:

Principle 1: p-values can indicate how incompatible the data are

with a specified statistical model.

Principle 2: p-values do not measure the probability that the stud-

ied hypothesis is true, or the probability that the data were

produced by random chance alone.

Principle 3: Scientific conclusions and business or policy deci-

sions should not be based only on whether a p-value passes a

specific threshold.

Principle 4: Proper inference requires full reporting and trans-

parency.

Principle 5: A p-value, or statistical significance, does not measure

the size of an effect or the importance of a result.

Principle 6: By itself, a p-value does not provide a goodmeasure of

evidence regarding amodel or hypothesis.

Other approaches, mentioned in the ASA statement without critical

appraisal, include (1) confidence intervals, (2) prediction intervals, (3)

estimation, (4) likelihood ratios, (5) Bayesian methods, (6) Bayes factor

and (7) credibility intervals.

Should theseprinciples guide the reviewprocess of applied research

papers in general? The answer is highly debated. A series of papers

and blogs present contrarian and supporting views to these principles

and approaches (e.g.,4–8 some journals adopt opinionated guidelines

affecting statistical analysis in papers they publish).9,10 Specifically,

they adopt a policy whereby null hypothesis statistical testing is not to

be used. Mayo11 characterized these debates as ‘the statistics wars’.

Much discussion has focused on misuses of the null hypothesis testing

process and low powered studies. Daniel Kahneman, the Nobel Prize

winner behavioral economist retracted from his book the mention of

several studies retrospectively found to be based on underpowered

studies (https://retractionwatch.com/2017/02/20/placed-much-

faith-underpowered-studies-nobel-prize-winner-admits-mistakes/).

The studies themselves were however not retracted from the jour-

nals that originally published them. The lack of retraction is another

important element in the reproducibility discussion, see, for example,

in medical research.12 The rate of retraction has been estimated (from

a study published in 2011) to 0.02% in biomedical fields with nearly

half due to honest error or non-replicable findings.13 Retraction is

practically unknown in the industrial method application setting.

Given this background, how should a reviewer assess the statistical

analysis of applied research? Thenext sectionmaps out statistical char-

acteristics of applied research. Later we focus on a case study in the

development of analytic methods.

3 Statistical analysis of applied research

Efron and Hastie14 present a comprehensive review of statistical

analysis over time. At the origin, classical statistics consists of an algo-

rithmic and an inferential part. Frequentism (or ‘objectivism’) is based

on the probabilistic properties of a procedure of interest, as derived

and applied to observed data. This provides us with an assessment

of bias and variance. The frequentists’ interpretation is based on a

scenario, where the same situation is repeated, endlessly. Within the

frequentism framework, severalmethods canbe applied: (1) theplug-in

substitution principle, (2) the delta methods Taylor series approxima-

tion, (3) the application of parametric families andmaximum likelihood

theory, (4) the use of simulation and bootstrapping computer inten-

sive numerical methods and (5) pivotal statistics.15 These distinctions

are important for reviewers to make. The Neyman–Pearson lemma

provides an optimum hypothesis testing algorithm, where a black and

white decision is made. With this approach you either reject the null

hypothesis while testing for an alternative hypothesis, or not. This

offers an apparently simple and effective way to conduct statistical

inference that can be scaled up. On the other hand, conficence inter-

vals (CIs) are considered by many as more informative. However, like

p-valuehacking, Barnett andWren16 demonstrate thewideprevalence

of CI hacking. When a p-value is lower than the significance level (usu-

ally 5%), the test is said to be significant. When researchers strive to

get significant (low) p-values, they hope to find CIs that do not overlap

the null hypothesis. Specifically, ‘the set of all CIs at different levels of

probability . . . (yields a) confidence distribution’,17 (p. 363).

Alternatively, statistical analysis canbe conductedwithin aBayesian

framework by transforming a prior distribution on the parameters of

interest, to a posterior, using the observed data. In this framework,

one often invokes the Bayes factor, which is a likelihood ratio of the

marginal likelihood of two competing hypotheses, usually a null and an

alternative. The Bayes factor is a sort of Bayesian alternative to clas-

sical hypothesis testing. In computer age analytics one distinguishes

between algorithms aiming at (1) estimation, (2) prediction or (3) expla-

nations of structure in the data. Estimation is assessed by accuracy

of estimators, prediction by prediction error, and explanations are

based on variable selection using variance bias tradeoffs, penalized

regression and regularization criteria.

Mayo11 presents a perspective on statistical inference based on the

concept of severe testing; she labels it ‘error statistics philosophy’. For

error statisticians, a claim, or research finding, is severely tested if it

has been subjected to andpasses a test that probablywouldhave found

flaws, were they present,11 (p. xii). If little or nothing has been done to

rule out flaws in inferring a claim, then it has not passed a severe test.

Mayo identifies three types of models: primary models, experimental

models and data models. Primary models break down a research ques-

tion into a set of local hypotheses that canbe investigatedusing reliable

methods. Experimentalmodels structure the particularmodels at hand

https://retractionwatch.com/2017/02/20/placed-much-faith-underpowered-studies-nobel-prize-winner-admits-mistakes/
https://retractionwatch.com/2017/02/20/placed-much-faith-underpowered-studies-nobel-prize-winner-admits-mistakes/
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and serve to link primary models to data models. Data models gener-

ate and model raw data, as well as checking whether the data satisfy

the assumptions of the experimental models. Error statistical assess-

ments pick up on the effects of data dredging,multiple testing, optional

stopping and other biasing selection effects. Biasing selection effects

are blocked in error statistical accounts because they preclude control

of error probabilities. Error statistical accounts require a preregistra-

tion of the study.18,19 Long-run performance requirements are only

necessary and not sufficient for severity. Long-run behavior could be

satisfied with error probabilities that do not reflect well-testedness.

Tools that are typically justified, because they control the probability

of erroneous inferences in the long-run, are given an inferential jus-

tification. It is only when long-run relative frequencies represent the

method’s capability todiscernmistaken interpretationsof data that the

performance, and severe testing goals are reached. Mayo11 presents a

range of conceptual methods for severe testing: ‘bad evidence, no test’

(BENT), probabilism, performance and probativeness. Insevere tests

yield BENT. Performance is about controlling the relative frequency of

erroneous inferences in the long run of applications. Probabilism views

probability as a means of assigning degrees of belief, support or plau-

sibility to hypotheses. Probativeness is scrutinizing BENT science by

the severity criterion. In interpreting CIs, one needs to connect actual

experiments with hypothesized concepts. In general, the reported

analysis should be able to pinpoint the sources of failed predictions

and indicate what is/is not learned from negative results.20 Every

reported inference should include what cannot be reliably inferred,

what potential mistakes were not probed or ruled out, and what gaps

would need checking in order to avoid various misinterpretations

of results, Mayo,11 (p. 437). A podcast with Mayo on severe test-

ing is available at https://mattasher.com/2020/11/23/ep-26-deborah-

mayo-on-error-replication-and-severe-testing/.Anapplet for severity

testing assessment is available in https://richarddmorey.shinyapps.io/

severity/.

Another aspect, to be considered in reviewing an applied research

paper, is study design. Some studies are based on observational

data and some on interventions, or experiments, designed by the

researchers. There are many publications on statistical methods

to design experimental interventions. The following illustration is

adapted from Kenett and Zacks.21 Interventions are determined by

factor level combinations, the effects measured through responses.

One particular aspect in this methodology is the use of blocking and

randomization, which aims at increasing the precision of the estimates

and ensures the validity of the inference. As these aspects are ubiqui-

tous in study design, we discuss themwith somemore details. Blocking

is used to reduce errors. A block is a portion of the experimental

material that is expected to be more homogeneous than the whole

aggregate. An example of blocking is the boy’s shoes example,22 (p.

97). Two kinds of shoe soles’ materials are to be tested by fixing the

soles on n pairs of boys’ shoes and measuring the amount of wear of

the soles after a period of actively wearing the shoes. Since there is

high variability in activity of boys, if m pairs will be with soles of one

type and the rest of the other, it will not be clear whether any dif-

ference that might be observed in the degree of wear out is due to

differences between the characteristics of the sole material or to the

differences between the boys. By blocking by pair of shoes, we can

reduce much of the variability. Each pair of shoes is assigned the two

types of soles. The comparison within each block is free of the vari-

ability between boys. Furthermore, since boys use their right or left

foot differently, one should assign the type of soles to the left or right

shoes at random. Thus, the treatments (two types of soles) are assigned

within each block at random. An analytic device with two columns is

equivalent to the boys’ feet. Other examples of blocks could be equip-

ment, laboratory personnel or days of the week. Generally, if there are

t treatments to compare, and b blocks, and if all t treatments can be

performed within a single block, we assign all the t treatments to each

block. The order of applying the treatments within each block should

be randomized. Such a design is called a randomized complete block

design. If not, all treatments canbe appliedwithin eachblock; it is desir-

able to assign treatments to blocks in some balanced fashion. Such

designs are called balanced incomplete block designs. Randomization

within each block is validating the assumption that the error compo-

nents in the statistical model are independent. This assumption may

not be valid if treatments are not assigned at random to the experimen-

tal units within each block. If factors are hard to change, a design based

on split plotswill provemore effective and accommodating to the logis-

tic constraints. Of course, you can have a good experimental plan with

attention to power, use of blocks, etc., but, overall, a bad experiment

because the conditions were not chosen realistically, or because the

wrongoutcomesweremeasured, or youhad the right outcomesbut the

wrongmeasurement instruments.

Yet another aspect of statistical analysis, with a potentially strong

impact on the results, is selective inference. Selective inference is infer-

ence on a selected subset of the parameters that turned out to be of

interest, after viewing the data. This selection leads to difficulties in

reproducibility of results and needs to be accounted for and controlled

in the statistical analysis.We can distinguish between out-of-study and

in-study selection. The former is not evident in the published work and

is due to publication bias, p-hacking or other forms of significance chas-

ing. The in-study selection can be more evident in the published work.

This is reflected by selection choices in abstract content, table, figure

or in highlighting results passing a threshold.23,24 Attentive reviewers

of analytic work should be looking for such selective inference.

Finally, findings have to be presented and generalized. Gener-

alization can be achieved by a range of methods, some intuitive,

some conceptual and some more formal, invoking, for example,

causal arguments.25,26 Findings can be presented in different ways.

One approach is based on alternative verbal representations, some

with meaning equivalence and some with surface similarity.26 Ver-

bal expression of research findings has been proposed in Greenland27

and Yarkoni.28 Alternative verbal statements, with meaning equiva-

lence, represent the same conceptual statement. Alternatives with

surface similarity seem similar to the target conceptual statement but

have different meaning. This approach generates a table of alterna-

tive representationswith aboundaryofmeaning (BOM).26,29 TheBOM

is a demarcation line between claims, presented in alternative ways,

and seemingly similar representations of findings not supported by

https://mattasher.com/2020/11/23/ep-26-deborah-mayo-on-error-replication-and-severe-testing/
https://mattasher.com/2020/11/23/ep-26-deborah-mayo-on-error-replication-and-severe-testing/
https://richarddmorey.shinyapps.io/severity/
https://richarddmorey.shinyapps.io/severity/
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F IGURE 1 Generalization of findings with alternative representation and a boundary of meaning (BOM) (adapted from Efron et al.30)

the research. An example from Efron et al.30 is shown in Figure 1. It

describes findings from a study on the management of hypersensitiv-

ity reactions to non-steroidal anti-inflammatory drugs in children and

adolescents and a structured gradual exposure protocol to baked and

heatedmilk in the treatment ofmilk allergy. As an example, statements

such as: ‘The quality of life of patients and families affected with a

food allergy to staple foods (milk, egg, sesame, peanut) is impaired’ and

‘Food allergy in children impacts negatively on day to day activities of

the whole family’ are considered equivalent in meaning. On the other

hand, statements such as: ‘Food allergy in children impacts negatively

on day to day activities of the whole family’ and ‘Educating patients on

strict avoidance and carrying an epinephrine autoinjector is completely

effective in avoiding accidental exposures in preschool children activi-

ties of thewhole family’ carryonly surface similarity. These alternatives

were formulated by the researchers. The BOM is the demarcation

line between the columns with meaning equivalence listings and the

column with surface similarity listings. Other generalization methods

are possible; the reviewer should identify what approach is used in a

specific paper or report.

With this context, we formulate questions for reviewers of statisti-

cal analysis in applied research as checklists. These are listed in Table 1.

The next section is about such questions. It is followed by a case study

and a discussion.

4 Statistical checklists for reviewing applied
research

Our goal is to setup a checklist for a reviewer considering aspects

related to the statistical analysis of a research paper. These are

structured in six parts:

1. Study design

2. Algorithmic and inferential methods in frequentism analysis

3. Bayesianmethods in Bayesian analysis

4. Selective inference aspects

5. Severe testing properties

6. Presentation of findings

Specific questions addressing these sections are listed in Table 1.

These questions provide checklists to reviewers assigned the task of

assessing the statistical analysis of an applied research paper. They are
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TABLE 1 Questions for reviewing statistical analysis in applied research

Part Questions

1. Study design 1.1 Is the experimental set up clearly presented?

1.2 Have aliasing and power consideration been taken into account?

1.3 Is there reference to blocking, split plots and randomization?

1.4Was an IRB required, and if so, was it obtained? (if relevant)

1.5 Are there any data ethics issues to consider?

2. Algorithmic and inferential

methods

2.1 Are the algorithmic and inferential methods uses clearly stated?

2.2 Is the analysis aiming at estimation, predictive or explanatory goals?

2.3 Are data and code available to replicate the analysis?

2.4 Are outcomes of inferential analysis properly interpreted?

3. Bayesian analysis 3.1 Are prior distributions justified using prior experience or data?

3.2What are the Bayesianmethods used in the analysis?

3.3 How are Bayes factors interpreted?

4. Selective inference 4.1 Has the study been pre-registered?

4.2 Have any false discovery rate corrections beenmade?

4.3 Is the presentation of findings affected by selective inference?

5. Severe testing 5.1 Have the findings been tested with an option of failing the test?

5.2 Is the study a first or is it replicating previous studies?

5.3 Have probabilism, performance and probativeness criteria been considered?

5.4What type of model is used in the analysis: primarymodels, experimental models or and datamodels?

5.5 If used, how are confidence interval (CI) interpreted?

6. Presentation of findings 6.1 How are the research findings presented?

6.2 Have the research findings been generalized?

6.3 Are there any causality arguments presented?

6.4 In a causal study, are there issues of endogeneity (reverse-causation)?

not meant to be prescriptive and are only designed as a sort of review

checklist.

In this paper, we focus on evaluating studies presenting results

in the development of analytic methods.31 As background to such

applications, we propose the checklist in Table 2. A reviewer should

consider the checklist questions to help characterise the study under

consideration.

5 A CASE STUDY

The case study concerns thedevelopmentof anHPLCmethodanalyzed

byRomero et al.32 The specific systemconsists of anAgilent 1050,with

a variable-wavelength ultra violet (UV) detector and a model 3396-A

integrator. Table 3 lists the factors and their levels used in the designed

experiments of this case study. The original experimental array was

a 27–4 fractional factorial experiment with three center points (see

Table 4). The levels ‘−1’ and ‘1’ correspond to the lower and upper lev-

els listed in Table 3, and ‘0’ corresponds to the nominal level. The lower

and upper levels are chosen to reflect variation that might naturally

occur about the nominal setting during regular operation. The frac-

tional factorial experiment consists of 11 runs that combine the design

factor levels in a balanced set of combinations, including three center

points.

What dowe learn from this fractional factorial experiment?

The following paragraphs illustrate the use of the checklist in Table 1

on this robustness study.

1. The study design is clearly described (fractional factorial design).

The aliases in such designs are well-known from the statistical lit-

erature. The authors propose a main effects only model (due to the

narrow ranges of the investigated parameters):

Predicted Peak Height = Ŷ = �̂� + 𝛽1X1 +⋯+ 𝛽7X7

Where �̂� is the estimated intercept, and the 𝛽i’s are the estimated

coefficients (slopes) of each independent variable (X1 being the gra-

dient, . . . , X7 the dimethyl-formamide Percentage, see Table 4). The

intercept, �̂�, is the peak height predicted at the nominal levels of

each input variables as the design is coded between−1 and+1. The

goal of the robustness study is then to study the impact of changes

in the input variables to the nominal level (target) of peak height.

2. A power analysis is not given. The experiments were run in a

randomized order (no blocking or split-plot design is used). The

use of an institutional review board (IRB) is not required in this

non-clinical study, and there are no data ethics issues.

3. The methodology and the inferential method are well described.

Themultiple linear regression fit is summarizedhere inTable5 (with

the estimates, 95%CIs and p-values given by the use of t-test).

4. As explained by Kenett,33 these experiments help to answer the

following important questions:

- How sensitive is the method to natural variation in the input

settings?

- Which inputs have the largest effect on the outputs from the

method?
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TABLE 2 Checklist for analytic methods

Analytic method element Description and question (Q)

Precision This requirementmakes sure that method variability is only a small proportion of the specifications range

(upper specification limit – lower specification limit). This is also called gage reproducibility and

repeatability (GR&R).

Q: Does the study address precision? How?

Selectivity Determination of impurities tomonitor at each production step and specification of designmethods that

adequately discriminate the relative proportions of each impurity.

Q: Does the study address selectivity? How?

Sensitivity The achievement with themethod of effective process control, by accurately reflecting changes in CQA’s

that are important relative to the specification limits.

Q: Does the study address sensitivity? How?

Method Design Intent Identification and specification of the analytical method performance

Q: Is the method design intent stated?

Method Design Selection Approach to the selection of themethodwork conditions to achieve the design intent

Q: Is the study design described?

Method Control Establishment and definition of appropriate controls for the components with the largest contributions to

performance variability.

Q: Is the application of the method discussed?

Method Control Validation Demonstration of acceptable method performancewith robust and effective controls.

Q: Is the method validation demonstrated?

Method robustness Testing robustness of analytical methods involves evaluating the influence of small changes in the operating

conditions.

Q: Is the method robustness evaluated?

Method ruggedness Ruggedness testing identifies the degree of reproducibility of test results obtained by the analysis of the

same sample under various normal test conditions such as different laboratories, analysts, and

instruments

Q: Is the method ruggedness evaluated?

TABLE 3 Factors and levels in high performance liquid chromatography (HPLC) experiments

Factor Nominal value Lower level (−1) Upper level (+1)

Gradient profile 1 0 2

Column temp (0C) 40 38 42

Buffer conc (mM) 40 36 44

Mobile-phase buffer pH 5 4.8 5.2

Detection wavelength (nm) 446 441 451

Triethylamine (%) 0.23 0.21 0.25

Dimethylformamide (%) 10 9.5 10.5

- Are there different inputs that dominate the sensitivity of differ-

ent responses?

- Is the variation transmitted from factor variation large relative to

natural run-to-run variation?

The input variable with the lowest p-value is the column tempera-

ture while the highest p-value is given for the buffer pH. However,

none of the parameters is significant. The authors do not address

the possibility of improving robustness by possibly moving the

nominal setting to one that is less sensitive to factor variation.

The data are available, and the analysis can be reproduced (even

though no computer code is given in the original paper). The out-

comes of the analysis are interpreted and visualized by means of

graphs.

5. No Bayesian analysis is reported in this study.

6. Non-clinical studies do not need to be pre-registered. No false

discovery rate corrections were made, which means that the five

response variables in the original paper must be interpreted sepa-

rately (only the peak height is considered here). The joint analysis

of the different response variables could be further discussed. The

presentation of findingswas comprehensivewithout undue empha-

sis on specific findings. However, there is no evidence that the

selected model is the right one. The authors chose a main effects

only model but robustness has a close link to nonlinearity. Kenett33

has shown that this (simplified) model suffers from a lack of fit

when analyzing the height of the peak and encourages the use of

quadratic and/or interaction terms in robustness study. The p-value
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TABLE 4 Original fractional factorial experimental array for high performance liquid chromatography (HPLC) experiment (seven independent
variables and one response variable (peak height)

Gradient (X1)

Column

temperature (X2)

Buffer

Concentration

(X3) Buffer pH (X4)

Detection

Wavelength (X5)

Triethylamine

percentage (X6)

Dimethyl-

formamide

Percentage (X7)

PeakHeight

(Y)

1 1 1 1 1 1 1 221.351

1 1 −1 −1 1 −1 −1 226.029

1 −1 1 1 −1 −1 −1 226.136

1 −1 −1 −1 −1 1 1 225.052

−1 1 1 −1 −1 1 −1 221.835

−1 1 −1 1 −1 −1 1 224.268

−1 −1 1 −1 1 −1 1 234.957

−1 −1 −1 1 1 1 −1 234.699

0 0 0 0 0 0 0 221.249

0 0 0 0 0 0 0 218.445

0 0 0 0 0 0 0 219.921

TABLE 5 Estimated coefficients on the original fractional factorial
design for high performance liquid chromatography (HPLC)
experiment

Estimate (95% confidence interval [CI]), p-value

Intercept 224.9 (219.14, 230.67), p< 00001

Gradient −2.15 (−8.91, 4.61), p= 0.39

Col Temp −3.42 (−10.18, 3.34), p= 0.21

Buf Conc −0.72 (−7.48, 6.04), p= 0.76

Buf pH −0.18 (−6.94, 6.59), p= 0.94

DetWave 2.47 (−4.3, 9.23), p= 0.33

Trie perc −1.06 (−7.82, 5.71), p= 0.65

Dim Perc −0.38 (−7.15, 6.38), p= 0.87

of the lack of fit test is indeed p = 0.018, which indicates that the

form of the model is not adequate. One can notice that the three

replicates at the center point of the design are much lower than

their predictions. The model predicts the peak height at 224.90

when all the parameters are set to their nominal level, while the

observedmean is 219.87

Kenett33 shows that a definite screening design is appropriate to

evaluate the robustness of a chemical process by estimating linear and

quadratic terms. Table 6 shows the 17 runs of such a design with the

corresponding peak height.

The quadratic effect of ‘gradient’ is then significant (Table 7). The

main effects and the quadratic effect of ‘gradient’ are statistically sig-

nificant, the adjusted R2 is 82%, and the run-to-run variation has an

estimated standard deviation of 2.498. This results in a curvature of

the response variable around the nominal level of the ‘gradient’ fac-

tor, which is important when interpreting the results (while this was

neglected in the original analysis). Thus, this quadratic term gives valu-

able information about where to set the gradient to achieve a robust

method (typically at the minimum of this curvature where poten-

tial variation of the gradient will have minimum impact). In order to

improve robustness, we need to identify nonlinear effects. Here, the

only nonlinear effect is for gradient. The effect of each input vari-

ables in the peak height is illustrated on Figure 3. This shows us that

the quadratic response curve for gradient reaches a minimum quite

close to the nominal value (0 in the coded units of Figure 2). Conse-

quently, setting the nominal level of Gradient to that level is a good

choice for robustness. The other factors can also be kept at their nom-

inal settings. They have only minor quadratic effects, so moving them

to other settings will have no effect on method robustness. The level

of variation on the response variable can then be assessed by simulat-

ing a noise from normal distributions around the nominal levels (using

the simulator in JMP statistical disovery (JMP) with a normal distri-

bution standard deviation (SD) = 0.4 in coded units for each input).

Figure 3 shows the results of this simulation. The standard deviation of

peakHeight associated with variation in the factor levels is 2.832, very

similar in magnitude to the SD for run-to-run variation from the exper-

imental data. The estimate of the overall method SD is then 3.776 (the

square rootof2.4982+2.8322). Figure4 shows thehistogramandden-

sity of the peak height obtained by simulations with noise on each of

the seven input variables plus the run-to-run variability. By calculating

quantiles 2.5 and 97.5, one can be 95% confident that the peak height

will lie between 212.15 and 227.12. Dividing these values by the inter-

cept (the target peak height estimated by the model), one can claim

with95%confidence that thepeakheight shouldnot deviatemore than

4.5% from its target value.

7. No option of failing the severe test approach is made. The study

does not aim to replicate any previous studies. Probabilism is

assessed by means of p-values for the significance of each param-

eter (no p-values are given in the original paper but significant
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TABLE 6 Definitive screening design for high performance liquid chromatography (HPLC) experiment (17 runs, seven independent variables
and one response variable [peak height])

Gradient

Column

temperature

Buffer

concentration Buffer pH

Detection

wavelength

Triethylamine

percentage

Dimethyl-

formamide

Percentage Peak height

−1 −1 −1 1 −1 1 1 232.873

−1 −1 1 −1 1 1 0 228.823

−1 −1 1 1 0 −1 −1 231.756

−1 0 −1 −1 1 −1 1 234.056

−1 1 −1 1 1 0 −1 226.949

−1 1 0 −1 −1 1 −1 221.77

−1 1 1 0 −1 −1 1 223.008

0 −1 −1 −1 −1 −1 −1 220.459

0 0 0 0 0 0 0 214.52

0 1 1 1 1 1 1 216.927

1 −1 −1 0 1 1 −1 225.315

1 -1 0 1 1 −1 1 234.211

1 −1 1 −1 −1 0 1 226.512

1 0 1 1 −1 1 −1 221.193

1 1 −1 −1 0 1 1 220.424

1 1 −1 1 −1 −1 0 222.251

1 1 1 −1 1 −1 −1 226.226

F IGURE 2 Profiler of peak Height at nominal levels (grey areas and blue curves are the 95% confidence intervals)

F IGURE 3 Profiler of peak Height at nominal levels (grey areas and blue curves are the 95% confidence intervals), with added noise from a
normal distribution (mean equal to the nominal level) on the input variables and the impact on the peak height (histogram on the right) (JMP ver.
15.2)
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TABLE 7 Parameter estimates for high performance liquid
chromatography (HPLC) experiment (with quadratic effect(s) from the
definitive screening design)

Estimate (95% confidence

interval [CI]), p-value

Intercept 217.3 (213.98, 220.63), p< .0001

Gradient −1.65 (−3.19,−0.11), p= 0.04

Col temp −3.03 (−4.57,−1.49), p= 0.002

Buf Conc −0.56 (−2.1, 0.98), p= 0.42

Buf pH 0.56 (−0.98, 2.1), p= 0.42

Det wave 1.75 (0.21, 3.29), p= 0.03

Trie perc −1.76 (−3.3,−0.22), p= 0.03

Dim Perc 1.02 (-0.52, 2.56), p= 0.16

Gradient*Gradient 9.51 (5.84, 13.18), p= 0.0003

F IGURE 4 Histogram and density of peak Height at nominal levels
for the seven input variables with added noise and run-to-run
variability. Dashed vertical lines are the quantiles 2.5% and 97.5%
(212.15 and 227.12)

parameters are highlighted). CIs are not given in the original paper

but are provided here in Tables 5 and 7.

8. The research findings arewell described and presented in summary

tables and visualized bymeans of (3D) graphs. The paper concludes

with a recommendation to set the ranges of the different parame-

ters for the HPLC results to be robust. The causality issue is less

important in this study as the original fractional factorial design is

orthogonal for themain effects.

The checklist in Table 1 aims to improve the quality of the review

as it clearly highlights that the study design, the goals, the statistical

methodology and the data are clearly described in this HPLC robust-

ness study. It also shows some points to improve (i.e., few words about

the power of the study are missing, the authors could elaborate on

the multiplicity issues when analyzing several response variables, the

model adequacy is not discussed). CIs could help to better understand

the impact and the importance of each parameter effect. In addition,

the checklist in Table 2, specific for analytic methods, gives an overall

summary of different important elements to consider when devel-

oping and analyzing analytical methods. The case study focuses on

the HPLC’s method robustness. The precision can be estimated with

the three replicates at the nominal level of each of seven parameters

(usually called in pharmaceutical industry critical process parameters).

Different response variables (usually called critical quality attribute

(CQA), critical quality attributes) aremeasured (this section focuses on

the peak height).

6 DISCUSSION

To evaluate the checklist in Table 1, we conducted an experiment by

asking several researchers to review a paper by Smith et al.34 before

and after seeing the checklist table. They were then asked to comment

on the checklist andmore precisely address the question: ‘do the guide-

lines provided by the checklist improve the quality of the review’? Their

comments are hereby summarized.

‘While many manuscripts are sent for review by editors or peers in

industry, there is a lack of consistency in reviewing the innovations, due

to the early development stage of the research and the lack of com-

monly sharedviews.Howtoevaluatepapers regarding their innovation

in interdisciplinary fields is usually not very clear’.

‘I felt a bit dumb without the checklist as no clear guidelines were

given in the first round of review. There are some weak or missing

points in the paper that would not be highlighted or even not spotted

without the checklist’.

‘This checklist is very useful to be sure that some important points

are adequately addressed in the paper. It might be good to send the

statistical review to help the subject matter expert reviewer as well’.

In Francois,35 the author analyzes data from an experiment

design to assess the effect of variability in the review process. The

paper described an experiment where 10% of submitted manuscripts

(166 items) submitted for publication in a conference proceeding went

through the review process twice. Arbitrariness was measured as the

conditional probability for an accepted submission to get rejected if

examined by the second committee. This numberwas equal to 60%, for

a total acceptance rate equal to 22.5%. The author applies a Bayesian

analysis to these two numbers, by introducing a hidden parameter,

which measures the probability that a submission meets basic quality

criteria. The standard quality criteria considered in this study include

novelty, clarity, reproducibility, correctness and no formofmisconduct.

Theseweremet by a large proportion of submitted items. TheBayesian

estimate for the hidden parameter was equal to 56% (95% CI: [0.34,

0.83]). As a result of this analysis, the author suggests that the total

acceptance rate should be increased in order to decrease arbitrariness

estimates in future review processes.
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Yet another approach for reviewing applied research is based on the

information quality framework introduced in Kenett and Shmueli.36,43

This framework involves four components (study utility (U), the data

(X), the data analysis (f) and the analysis goal (g)) and eight dimensions

(data resolution, data structure, data integration, temporal relevance,

generalizability, chronology of data and goal, operationalization and

communication). Information quality is defined as the utility of a partic-

ular data set for achieving a given analysis goal by employing statistical

analysis or machine learning algorithms.36,37

Data analysis pipelines affect the outcomes of statistical analysis,

Botvinik-Nezer et al.38 These are usually not documented. Part of

this is the handling of missing data and outliers. For an exception see

openml.org Vanschoren et al.39 where open access is given to the data

and its analysis platform. Reviewers of data analysis uploaded to this

platform should be able to fully replicate the study under review. Popp

and Biskup40 has proposed a framework in Pythin for the analysis

of spectroscopic data focussing on reproducibility and good scientific

practice. We therefore anticipate that future publications will require

a documentation of the data analysis pipeline, beyond current requests

tomake data and code publicly available.

In conclusions, several areas in science have set checklists tailored

to their needs, see for example, Feng et al.41 and Aczel et al.42 Our goal

here is to provide such support in the context of statistical analysis in

studies focused on the development of analytic methods.
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