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Abstract: The electric field in the hydrogen-bond network of the active site of ketosteroid isomerase
(KSI) has been experimentally measured using vibrational Stark effect (VSE) spectroscopy, and utilized
to study the electrostatic contribution to catalysis. A large gap was found in the electric field between
the computational simulation based on the Amber force field and the experimental measurement.
In this work, quantum mechanical (QM) calculations of the electric field were performed using an ab
initio QM/MM molecular dynamics (MD) simulation and electrostatically embedded generalized
molecular fractionation with conjugate caps (EE-GMFCC) method. Our results demonstrate that
the QM-derived electric field based on the snapshots from QM/MM MD simulation could give
quantitative agreement with the experiment. The accurate calculation of the electric field inside
the protein requires both the rigorous sampling of configurations, and a QM description of the
electrostatic field. Based on the direct QM calculation of the electric field, we theoretically confirmed
that there is a linear correlation relationship between the activation free energy and the electric field
in the active site of wild-type KSI and its mutants (namely, D103N, Y16S, and D103L). Our study
presents a computational protocol for the accurate simulation of the electric field in the active site of
the protein, and provides a theoretical foundation that supports the link between electric fields and
enzyme catalysis.

Keywords: electric field; hydrogen-bond network; vibrational Stark effect; enzyme catalysis

1. Introduction

Although it is still a controversial issue on the origin of the tremendous catalytic power of enzymes,
it has been commonly accepted that the electrostatic field plays a key role in the enzyme’s high catalytic
proficiency [1,2]. The active site of enzymes would provide a quite different preorganized electrostatic
environment from solvent that preferentially stabilizes the charge distribution of the transition state,
thus reducing the energy barrier of reaction and enhancing the reaction rate. A recent work [3] by
Aragonès et al. demonstrated that the applied electric field could directly enhance the Diels–Alder
reaction rate. Moreover, the fact that the catalytic rate of enzyme correlates with the magnitude of
the electric field at the active site of enzyme has been experimentally verified using vibrational Stark
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effect (VSE) spectroscopy in the studies on some proteases [4–7]. Hence, the accurate description of the
electric field in proteins is important for analyzing the structural functions of enzymes.

The technique of VSE spectroscopy has been widely utilized to measure the electric field in
proteins such as myoglobin [8–11], human aldose reductase (hALR2) [12–16], ketosteroid isomerase
(KSI) [5,6] and some other proteases [4]. C=O and nitrile groups are often used as ideal vibrational
probes to deliver unique vibrations to the specific site of interest in proteins. In many cases,
the observed frequency shift of the probe group ∆ṽprobe and the change of the electric field

∆
→
F protein (resulting from point mutations as well as a change in the solvent environment and/or

the conformational state of a protein) have a linear relationship as follows [17–19]:

hc∆ṽprobe = −∆
→
u probe·∆

→
F protein (1)

where h is the Planck constant and c is the speed of light.
∣∣∣∆→u probe

∣∣∣ is the Stark tuning rate of the
probe, which is a constant in many cases, and can be obtained by calibrating in a well-defined electric
field [7]. It is worth noting that Equation (1) may not be strictly correct for some nitrile-containing
probe molecules in the case that the hydrogen-bonding interaction with the nitrile is involved [18].
However, some previous studies [18–20] have shown that the linear relationship between the observed

frequency shift of the probe group ∆ṽprobe and the change of electric field ∆
→
F protein still holds in both

hydrogen-bonding and non-hydrogen-bonding environments for carbonyl vibrational probe.
KSI is a small, proficient enzyme with a high catalytic efficacy. Its mechanism and catalytic

strategies have been widely studied in biochemistry because of its ultrahigh unimolecular rate
constants [21,22]. In steroid biosynthesis and degradation, KSI catalyzes the isomerization of its
steroid substrate by altering the position of the C=C double bond (see Figure 1). The Asp40 of KSI
will abstract a nearby α proton of the steroid substrate and initiate a rehybridization that converts the
adjacent ketone group to a charged enolate intermediate (E·S 
 E·I, Figure 1a,b). The intermediate
state (IS) is normally unstable and very slow to form because its free energy barrier is high. Considering
that the carbonyl bond of the substrate undergoes a charge rearrangement in the formation of IS,
a strong electric field with a specific direction is therefore expected to stabilize the charge distribution
of the IS. The X-ray structure of KSI [6] shows that an extended hydrogen-bonding network that
involves four residues (TYR16, TYR32, TYR57, and ASP103) is present in its active site (see Figure 2a),
among which TYR16 and ASP103 directly form H-bond interactions with the carbonyl group of the
substrate. Fried et al. probed the electric field using a carbonyl-containing molecule 19-nortestosterone
(19-NT, Figure 1d) based on VSE spectroscopy [5]. 19-NT is a product analogue whose C=O group has
the same location with the carbonyl group of the substrate molecule (Figure 1c). Their experimental
studies [5,6] provide evidence that KSI would use the hydrogen-bonding network to impose enormous
electric fields onto the carbonyl group of its bound substrate. By comparing the electric fields exerted
onto the C=O group in the active site of wild-type (WT) KSI and a series of mutants with their activation
free energies, Fried et al. demonstrated that the electric fields exerted by H-bonds had a significant
contribution to the catalytic rate and the activation free energy is linearly correlated with the magnitude
of the electric field.
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Figure 1. Mechanism of the isomerization reaction catalyzed by ketosteroid isomerase (KSI) and the 
product-like inhibitor, 19-nortestosterone (19-NT). (A) E∙S is the enzyme (E) and 5-androstene-3, 17-
dione (S, substrate). (B) The intermediate state (I), the formation of an enolate with a negative charge, 
is stabilized by the H-bond network formed by the Tyr16 and Asp103. (C) E∙P is the enzyme and 4-
androstene-3, 17-dione (P, product). (D) The complex between the enzyme (KSI) and inhibitor 19-NT 
(E∙19-NT) that has the same bound state as the natural substrate. 

 
Figure 2. Structures of the hydrogen bonding network of the active site of KSI. (A) wild type (B) 
D103N mutant. The side chains of residues 16, 103, and the ring of 19-NT, which the C=O group bonds 
to, were partitioned into the QM region in the QM/MM MD simulations. 

Figure 1. Mechanism of the isomerization reaction catalyzed by ketosteroid isomerase (KSI) and
the product-like inhibitor, 19-nortestosterone (19-NT). (A) E·S is the enzyme (E) and 5-androstene-3,
17-dione (S, substrate). (B) The intermediate state (I), the formation of an enolate with a negative
charge, is stabilized by the H-bond network formed by the Tyr16 and Asp103. (C) E·P is the enzyme
and 4-androstene-3, 17-dione (P, product). (D) The complex between the enzyme (KSI) and inhibitor
19-NT (E·19-NT) that has the same bound state as the natural substrate.
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Figure 2. Structures of the hydrogen bonding network of the active site of KSI. (A) wild type (B) D103N
mutant. The side chains of residues 16, 103, and the ring of 19-NT, which the C=O group bonds to,
were partitioned into the QM region in the QM/MM MD simulations.

The site-directed mutagenesis approach is widely used in studies on enzymes for altering their
catalytic rate, while the point mutation is often created near the active site which may lead to
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unexpected structural rearrangement, change of the substrate binding state, and sometimes even
introduction of excess water molecules. This is usually imperceptible in macroscopic experimental
measurement based on VSE spectroscopy. The case of an experimental study [5,6] on KSI may
be more specific, considering the fact that point mutations often involve the removal of specific
H-bond interactions formed by the active site of KSI and the substrate. A previous study indicates
that these H-bonds are short, strong and may provide additional stabilization energy for the
substrate [6]. Therefore, it is essential to carry out corresponding theoretical investigation to confirm
the interpretation of the experimental results and explore more detailed worthy information.

Molecular dynamic (MD) simulations are now widely utilized in the study of proteins or other
macromolecular systems to reveal more detailed information at the atomic level. Molecular mechanics
(MM) force fields based on empirical potentials such as Amber, CHARMM, OPLS, etc. are still the
predominant choices in MD simulations due to their inexpensive computational costs. However,
despite the great success in applications of the classical force fields, they still have limitations
in giving an accurate description of the electrostatic fields of H-bonds in proteins [5,12,16,23–28].
More specifically, in the case of KSI, whose active site forms strong and short H-bonds with the
substrate, the study [5] by Fried et al. shows that there was a large gap in the electric fields
between the calculated value based on a MD simulation using the standard Amber force field and the
experimental measurement.

Previous works [12,16,23,24,26–28] have demonstrated that QM effects (including electronic
polarization and charge transfer) are important for the accurate description of hydrogen bonding
interaction in proteins. Therefore, in this study, we employ ab initio quantum mechanics/molecular
mechanics (QM/MM) MD simulations to investigate the electric field at the active site of KSI. The key
H-bonds are treated by the QM method. Based on the fragment-based QM calculations on electric
fields, the correlation between the electric field and the activation free energy is validated from the
theoretical perspective, and new physical insights obtained from the accurate simulation of electric
fields in proteins are discussed.

2. Computational Approaches

2.1. QM/MM MD Simulations of the Wild-Type and Mutants of KSI

The initial model of KSI bound with 19-NT used in this study was taken from the X-ray structure
(PDB id: 5KP4) [6]. The mutagenesis tool in the PyMOL [29] program was used to create mutated KSI
structures. Three mutated structures (D103N, Y16S, and D103L) were selected in this study. For all
protein structures, the hydrogen atoms were added using the LEaP [30] module of the AMBER program.
The amine groups of all Lys and Arg residues were protonated, while the carboxylic groups of all Asp
and Glu residues were deprotonated, except that Asp103 were left neutral and protonated according to
previous studies [5,6]. HIS residues were left neutral and protonated at the Nδ1 or Nε2 position, based
on local electrostatic environment. The N-terminal and C-terminal were protonated and deprotonated,
respectively. Force field parameters for 19-NT were obtained using the ANTECHAMBER [31] module
based on the generalized Amber force field (GAFF) [32] with HF/6-31G* restrained electrostatic
potential (RESP) charges [33]. The protein was placed in a periodic rectangular box of TIP3P water
molecules. The distance from the surface of the box to the closest atom of the solute was set to 22 Å.
Counter ions were added to neutralize the system. Before the QM/MM MD simulation, a series of
minimizations using the Amber ff99SB force field were first performed to relax the system. Firstly,
the protein atoms were constrained to their initial structure, and only the solvent molecules were
optimized. Secondly, the hydrogen atoms of the protein and solvent molecules were relaxed, and the
rest of the atoms of the protein were constrained to their initial structures. Thirdly, all of the atoms
of the protein and solvent were energy-minimized until convergence was reached. Then the system
was brought to room temperature (300 K) at 100 ps with the protein being constrained. The time
integration step was 2.0 fs, and the SHAKE [34] algorithm was applied to maintain all hydrogen
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atoms in reasonable positions. The particle-mesh Ewald [35] method was used to treat long-range
electrostatic interactions, and a 10 Å cutoff for the van der Waals interactions was implemented.
Langevin dynamics [36] was applied to regulate the temperature with a collision frequency of 1.0 ps−1.

After heating, 40 ps QM/MM MD simulations were performed for WT and for all mutants of
KSI. The side chains of residues 16 and 103, and the ring containing the C=O19-NT probe of 19-NT
were partitioned into the QM region (see Figure 2) and treated using the M06-2X functional [37]
with the 6-31G** basis set, because previous studies have shown that the M06-2X functional could
give good description of the hydrogen-bonding interactions [38,39]. The dangling bonds across the
QM/MM boundary were treated by the link atom (hydrogen atom) method [40]. The rest of the
protein and 19-NT were partitioned into the MM region and described by the Amber ff99SB force
field. The TIP3P model was utilized for water molecules. A 25 Å cutoff was used to treat the QM/MM
electrostatic interactions. A time integration step of 1.0 fs was adopted, and trajectories were generated
with structures being saved every 5 fs. All MD simulations were performed with the AMBER12
program [30]. A previous work [41] by Latouche et al. demonstrated that the Gaussian program is able
to perform a QM/MM simulation with good accuracy, and thus the sander module with an interface
to the Gaussian09 program [42] was used to carry out the QM/MM MD simulation.

2.2. Calculations of the Electric Field with the Amber ff99SB Force Field

The saved structures from 40 ps QM/MM MD simulation (8000 configurations in total) were used
to calculate the electric field along the C=O19-NT bond using the charge model of the Amber ff99SB
force field. The electrostatic potentials at atoms C and O of C=O were firstly calculated using the
following expression:

ϕ
(→

r
)
=

1
4πεeff

∑
i

∑
jεi

qij∣∣∣→r −→r ij

∣∣∣ (2)

where i runs over all residues of protein, waters (around 8860 water molecules) and 19-NT, where the
contribution to electrostatic potentials from the probe C=O19-NT and the ring containing the C=O19-NT

group was removed to avoid non-physical values, j is the atom number in residue i, qij and
→
r ij denote

the atomic charge and position vector of atom j in residue i,
→
r is the position vector of atoms C or O of

C=O19-NT, and εeff is the effective dielectric constant, which was set to 1.0 in all calculations, since the
explicit water model was utilized [43]. The mean electric field along the C=O19-NT bond is obtained
as follows:

→
F
(→

r CO

)
=

ϕ
(→

r C

)
− ϕ

(→
r O

)
∣∣∣→r CO

∣∣∣ (3)

where ϕ
(→

r C

)
and ϕ

(→
r O

)
are calculated electrostatic potentials at the positions of the C and O atoms

of C=O19-NT, respectively, using Equation (2).
∣∣∣→r CO

∣∣∣ is the C=O19-NT bond length.

2.3. Calculations of the Electric Field with the EE-GMFCC Method

The electrostatically embedded generalized molecular fractionation with conjugate caps
(EE-GMFCC) method was employed to perform full QM calculations of electric field in KSI.
The detailed description of the EE-GMFCC method can be found in our previous works [44–55].
The calculations of the electrostatic potential by the EE-GMFCC method are the same as our previous
work [16]. Specifically, a protein was decomposed into a number of individual fragments in the unit of
an amino acid by cutting through the peptide bond, as illustrated in Figure S1 of the Supplementary
Materials. Hydrogen atoms were used to saturate the dangling bonds after cutting. Generalized
concaps (Gconcaps) are utilized to capture the short-range QM effect between two non-neighboring
residues that are spatially in close contact. QM calculations of all fragments were embedded in the
electrostatic field of the point charges representing the remaining atoms of the protein. The point
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charge model is taken from the Amber 94 force field [56]. The expression of the EE-GMFCC approach
for calculating the electrostatic potential of a protein at any point

→
r is given by:

V
(→

r
)
=

N−1

∑
i=2

V
(→

r
)
(Cap∗i−1AiCapi+1)−

N−2
∑

i=2
V
(→

r
)
(Cap∗i Capi+1)

+ ∑
i,j>i+2

|Ri−Rj|≤λ

[
V
(→

r
)

ij
−V

(→
r
)

i
−V

(→
r
)

j

]
QM

(4)

where N denotes the number of residues in the protein, i and j represent the residue
number.Cap∗i−1AiCapi+1 and Cap∗i Capi+1 are the capped fragment and conjugate cap respectively.

V
(→

r
)

ij
−V

(→
r
)

i
−V

(→
r
)

j
represents the two-body QM contribution to the electrostatic potential from

residues i and j (Gconcap) whose closest distance is less than a predefined threshold λ for including
the short-range QM effect. The atomic structures of the capped fragment, the conjugate cap, and
Gconcap are illustrated in Figure S1. The distance threshold λ of 4.0 Å was adopted in this study for the
calculation of the electrostatic potential, based on our previous benchmark study [16,46,55]. The direct
contribution to the electrostatic potential from 19-NT was not included in the QM calculation using
Equation (4). Nevertheless, the two-body QM contribution that involves 19-NT was taken into account.
The calculated time-average electric field of 19-NT (the contribution to the electrostatic potentials from
the probe C=O19-NT and the ring containing the C=O19-NT group was removed) and solvent with the
classical charge model is used to amend the QM results. The electric field exerted onto the C=O bond
from 19-NT was computed using Equation (3), while the points where the electrostatic potentials
were calculated are slightly off the atomic centers along the C=O chemical bond. Considering the
expensive cost of the QM method, the single-snapshot approximation was adopted for the EE-GMFCC
calculation of electric fields in KSI. Previous studies [16,57] have demonstrated that the single-snapshot
approximation implicitly took the conformational sampling of the protein structures into account.
In this study, the time-average electric field was initially calculated with the classical charge model
from the force field. Subsequently, the structure whose electric field is closest to the time-average value
was utilized for the EE-GMFCC calculation.

2.4. Classical MD Simulation and Calculation of the Electric Fields

For comparison, 2 ns classical MD simulations using the Amber ff99SB force field were also
performed for WT KSI and three mutants (D103N, Y16S, and D103L), to calculate the electric field
exerted onto the C=O group in 19-NT. In the classical MD simulation, the protein was placed in
a periodic rectangular box of TIP3P water molecules, while the distance from the surface of the boxer
to the closest atom of the solute was set to 12 Å. Counter ions were added to neutralize the system.
The minimization and heating steps were the same as the equilibrium simulation for the previous
QM/MM MD simulation. After that, a 2 ns MD simulation was performed to generate the trajectories
for electric field calculations. The calculation of electric field was using Equations 2 and 3 with the
charge model of the Amber ff99SB force field.

3. Results and Discussion

3.1. The QM Effect is Important for Description of the Electrostatics in H-Bonding Environment

The modeling of the H-bonds in biomolecules with an empirical method is very challenging
because it involves important QM effects such as electronic polarization, charge transfer, and
the many-body interaction. Many previous studies [12,23,24,26,27,58] have demonstrated that
conventional force fields cannot accurately describe the conformations of H-bonds in MD simulations.
The strong and short hydrogen bonds between the active site of KSI and its substrate have been
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observed [6]. In a previous work [5] by Fried et al., classical MD simulations of the KSI·19-NT complex
based on Amber force field were carried out to calculate the electric field that exerted onto the C=O
probe in 19-NT, and they found that the calculated electric field was much smaller than the value
estimated from the experimental VSE spectra based on Equation (1).

To investigate why the conventional force field could not accurately describe the electric field in the
H-bonding environment, we performed both QM/MM and classical MD simulations to calcualte the
electric field for wild-type KSI and three mutants. The calculated electric fields based on classical MM
simulations (Amber ff99SB) for all proteases are given in Table S1 and Figure S2 of the Supplementary
Materials. First, we take WT KSI, and D103N mutant as typical examples (since there are both two
H-bonds between residues 16 and 103, and the substrate in their active sites, which would make
calculation of the electric field more challenging), and their calculated electric fields based on QM/MM
and classical MM simulations are listed in Table 1. From the experimental VSE spectra measured by
Fried et al. [5], extremely large electric fields on C=O group of 19-NT were exerted by the wild-type
KSI and D103N mutant. The obtained electric fields that the C=O group experiences based on the
observed VSE spectra are −144 and –134 MV/cm for WT and D103N, respectively. The calculated
time-averaged electric fields from classical MM simulations with the Amber ff99SB charge model are
−100 and −66 MV/cm for WT and D103N, respectively (see Table 1), both of which are much smaller
than the experimental values.

Table 1. Calculated electric fields on the C=O group of 19-NT (in MV/cm) with various computational
methods. The experimental values were obtained from Fried et al. [5]. “MM” denotes that the
calculation is based on the classical force field simulations and calculation of electric fields using
the charge model of the Amber ff99SB force field. “QM/MM + FF” denotes that the calculation is
based on the QM/MM simulations and the calculation of electric fields with the charge model of the
Amber ff99SB force field. “QM/MM + QM” denotes that the calculation is based on the QM/MM
simulations and full QM calculation of electric fields using the single-snapshot approach with the
EE-GMFCC method.

Model Exp. [5] MM QM/MM + FF QM/MM + QM

WT −144 −100 −124 −141
D103N −134 −66 −93 −116

Previous works [12,13,57,59] have shown that the calculated electric field is very sensitive to
the local chemical environment. The accurate conformational sampling of the key residues plays
an important role in the calculation of the electric fields. Considering that both residues 16 and 103
form H-bond interactions with the C=O probe of 19-NT in WT and D103N, there must be significant
QM effects in such a hydrogen bonding environment. In QM/MM MD simulations, the QM region
includes the two H-bonds formed by the C=O probe, and residues 16 and 103 (see Figure 2), and the
generated trajectories were utilized to calculate the electric field with the charge model of the Amber
ff99SB force field. The results are marked as “QM/MM-FF” in Table 1. As compared to the results from
the MM MD simulation, the calculated electric fields of “QM/MM-FF” for WT and D103N become
much closer to the experimental values.

The electric fields in both QM/MM-FF and MM models were calculated using the same charge
model of Amber ff99SB force field. Hence, the difference in the results is caused by the discrepancy
of sampling from QM/MM and MM MD simulations. To reveal the underlying differences at the
atomistic level, the distances between two non-hydrogen atoms of the hydrogen bonds between the
C=O19-NT probe and residues 16, 103 for WT and D103N are plotted in Figure 3 (the H-bond distances
for other two mutants from MM and QM/MM MD simulations are shown in Figures S3 and S4
of the Supplementary Materials, respectively). H-bond lengths are defined as the distances of
OTYR16· · ·O19-NT and OASP103· · ·O19-NT in wild-type KSI, and OTYR16· · ·O19-NT and NASN103· · ·O19-NT

in the D103N mutant. The hydrogen bond is supposed to be broken when the distance is greater
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than 3.5 Å. As shown in Figure 3, the H-bond lengths of these two key hydrogen bonds were mainly
below 3.5 Å in both the QM/MM MD simulations of WT and D103N. In the MM MD simulation of
WT, the OASP103· · ·O19-NT distance was mostly shorter than 3.5 Å, but the OTYR16· · ·O19-NT distance
was sometimes very large (greater than 5 Å). Furthermore, in the MM MD simulation of D103N,
the OASN103· · ·O19-NT distance sometimes also became very large (greater than 5 Å), while the
OTYR16· · ·O19-NT was mainly below 3.5 Å. However, the time scale of the MM simulation was much
longer than that of QM/MM simulation. In the 40 ps time duration of the MM MD simulations for WT
and D103N, the lengths of two hydrogen bonds could be both shorter than 3.5 Å, e.g., the first 40 ps of
MM MD simulation of WT and the last 40 ps of MM MD simulation of D103N (which are indicated
with blue lines in Figure 3b,d). For comparison, these 40 ps MD simulations were also selected to
calculate the electric fields, and the results were −105 and −71 MV/cm for the WT and the D103N
variant, respectively, which were slightly larger than those from the 2 ns MD simulations of −100 (WT)
and −66 (D103N) MV/cm. However, the results were still much smaller than those from QM/MM
MD simulations of −124 (WT) and –93 (D103N) MV/cm. It resulted from the fact that the hydrogen
bonds had different distributions of hydrogen bond lengths in the QM/MM and MM MD simulations.
Therefore, the QM interaction was important in stabilizing the hydrogen bonds, which was critical to
preserving the local chemical structure of proteins.
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electric field (the red line in Figure S5 of the Supplementary Materials) was firstly calculated with the 
charge model of the force field using the conformations generated by QM/MM MD simulations (the 
calculated electric field as a function of simulation time is shown in Figure S5). The structure whose 
electric field is closest to the time-average value (the green cycle in Figure S5) was utilized for 
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Figure 3. Hydrogen bond length plotted as a function of the MD simulation time. (A) and (B) are
QM/MM and MM simulations, respectively, for the wild type KSI, (black: between OH@Tyr16 and
CO@19-NT; red: between OH@Asp103 and CO@19-NT). (C) and (D) are QM/MM and MM simulations,
respectively, for the D103N mutant, (black: between OH@Tyr16 and CO@19-NT; red: between
NH@Asn103 and CO@19-NT). The hydrogen bond length is defined by the distance between two O
atoms, or the distance between N and O atoms. Blue lines are used to indicate the first 40 ps for WT
and the last 40 ps for D103N in (B) and (D).

The charge model of the Amber ff99SB force field is derived from the HF/6-31G* calculations by
fitting the molecular electrostatic potentials (ESP) of small model peptides, which does not include
the electronic polarization and charge transfer effects for a specific chemical environment in folded
proteins [33,56]. This mean-field-like charge model is not capable of accurate description of the
electrostatics in proteins. Therefore, applying the more sophisticated QM method in simulations of
molecular properties is highly needed. To overcome the scaling problem of conventional QM methods,
the linear scaling EE-GMFCC method was utilized to calculate the electric fields in the active site of WT
KSI and D103N mutant. The EE-GMFCC method has a high computational accuracy, which accounts
for almost all of the QM effects (electronic polarization, charge transfer and the many-body effect) in
a folded protein. However, it is still computationally demanding to obtain the converged time-average
electric field with the EE-GMFCC approach, and thus the single-snapshot approximation was adopted
for EE-GMFCC calculations. The QM calculations could provide the insight of the role of QM effect in
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the calculation of the electric fields by comparison with the force field, and it could also be used in
the assessment of the results of the force fields. The single-snapshot approximation was based on the
trajectories from QM/MM MD simulations. The time-average electric field (the red line in Figure S5 of
the Supplementary Materials) was firstly calculated with the charge model of the force field using the
conformations generated by QM/MM MD simulations (the calculated electric field as a function of
simulation time is shown in Figure S5). The structure whose electric field is closest to the time-average
value (the green cycle in Figure S5) was utilized for subsequent EE-GMFCC calculations. Comparing
with the results of QM/MM-FF, the calculated electric fields with the EE-GMFCC method (denoted
as “QM/MM-QM” in Table 1) became very close to the experimental data for both WT and D103N.
Therefore, the QM effects play significant roles in both the dynamic sampling of the protein structures
and the direct calculation of the electric fields.

3.2. Calculation of Electric Fields

It is essential to account for the QM effect in simulations of the electric field in the H-bond
environment. In this section, the electric fields that the C=O19-NT probe experiences in the wild-type
and three mutants (namely, D103N, Y16S, and D103L) are calculated with the EE-GMFCC method
and the empirical charge model of Amber ff99SB, respectively, based on the conformations sampled
from the QM/MM MD simulations. The experimental work [5] by Fried et al. shows that there are
distinct blue-shifts in the observed C=O19-NT VSE spectra, and increases of enzymatic unimolecular
free energy barrier of these three mutants with reference to the WT, making them ideal candidates
for theoretical investigation of the relationship between the electric field and the activation free
energy. The correlation between the calculated electric fields using the EE-GMFCC method with
single-snapshot approximation and the experimental values are plotted in Figure 4. For comparison,
the calculated electric field using the Amber ff99SB force field is also given in Figure 4. As can be seen
from the figure, the predicted electric fields of the WT and three mutants using Amber ff99SB were
all much smaller than the experimental results with a systematic shift. However, the calculated
electric field versus the experimental measurement showed a good linear relationship with the
correlation coefficient R2 = 0.91. The computed electric fields with the EE-GMFCC method for the
WT and the three mutants were consistently closer to the experimental data, as compared to those
of Amber ff99SB. It also showed a good linear relationship between the computed electric field and
the experimental observations with the correlation coefficient R2 = 0.96 for EE-GMFCC. Therefore,
the trends in computed electric fields for WT and three mutants were both in good agreement with the
experiment for EE-GMFCC and Amber ff99SB. It has been discussed in Section 3.1 that the calculated
electric field which C=O19-NT experiences becomes larger when the QM effect is taken into account.
When the electric field becomes larger, the C=O19-NT group would have stronger interactions with the
hydrogen bonding residues, which explains why the QM/MM simulation could better maintain the
H-bonds between residues 16, 103, and C=O19-NT than the classical MD simulation.

The predicted electric fields by EE-GMFCC are still smaller than the experiment for these four
systems. There are two possible reasons for this: first, the protocol for the EE-GMFCC calculation did
not include explicit conformational sampling at the QM level, due to the expensive computational cost,
and only one plausibly representative structure was selected; second, the experimental electric fields
estimated from the VSE spectra were based on the linear relationship of Equation (1), which may be
overestimated by around 10% owing to neglecting higher-order terms. This has been demonstrated
in the previous work based on the ab initio QM calculations of the vibrational frequency of the
probe under the external electric field [5]. However, by comparison of the electric fields between the
theoretical calculations and experimental measurement, we confirmed that the computed electric fields
with the EE-GMFCC method approximately reproduced the experimental observed electric fields in
the active site of KSI within an acceptable error range for WT and the three mutants. On the other
hand, the Amber ff99SB charge model could also give good relative changes of the electric field despite
the discrepancy in the absolute values as compared to the experimental results.
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Figure 4. Correlation of the electric fields between the experimental results and theoretical calculations
for wild-type and three variants (namely, D103N, Y16S, and D103L). The experimental values were
obtained from Fried et al. [5]. The snapshots were taken from QM/MM MD simulations. The results
calculated by EE-GMFCC are marked in red. The results calculated by the Amber ff99SB force filed are
marked in black. The best-fit lines for these two methods are given in the same colors with R2 = 0.96
(EE-GMFCC) and 0.91 (Amber ff99SB), respectively. The blue line represents the strict correlation curve.

3.3. Electrostatic Contribution to Catalysis in KSI

Accurate modeling the electric field with the QM computational protocol provides the opportunity
to critically assess the electrostatic contribution to the catalysis of KSI at the atomistic level.
The computed electric fields versus the activation energies of the WT and three mutants (The activation
energies of wild-type KSI and its variants were obtained from Fried et al. [5], which were estimated
from the experimental catalytic rate constant of kcat based on the transition state theory [60,61]) are
plotted in Figure 5. For comparison, the results based on Amber ff99SB are also plotted in this
figure. Linear correlations between activation energies and the electric fields are observed for both
EE-GMFCC and Amber ff99SB with the correlation coefficients (R2) of 0.95 and 0.94, respectively.
It has been suggested that the strong H-bonds between the residues 16 and 103, and the substrate
at the active site of KSI have a significant impact on its catalytic rate [5,6]. The linear correlation
relationship between the electric fields and the activation energies indicates that KSI mainly utilizes
the enormous electric field exerted by these short H-bonds to facilitate chemical reactions. Hence, the
physical basis of the electrostatic catalysis could be clearly explained in the isomerization reaction
that KSI catalyzes. The C=O group of the substrate would become negatively charged (C-O−), and
thus possesses a larger dipole moment due to the charge rearrangement in the step of formation of the
intermediate state (see Figure 1a,b). The intermediate state would have a stronger interaction with
the protein environment under the action of larger electric field along the C=O bond and become well
stabilized. As a result, the formation of the intermediate state is accelerated and the reaction rate is
enhanced. The activation free energies in wild-type KSI and its mutants are linearly correlated with the
magnitudes of the calculated electric fields, which provides a novel and efficient method for designing
enzymes with enhanced functions by increasing the electric field in the active site of the enzyme.



Molecules 2018, 23, 2410 11 of 16

Molecules 2018, 23, x FOR PEER REVIEW  10 of 15 

 

not include explicit conformational sampling at the QM level, due to the expensive computational 
cost, and only one plausibly representative structure was selected; second, the experimental electric 
fields estimated from the VSE spectra were based on the linear relationship of Equation (1), which 
may be overestimated by around 10% owing to neglecting higher-order terms. This has been 
demonstrated in the previous work based on the ab initio QM calculations of the vibrational 
frequency of the probe under the external electric field [5]. However, by comparison of the electric 
fields between the theoretical calculations and experimental measurement, we confirmed that the 
computed electric fields with the EE-GMFCC method approximately reproduced the experimental 
observed electric fields in the active site of KSI within an acceptable error range for WT and the three 
mutants. On the other hand, the Amber ff99SB charge model could also give good relative changes 
of the electric field despite the discrepancy in the absolute values as compared to the experimental 
results.  

3.3. Electrostatic Contribution to Catalysis in KSI 

Accurate modeling the electric field with the QM computational protocol provides the 
opportunity to critically assess the electrostatic contribution to the catalysis of KSI at the atomistic 
level. The computed electric fields versus the activation energies of the WT and three mutants (The 
activation energies of wild-type KSI and its variants were obtained from Fried et al. [5], which were 
estimated from the experimental catalytic rate constant of kcat based on the transition state theory 
[60,61]) are plotted in Figure 5. For comparison, the results based on Amber ff99SB are also plotted 
in this figure. Linear correlations between activation energies and the electric fields are observed for 
both EE-GMFCC and Amber ff99SB with the correlation coefficients (R2) of 0.95 and 0.94, respectively. 
It has been suggested that the strong H-bonds between the residues 16 and 103, and the substrate at 
the active site of KSI have a significant impact on its catalytic rate [5,6]. The linear correlation 
relationship between the electric fields and the activation energies indicates that KSI mainly utilizes 
the enormous electric field exerted by these short H-bonds to facilitate chemical reactions. Hence, the 
physical basis of the electrostatic catalysis could be clearly explained in the isomerization reaction 
that KSI catalyzes. The C=O group of the substrate would become negatively charged (C-O−), and 
thus possesses a larger dipole moment due to the charge rearrangement in the step of formation of 
the intermediate state (see Figure 1a,b). The intermediate state would have a stronger interaction with 
the protein environment under the action of larger electric field along the C=O bond and become well 
stabilized. As a result, the formation of the intermediate state is accelerated and the reaction rate is 
enhanced. The activation free energies in wild-type KSI and its mutants are linearly correlated with 
the magnitudes of the calculated electric fields, which provides a novel and efficient method for 
designing enzymes with enhanced functions by increasing the electric field in the active site of the 
enzyme.  

 
Figure 5. Correlation between the calculated electric fields and the free energy barriers for wild-type 
and variants of KSI. The experimental values (the activation energies of wild-type KSI and its variants) 
Figure 5. Correlation between the calculated electric fields and the free energy barriers for wild-type
and variants of KSI. The experimental values (the activation energies of wild-type KSI and its variants)
were obtained from Fried et al. [5], which were estimated from the experimental catalytic rate constant
of kcat by ∆G = −RT ln[kcat/(kBT/h)], where T = 293 K, R is the ideal gas constant, kB is the Boltzmann
constant, and h is the Planck constant. The best-fit lines are marked in red and black for calculations by
EE-GMFCC (R2 = 0.95) and the Amber ff99SB force field (R2 = 0.94), respectively.

The site-directed mutagenesis approach is widely utilized in theoretical and experimental studies
on enzymes. It is worth investigating the structural influences on local chemical environment from the
point mutation. In wild-type KSI, the C=O19-NT group forms two strong H-bonds with TYR16 and
ASP103; in D103N mutant, one of the H-bonds previously formed between ASP103 and C=O19-NT in
WT is replaced by the H-bond formed between ASN103 and C=O19-NT, in the Y16S mutant, the H-bond
formed by TYR16 and C=O19-NT is removed as compared to WT, and in D103L mutant, the H-bond
formed by ASP103 and C=O19-NT is removed. The structures of the H-bond networks for WT and three
mutants are shown in Figure S6 of the Supplementary Materials. To investigate whether the change
of one of the H-bonds impacts the local hydrogen bonding structure of another, the distributions of
H-bond lengths in 40 ps QM/MM MD simulations for WT and three mutants are plotted in Figure 6.
As one can see from the figure that the distributions of H-bond length of OTYR16· · ·O19-NT are very
similar in WT, D103N and D103L. Moreover, the distributions of the distance OASP103· · ·O19-NT are
also very close in the WT and the Y16S mutant. On the other hand, the distribution of H-bond length
of OASN103· · ·O19-NT in the D103N mutant has an apparent shift to a longer distance as compared to
that of OASP103· · ·O19-NT in WT, indicating that the H-bond becomes weaker due to mutation of Asp
to Asn. These results show that the change of one H-bond has little impact on the H-bonding structure
of another in the active site of KSI.
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Figure 6. Distribution of hydrogen bond lengths (A) between the O atom of Tyr16 (@Tyr16-OH) and the
O atom of the C=O group in 19-NT (OC-@19NT), (B) between the O atom of Asp103 (@Asp103-OH) and
O atom of the C=O group in 19-NT (OC-@19NT) and between the N atom of Asn103 (@ASN103-NH)
and O atom of the C=O group in 19-NT (OC-@19NT).

3.4. Decomposition of the Electric Field

The decomposed time-average electric fields of residues 16, 103, and 40 are listed in Table 2.
The calculations of the electric fields utilized the charge model of Amber ff99SB based on the trajectories
from QM/MM MD simulations. As discussed in Section 3.2, although the computed electric fields
with Amber ff99SB were smaller than the experimental values for WT and the three mutants, the trend
in the change of the computed electric field was consistent with the experiment; thus, the calculations
based on Amber ff99SB can give reliable qualitative analysis. As shown in Table 2, the electric fields
exerted by the residue 16 in WT, D103N, and D103L were approximately equal. Moreover, the electric
fields exerted by the residue 103 in WT and Y16S were also very close. It indicates that the change in
electric field was mainly caused by the point mutation itself, for these three mutants (D103N, Y16S,
and D103L). From the decomposition of electric fields, it also shows that only residues 16, 103, and 40
would exert a large electric field (>20 MV/cm) onto the C=O19-NT group, the electric fields exerted
by other residues were all relatively small. The sum of the electric fields from residues 16, 103, and
40 (denoted as “Sum of 3RS” in Table 2) were very close to the total electric field exerted by the
protein and solvent. Furthermore, residues 16 and 103 contributed 72–88% of the total electric field for
these four systems, implying that these two residues played a leading role in the catalytic rate of KSI.
The contributions of the solvent to the total electric field that C=O19-NT experiences were approximately
the same in WT and the three mutants, showing that these three mutations had little impact on the
solvent environment near the active site.



Molecules 2018, 23, 2410 13 of 16

Table 2. The calculated average electric fields on the C=O group of 19-NT (in MV/cm) exerted by
residues 16, 103, 40, and the solvent in wild-type and variants (D103N, Y16S, D103L) of KSI. “Sum
of 3RS” denotes the sum of the electric field exerted by the three residues 16, 103 and 40. “Sum of
ARS” denotes the sum of the electric field exerted by all residues in protein and solvent. “Solvent”
denotes the electric field exerted by solvent. The electric field is calculated using the Amber ff99SB
charge model from QM/MM MD sampling.

WT D103N Y16S D103L

RES 16 −47 −46 −2 −45
RES 103 −52 −36 −51 −4
RES 40 −26 −29 −22 −23

Sum of 3RS −125 −111 −75 −72
Sum of ARS −124 −93 −74 −66

Solvent 7 10 8 9

4. Conclusions

The ab initio QM/MM MD simulations were performed to calculate the electric field mainly
exerted by H-bonds in the active site of KSI. By comparing with the simulations using the classical force
field, we found that the H-bonds would be dynamically stabilized by the QM electronic polarization
effect, which plays an important role in accurate calculations of the electric field. The electric
fields of wild-type KSI and three variants were calculated using the EE-GMFCC method and the
point charge model of the Amber ff99SB force field based on the configurations from QM/MM MD
simulations, respectively. The calculated electric fields by EE-GMFCC were in good agreement with
the experimental observations, while the results calculated with the Amber ff99SB force field are all
much smaller than the experimental values. In spite of this, based on QM/MM sampling, both the
EE-GMFCC method and the Amber ff99SB charge model could provide correct trends in the change of
the computed electric fields for the wild type KSI and its three variants.

By comparing the computed electric fields with the activation energies of these four proteins,
a linear correlation relationship between these two physical properties is observed. The detailed
structural analysis indicates that the point mutations in the three variants has minor impacts on the
overall protein structure and the solvent environment. The change of electric fields in the three variants
with respect to the wild type is mainly caused by the mutated residue itself. The electric field that
plays a leading role in catalytic rate of KSI is mainly exerted by residues 16 and 103. This study
presents a computational protocol for the accurate calculation of the electric field in the active site of
the enzyme, and also provides a theoretical foundation supporting the link between electric fields and
enzyme catalysis.

Supplementary Materials: The following are available online. The atomic structures of capped fragment,
conjugate cap, and Gconcaps of the EE-GMFCC scheme. The calculated electric field with the charge model of
Amber ff99SB as a function of MM and QM/MM MD simulation time. The key H-bond length as a function of
MM and QM/MM MD simulation time. Structures of hydrogen bonding network of the active site of KSI for wild
type and three mutants D103N, Y16S, and D103L.

Author Contributions: Conceptualization, X.H.; Methodology, X.W. and X.H.; Software, X.W. and X.H.; Validation,
X.W.; Formal Analysis, X.W. and X.H.; Writing-Original Draft Preparation, X.W.; Writing-Review & Editing,
X.W. and X.H.; Supervision, X.H.; Project Administration, X.H.; Funding Acquisition, X.W. and X.H.

Funding: This research was funded by the National Key R&D Program of China (Grant No. 2016YFA0501700),
the National Natural Science Foundation of China (Grant Nos. 21703206, 21673074, and 21761132022), Zhejiang
Provincial Natural Science Foundation (Grant No. LY17B030008), Shanghai Municipal Natural Science Foundation
(Grant No. 18ZR1412600), Young Top-Notch Talent Support Program of Shanghai, and NYU-ECNU Center for
Computational Chemistry at NYU Shanghai.

Acknowledgments: We thank the Supercomputer Center of East China Normal University for providing us
computational time.



Molecules 2018, 23, 2410 14 of 16

Conflicts of Interest: The authors declare no conflict of interest. The funding sponsors had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, and in the
decision to publish the results.

References

1. Hilvert, D. Critical analysis of antibody catalysis. Annu. Rev. Biochem. 2000, 69, 751–793. [CrossRef]
[PubMed]

2. Warshel, A.; Sharma, P.K.; Kato, M.; Xiang, Y.; Liu, H.; Olsson, M.H. Electrostatic basis for enzyme catalysis.
Chem. Rev. 2006, 106, 3210–3235. [CrossRef] [PubMed]

3. Aragonès, A.C.; Haworth, N.L.; Darwish, N.; Ciampi, S.; Bloomfield, N.J.; Wallace, G.G.; Diez-Perez, I.;
Coote, M.L. Electrostatic catalysis of a Diels–Alder reaction. Nature 2016, 531, 88–91. [CrossRef] [PubMed]

4. Fried, S.D.; Boxer, S.G. Measuring Electric Fields and Noncovalent Interactions Using the Vibrational Stark
Effect. Acc. Chem. Res. 2015, 48, 998–1006. [CrossRef] [PubMed]

5. Fried, S.D.; Bagchi, S.; Boxer, S.G. Extreme electric fields power catalysis in the active site of ketosteroid
isomerase. Science 2014, 346, 1510–1514. [CrossRef] [PubMed]

6. Wu, Y.F.; Boxer, S.G. A Critical Test of the Electrostatic Contribution to Catalysis with Noncanonical Amino
Acids in Ketosteroid Isomerase. J. Am. Chem. Soc. 2016, 138, 11890–11895. [CrossRef] [PubMed]

7. Schneider, S.H.; Boxer, S.G. Vibrational Stark Effects of Carbonyl Probes Applied to Reinterpret IR and
Raman Data for Enzyme Inhibitors in Terms of Electric Fields at the Active Site. J. Phys. Chem. B 2016, 120,
9672–9684. [CrossRef] [PubMed]

8. Wang, X.W.; Zhang, J.Z.H.; He, X. Ab initio Quantum Mechanics/Molecular Mechanics Molecular Dynamics
Simulation of CO in the Heme Distal Pocket of Myoglobin. Chin. J. Chem. Phys. 2017, 30, 705–716. [CrossRef]

9. Park, E.S.; Andrews, S.S.; Hu, R.B.; Boxer, S.G. Vibrational stark spectroscopy in proteins: A probe and
calibration for electrostatic fields. J. Phys. Chem. B 1999, 103, 9813–9817. [CrossRef]

10. Nienhaus, K.; Olson, J.S.; Franzen, S.; Nienhaus, G.U. The origin of stark splitting in the initial photoproduct
state of MbCO. J. Am. Chem. Soc. 2005, 127, 40–41. [CrossRef] [PubMed]

11. Plattner, N.; Meuwly, M. The role of higher CO-multipole moments in understanding the dynamics of
photodissociated carbonmonoxide in myoglobin. Biophys. J. 2008, 94, 2505–2515. [CrossRef] [PubMed]

12. Wang, X.W.; He, X.; Zhang, J.Z.H. Predicting Mutation-Induced Stark Shifts in the Active Site of a Protein
with a Polarized Force Field. J. Phys. Chem. A 2013, 117, 6015–6023. [CrossRef] [PubMed]

13. Xu, L.; Cohen, A.E.; Boxer, S.G. Electrostatic Fields near the Active Site of Human Aldose Reductase: 2.
New Inhibitors and Complications Caused by Hydrogen Bonds. Biochemistry 2011, 50, 8311–8322. [CrossRef]
[PubMed]

14. Kraft, M.L.; Weber, P.K.; Longo, M.L.; Hutcheon, I.D.; Boxer, S.G. Phase separation of lipid membranes
analyzed with high-resolution secondary ion mass spectrometry. Science 2006, 313, 1948–1951. [CrossRef]
[PubMed]

15. Webb, L.J.; Boxer, S.G. Electrostatic fields near the active site of human aldose reductase: 1. New inhibitors
and vibrational stark effect measurements. Biochemistry 2008, 47, 1588–1598. [CrossRef] [PubMed]

16. Wang, X.W.; Zhang, J.Z.H.; He, X. Quantum mechanical calculation of electric fields and vibrational Stark
shifts at active site of human aldose reductase. J. Chem. Phys. 2015, 143, 184111. [CrossRef] [PubMed]

17. Andrews, S.S.; Boxer, S.G. Vibrational stark effects of nitriles I. Methods and experimental results. J. Phys.
Chem. A 2000, 104, 11853–11863. [CrossRef]

18. Choi, J.-H.; Oh, K.-I.; Lee, H.; Lee, C.; Cho, M. Nitrile and thiocyanate IR probes: Quantum chemistry
calculation studies and multivariate least-square fitting analysis. J. Chem. Phys. 2008, 128, 134506. [CrossRef]
[PubMed]

19. Choi, J.-H.; Cho, M. Vibrational solvatochromism and electrochromism of infrared probe molecules
containing C≡O, C≡N, C=O, or C−F vibrational chromophore. J. Chem. Phys. 2011, 134, 154513. [CrossRef]
[PubMed]

20. Fried, S.D.; Bagchi, S.; Boxer, S.G. Measuring Electrostatic Fields in Both Hydrogen-Bonding and
Non-Hydrogen-Bonding Environments Using Carbonyl Vibrational Probes. J. Am. Chem. Soc. 2013,
135, 11181–11192. [CrossRef] [PubMed]

21. Radzicka, A.; Wolfenden, R. A proficient enzyme. Science 1995, 267, 90–93. [CrossRef] [PubMed]

http://dx.doi.org/10.1146/annurev.biochem.69.1.751
http://www.ncbi.nlm.nih.gov/pubmed/10966475
http://dx.doi.org/10.1021/cr0503106
http://www.ncbi.nlm.nih.gov/pubmed/16895325
http://dx.doi.org/10.1038/nature16989
http://www.ncbi.nlm.nih.gov/pubmed/26935697
http://dx.doi.org/10.1021/ar500464j
http://www.ncbi.nlm.nih.gov/pubmed/25799082
http://dx.doi.org/10.1126/science.1259802
http://www.ncbi.nlm.nih.gov/pubmed/25525245
http://dx.doi.org/10.1021/jacs.6b06843
http://www.ncbi.nlm.nih.gov/pubmed/27545569
http://dx.doi.org/10.1021/acs.jpcb.6b08133
http://www.ncbi.nlm.nih.gov/pubmed/27541577
http://dx.doi.org/10.1063/1674-0068/30/cjcp1709169
http://dx.doi.org/10.1021/jp992329g
http://dx.doi.org/10.1021/ja0466917
http://www.ncbi.nlm.nih.gov/pubmed/15631438
http://dx.doi.org/10.1529/biophysj.107.120519
http://www.ncbi.nlm.nih.gov/pubmed/18178640
http://dx.doi.org/10.1021/jp312063h
http://www.ncbi.nlm.nih.gov/pubmed/23517423
http://dx.doi.org/10.1021/bi200930f
http://www.ncbi.nlm.nih.gov/pubmed/21859105
http://dx.doi.org/10.1126/science.1130279
http://www.ncbi.nlm.nih.gov/pubmed/17008528
http://dx.doi.org/10.1021/bi701708u
http://www.ncbi.nlm.nih.gov/pubmed/18205401
http://dx.doi.org/10.1063/1.4935176
http://www.ncbi.nlm.nih.gov/pubmed/26567650
http://dx.doi.org/10.1021/jp002242r
http://dx.doi.org/10.1063/1.2844787
http://www.ncbi.nlm.nih.gov/pubmed/18397076
http://dx.doi.org/10.1063/1.3580776
http://www.ncbi.nlm.nih.gov/pubmed/21513401
http://dx.doi.org/10.1021/ja403917z
http://www.ncbi.nlm.nih.gov/pubmed/23808481
http://dx.doi.org/10.1126/science.7809611
http://www.ncbi.nlm.nih.gov/pubmed/7809611


Molecules 2018, 23, 2410 15 of 16

22. Pollack, R.M. Enzymatic mechanisms for catalysis of enolization: Ketosteroid isomerase. Bioorg. Chem. 2004,
32, 341–353. [CrossRef] [PubMed]

23. Ji, C.; Mei, Y.; Zhang, J.Z. Developing polarized protein-specific charges for protein dynamics: MD free
energy calculation of pK a shifts for Asp 26/Asp 20 in Thioredoxin. Biophys. J. 2008, 95, 1080–1088. [CrossRef]
[PubMed]

24. Duan, L.L.; Mei, Y.; Zhang, D.; Zhang, Q.G.; Zhang, J.Z. Folding of a helix at room temperature is critically
aided by electrostatic polarization of intraprotein hydrogen bonds. J. Am. Chem. Soc. 2010, 132, 11159–11164.
[CrossRef] [PubMed]

25. Wang, J.; Cieplak, P.; Li, J.; Wang, J.; Cai, Q.; Hsieh, M.; Lei, H.; Luo, R.; Duan, Y. Development of polarizable
models for molecular mechanical calculations II: Induced dipole models significantly improve accuracy of
intermolecular interaction energies. J. Phys. Chem. B 2011, 115, 3100–3111. [CrossRef] [PubMed]

26. Duan, L.L.; Gao, Y.; Mei, Y.; Zhang, Q.G.; Tang, B.; Zhang, J.Z. Folding of a helix is critically stabilized by
polarization of backbone hydrogen bonds: Study in explicit water. J. Phys. Chem. B 2012, 116, 3430–3435.
[CrossRef] [PubMed]

27. Duan, L.L.; Zhu, T.; Zhang, Q.G.; Tang, B.; Zhang, J.Z. Electronic polarization stabilizes tertiary structure
prediction of HP-36. J. Mol. Model. 2014, 20, 1–19. [CrossRef] [PubMed]

28. Ji, C.; Mei, Y. Some practical approaches to treating electrostatic polarization of proteins. Acc. Chem. Res.
2014, 47, 2795–2803. [CrossRef] [PubMed]

29. DeLano, W.L. The PyMOL Molcular Graphics System, version 1.5.0.1; DeLano Scientific: San Carlos, CA,
USA, 2012.

30. Case, D.A.; Cheatham, T.E.; Darden, T.; Gohlke, H.; Luo, R.; Merz, K.M.; Onufriev, A.; Simmerling, C.;
Wang, B.; Woods, R.J. The Amber biomolecular simulation programs. J. Comput. Chem. 2005, 26, 1668–1688.
[CrossRef] [PubMed]

31. Wang, J.M.; Wang, W.; Kollman, P.A.; Case, D.A. Automatic atom type and bond type perception in molecular
mechanical calculations. J. Mol. Graph. Model. 2006, 25, 247–260. [CrossRef] [PubMed]

32. Wang, J.M.; Wolf, R.M.; Caldwell, J.W.; Kollman, P.A.; Case, D.A. Development and testing of a general
amber force field. J. Comput. Chem. 2004, 25, 1157–1174. [CrossRef] [PubMed]

33. Bayly, C.I.; Cieplak, P.; Cornell, W.D.; Kollman, P.A. A Well-behaved Electrostatic Potential Based Method
Using Charge Restraints for Deriving Atomic Charges: The RESP Model. J. Phys. Chem. 1993, 97, 10269–10280.
[CrossRef]

34. Ryckaert, J.-P.; Ciccotti, G.; Berendsen, H.J. Numerical integration of the cartesian equations of motion of
a system with constraints: Molecular dynamics of n-alkanes. J. Comput. Phys. 1977, 23, 327–341. [CrossRef]

35. Darden, T.; York, D.; Pedersen, L. Particle mesh Ewald: An N·log (N) method for Ewald sums in large
systems. J. Chem. Phys. 1993, 98, 10089–10092. [CrossRef]

36. Pastor, R.W.; Brooks, B.R.; Szabo, A. An analysis of the accuracy of Langevin and molecular dynamics
algorithms. Mol. Phys. 1988, 65, 1409–1419. [CrossRef]

37. Zhao, Y.; Truhlar, D.G. The M06 suite of density functionals for main group thermochemistry, thermochemical
kinetics, noncovalent interactions, excited states, and transition elements: Two new functionals and
systematic testing of four M06-class functionals and 12 other functionals. Theor. Chem. Acc. 2008, 120,
215–241.

38. Walker, M.; Harvey, A.J.A.; Sen, A.; Dessent, C.E.H. Performance of M06, M06-2X, and M06-HF Density
Functionals for Conformationally Flexible Anionic Clusters: M06 Functionals Perform Better than B3LYP
for a Model System with Dispersion and Ionic Hydrogen-Bonding Interactions. J. Phys. Chem. A 2013, 117,
12590–12600. [CrossRef] [PubMed]

39. Riley, K.E.; Pitonak, M.; Cerny, J.; Hobza, P. On the Structure and Geometry of Biomolecular Binding Motifs
(Hydrogen-Bonding, Stacking, X−H···π): WFT and DFT Calculations. J. Chem. Theory Comput. 2010, 6, 66–80.
[CrossRef] [PubMed]

40. Field, M.J.; Bash, P.A.; Karplus, M. A Combined Quantum Mechanical and Molecular Mechanical Potential
for Molecular Dynamics Simulations. J. Comput. Chem. 1990, 11, 700–733. [CrossRef]

41. Latouche, C.; Akdas-Kilig, H.; Malval, J.P.; Fillaut, J.L.; Boucekkine, A.; Barone, V. Theoretical evidence
of metal-induced structural distortions in a series of bipyrimidine-based ligands. Dalton Trans. 2015, 44,
506–510. [CrossRef] [PubMed]

http://dx.doi.org/10.1016/j.bioorg.2004.06.005
http://www.ncbi.nlm.nih.gov/pubmed/15381400
http://dx.doi.org/10.1529/biophysj.108.131110
http://www.ncbi.nlm.nih.gov/pubmed/18645195
http://dx.doi.org/10.1021/ja102735g
http://www.ncbi.nlm.nih.gov/pubmed/20698682
http://dx.doi.org/10.1021/jp1121382
http://www.ncbi.nlm.nih.gov/pubmed/21391583
http://dx.doi.org/10.1021/jp212516g
http://www.ncbi.nlm.nih.gov/pubmed/22369598
http://dx.doi.org/10.1007/s00894-014-2195-7
http://www.ncbi.nlm.nih.gov/pubmed/24715046
http://dx.doi.org/10.1021/ar500094n
http://www.ncbi.nlm.nih.gov/pubmed/24883956
http://dx.doi.org/10.1002/jcc.20290
http://www.ncbi.nlm.nih.gov/pubmed/16200636
http://dx.doi.org/10.1016/j.jmgm.2005.12.005
http://www.ncbi.nlm.nih.gov/pubmed/16458552
http://dx.doi.org/10.1002/jcc.20035
http://www.ncbi.nlm.nih.gov/pubmed/15116359
http://dx.doi.org/10.1021/j100142a004
http://dx.doi.org/10.1016/0021-9991(77)90098-5
http://dx.doi.org/10.1063/1.464397
http://dx.doi.org/10.1080/00268978800101881
http://dx.doi.org/10.1021/jp408166m
http://www.ncbi.nlm.nih.gov/pubmed/24147965
http://dx.doi.org/10.1021/ct900376r
http://www.ncbi.nlm.nih.gov/pubmed/26614320
http://dx.doi.org/10.1002/jcc.540110605
http://dx.doi.org/10.1039/C4DT03291H
http://www.ncbi.nlm.nih.gov/pubmed/25434809


Molecules 2018, 23, 2410 16 of 16

42. Frisch, M.J.; Trucks, G.W.; Schlegel, H.B.; Scuseria, G.E.; Robb, M.A.; Cheeseman, J.R.; Scalmani, G.; Barone, V.;
Mennucci, B.; Petersson, G.A.; et al. Gaussian 09, revision B.01; Gaussian, Inc.: Wallingford, CT, USA, 2010.

43. Schutz, C.N.; Warshel, A. What are the dielectric “constants” of proteins and how to validate electrostatic
models? Proteins Struct. Funct. Bioinform. 2001, 44, 400–417. [CrossRef] [PubMed]

44. He, X.; Zhang, J.Z.H. A new method for direct calculation of total energy of protein. J. Chem. Phys. 2005,
122, 031103. [CrossRef] [PubMed]

45. He, X.; Zhang, J.Z.H. The generalized molecular fractionation with conjugate caps/molecular mechanics
method for direct calculation of protein energy. J. Chem. Phys. 2006, 124, 184703. [CrossRef] [PubMed]

46. Wang, X.; Liu, J.; Zhang, J.Z.; He, X. Electrostatically embedded generalized molecular fractionation with
conjugate caps method for full quantum mechanical calculation of protein energy. J. Phys. Chem. A 2013, 117,
7149–7161. [CrossRef] [PubMed]

47. Jia, X.Y.; Wang, X.W.; Liu, J.F.; Zhang, J.Z.H.; Mei, Y.; He, X. An improved fragment-based quantum
mechanical method for calculation of electrostatic solvation energy of proteins. J. Chem. Phys. 2013, 139,
214104. [CrossRef] [PubMed]

48. He, X.; Zhu, T.; Wang, X.; Liu, J.; Zhang, J.Z. Fragment quantum mechanical calculation of proteins and its
applications. Acc. Chem. Res. 2014, 47, 2748–2757. [CrossRef] [PubMed]

49. Collins, M.A.; Bettens, R.P. Energy-based molecular fragmentation methods. Chem. Rev. 2015, 115, 5607–5642.
[CrossRef] [PubMed]

50. Liu, J.F.; Wang, X.W.; Zhang, J.Z.H.; He, X. Calculation of protein-ligand binding affinities based on
a fragment quantum mechanical method. RSC Adv. 2015, 5, 107020–107030. [CrossRef]

51. Liu, J.F.; Zhu, T.; Wang, X.W.; He, X.; Zhang, J.Z.H. Quantum Fragment Based ab Initio Molecular Dynamics
for Proteins. J. Chem. Theory Comput. 2015, 11, 5897–5905. [CrossRef] [PubMed]

52. Liu, J.F.; Zhang, J.Z.H.; He, X. Fragment quantum chemical approach to geometry optimization and
vibrational spectrum calculation of proteins. Phys. Chem. Chem. Phys. 2016, 18, 1864–1875. [CrossRef]
[PubMed]

53. Jin, X.S.; Zhang, J.Z.H.; He, X. Full QM Calculation of RNA Energy Using Electrostatically Embedded
Generalized Molecular Fractionation with Conjugate Caps Method. J. Phys. Chem. A 2017, 121, 2503–2514.
[CrossRef] [PubMed]

54. Wang, Y.Q.; Liu, J.F.; Li, J.J.; He, X. Fragment-based quantum mechanical calculation of protein-protein
binding affinities. J. Comput. Chem. 2018, 39, 1617–1628. [CrossRef] [PubMed]

55. Wang, X.W.; Li, Y.; Gao, Y.; Yang, Z.J.; Lu, C.H.; Zhu, T. A quantum mechanical computational method for
modeling electrostatic and solvation effects of protein. Sci. Rep. 2018, 8, 5475. [CrossRef] [PubMed]

56. Cornell, W.D.; Cieplak, P.; Bayly, C.I.; Kollman, P.A. Application of RESP Charges to Calculate
Conformational Energies, Hydrogen Bond Energies, and Free Energies of Solvation. J. Am. Chem. Soc.
1993, 115, 9620–9631. [CrossRef]

57. Sandberg, D.J.; Rudnitskaya, A.N.; Gascon, J.A. QM/MM Prediction of the Stark Shift in the Active Site of
a Protein. J. Chem. Theory Comput. 2012, 8, 2817–2823. [CrossRef] [PubMed]

58. Duan, L.L.; Feng, G.Q.; Zhang, Q.G. Large-scale molecular dynamics simulation: Effect of polarization on
thrombin-ligand binding energy. Sci. Rep. 2016, 6, 31488. [CrossRef] [PubMed]

59. Suydam, I.T.; Snow, C.D.; Pande, V.S.; Boxer, S.G. Electric fields at the active site of an enzyme: Direct
comparison of experiment with theory. Science 2006, 313, 200–204. [CrossRef] [PubMed]

60. Fuxreiter, M.; Warshel, A. Origin of the catalytic power of acetylcholinesterase: Computer simulation studies.
J. Am. Chem. Soc. 1998, 120, 183–194. [CrossRef]

61. Quinn, D.M. Acetylcholinesterase: Enzyme structure, reaction dynamics, and virtual transition states.
Chem. Rev. 1987, 87, 955–979. [CrossRef]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

http://dx.doi.org/10.1002/prot.1106
http://www.ncbi.nlm.nih.gov/pubmed/11484218
http://dx.doi.org/10.1063/1.1849132
http://www.ncbi.nlm.nih.gov/pubmed/15740185
http://dx.doi.org/10.1063/1.2194535
http://www.ncbi.nlm.nih.gov/pubmed/16709127
http://dx.doi.org/10.1021/jp400779t
http://www.ncbi.nlm.nih.gov/pubmed/23452268
http://dx.doi.org/10.1063/1.4833678
http://www.ncbi.nlm.nih.gov/pubmed/24320361
http://dx.doi.org/10.1021/ar500077t
http://www.ncbi.nlm.nih.gov/pubmed/24851673
http://dx.doi.org/10.1021/cr500455b
http://www.ncbi.nlm.nih.gov/pubmed/25843427
http://dx.doi.org/10.1039/C5RA20185C
http://dx.doi.org/10.1021/acs.jctc.5b00558
http://www.ncbi.nlm.nih.gov/pubmed/26642993
http://dx.doi.org/10.1039/C5CP05693D
http://www.ncbi.nlm.nih.gov/pubmed/26686896
http://dx.doi.org/10.1021/acs.jpca.7b00859
http://www.ncbi.nlm.nih.gov/pubmed/28264557
http://dx.doi.org/10.1002/jcc.25236
http://www.ncbi.nlm.nih.gov/pubmed/29707784
http://dx.doi.org/10.1038/s41598-018-23783-8
http://www.ncbi.nlm.nih.gov/pubmed/29615707
http://dx.doi.org/10.1021/ja00074a030
http://dx.doi.org/10.1021/ct300409t
http://www.ncbi.nlm.nih.gov/pubmed/26592122
http://dx.doi.org/10.1038/srep31488
http://www.ncbi.nlm.nih.gov/pubmed/27507430
http://dx.doi.org/10.1126/science.1127159
http://www.ncbi.nlm.nih.gov/pubmed/16840693
http://dx.doi.org/10.1021/ja972326m
http://dx.doi.org/10.1021/cr00081a005
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	Computational Approaches 
	QM/MM MD Simulations of the Wild-Type and Mutants of KSI 
	Calculations of the Electric Field with the Amber ff99SB Force Field 
	Calculations of the Electric Field with the EE-GMFCC Method 
	Classical MD Simulation and Calculation of the Electric Fields 

	Results and Discussion 
	The QM Effect is Important for Description of the Electrostatics in H-Bonding Environment 
	Calculation of Electric Fields 
	Electrostatic Contribution to Catalysis in KSI 
	Decomposition of the Electric Field 

	Conclusions 
	References

