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Abstract—Almost 25% of COVID-19 patients end up in
ICU needing critical mechanical ventilation support. There
is currently no validated objective way to predict which
patients will end up needing ventilator support, when the
disease is mild and not progressed. N = 869 patients from
two sites (D1: N = 822, D2: N = 47) with baseline clinical
characteristics and chest CT scans were considered for this
study. The entire dataset was randomly divided into 70%
training, D1

train (N = 606) and 30% test-set (Dtest: D1
test (N

= 216) + D2 (N = 47)). An expert radiologist delineated
ground-glass-opacities (GGOs) and consolidation regions
on a subset of D1

train, (D1
train_sub, N = 88). These regions

were automatically segmented and used along with their
corresponding CT volumes to train an imaging AI predictor
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(AIP) on D1
train to predict the need of mechanical ventilators

for COVID-19 patients. Finally, top five prognostic clinical
factors selected using univariate analysis were integrated
with AIP to construct an integrated clinical and AI imag-
ing nomogram (ClAIN). Univariate analysis identified lac-
tate dehydrogenase, prothrombin time, aspartate amino-
transferase, %lymphocytes, albumin as top five prognostic
clinical features. AIP yielded an AUC of 0.81 on Dtest and
was independently prognostic irrespective of other clinical
parameters on multivariable analysis (p<0.001). ClAIN im-
proved the performance over AIP yielding an AUC of 0.84
(p = 0.04) on Dtest. ClAIN outperformed AIP in predicting
which COVID-19 patients ended up needing a ventilator. Our
results across multiple sites suggest that ClAIN could help
identify COVID-19 with severe disease more precisely and
likely to end up on a life-saving mechanical ventilation.

Index Terms—Convolutional neural networks, COVID-19,
deep learning, nomograms, prognosis, ventilator.

I. INTRODUCTION

THE CORONAVIRUS Disease of 2019 (COVID-19) caused
by novel Severe Acute Respiratory Syndrome Coronavirus

2 (SARS-Cov-2) is an ongoing pandemic which has led to
widespread deaths in patients who are older (usually over 65
years [1]) with significant comorbidities especially susceptible
[2], [3].

Multiple studies have shown the presence of lung changes
in CT scans in some COVID-19+ patients who initially tested
negative for the virus on Reverse transcription polymerase chain
reaction (RT-PCR) [4]. CT is currently recommended in patients
with COVID-19 exhibiting moderate to severe clinical features
or worsening respiratory status features as well as for treatment
monitoring [5].

Artificial intelligence (AI) approaches on CT scans, including
convolutional neural network (CNN) based deep-learning (DL)
approaches have recently been proposed for detecting COVID-
19 even in the asymptomatic stage [6], [7]. The majority of
these studies were limited to being single-site, typically devel-
oped on imaging alone, and focused on automated diagnosis or
differentiation as opposed to severity assessment or prognosis
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Fig. 1. Patient flow chart including patient enrollment, eligibility and exclusion criteria and allocation of the data into different splits (training,
internal validation and external validation).

of COVID-19. Identifying those patients at an earlier disease
presentation who would progress on to more aggressive disease
and hence would need mechanical ventilation would decrease
disease progression and mortality.

In this work, we present a novel first of its kind hybrid AI
approach combining DL on CT scans at diagnosis (RT-PCR pos-
itivity) as well as clinical factors to construct an integrated imag-
ing and clinical nomogram (ClAIN) to predict which COVID-19
patients would have a severe disease phenotype and end up need-
ing invasive mechanical ventilation. The presented approach
is fully automated, where a U-Net based CNN is first used
to segment ground glass opacities (GGOs) and consolidation
regions. Subsequently a second network, a 3D CNN, is used to
capture image representations from the areas identified by the
first network, followed by the integration of the imaging features
with the clinical parameters. The models were trained on D1

train

(N = 606 patients) and evaluated on data from two different
sites (Dtest: D1

test (N = 216) + D2 (N = 47)). The integrated
nomogram ClAIN was compared with the imaging AI predictor
(AIP) and clinical AI predictor (ACP) models built using only
CT imaging and clinical features respectively.

II. MATERIALS AND METHODS

A. Patients

The retrospective chart review study was approved by the
Institutional Review Board committee of record at University
Hospitals, Cleveland and Ethics committee of the Renmin Hos-
pital of Wuhan University (ethics number: V1.0), and the need
for the written consent was waived. Following the inclusion and
exclusion criteria (Fig. 1), the study included D1 (N = 822)
patients, from Renmin hospital of Wuhan University, Hubei
General Hospital and D2 (N= 47) patients from University Hos-
pitals, Cleveland. A stratified random sampling was performed
to split the data into 70% training, D1

train (N = 606) and 30%
test set Dtest (D1

test (N = 216) + D2 (N = 47)). The patients
were acquired by consecutive chart review for patients who
were seen between 1 January and 10 June 2020. The baseline
clinical characteristics and chest CT scans was acquired for
all the patients. The CT examinations included GE medical
systems, United Imaging Healthcare, Philips and SIEMENS
manufacturers with standard chest imaging protocol (the patient
placed in supine position, and helical scanning performed during
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breath hold at end inspiration). The scan parameters include
120 kVp, automatic tube current modulation and slice thick-
nesses ranging from 2 mm to 5 mm. Additional details of the
chest CT acquisition parameters are provided in SUPPLEMEN-
TARY TABLE I.

B. Detection and Segmentation of Lung Lesions on the
Baseline Chest CT Scans of COVID-19 Patients

An expert radiologist with 14 years of experience delin-
eated GGOs and consolidation regions on a subset of D1

train

(D1
train_sub, N = 88) and a subset of D1

test (D1
test_sub, N = 96

patients). A CNN with U-Net architecture [8] (Supplementary
Fig. 1) was employed to segment out these regions in the lung
on the baseline chest CT scans.

A previously used automatic lung segmentation method uti-
lizing watershed transform [9] was used to segment out and crop
the CT volume around the regions of the lung. Each 2D slice of
the cropped volume was resized to a shape of 256x320 and parts
of the lung region (right, left) were given as separate inputs
(input size: 256x160) to the network to segment GGOs and
consolidation regions (see supplementary section, Appendix A,
for further data pre-processing and data augmentation details).

C. A Deep Learning Network on Chest CT Scans for
Predicting the Need for Mechanical Ventilation in
COVID-19 Patients

A 3D CNN [10] with 6 convolutional layers and 3 dense layers
(Supplementary Fig. 2) was used to construct an imaging AI
predictor (AIP). The network consisted of two distinct input
channels with CT volume cropped around the lung region being
the first input and the corresponding volume of automatically
segmented binary segmentations of GGOs and consolidations
being the second. The details of the network initialization pa-
rameters, hyper-parameters and the programming software /
platform used to build the DL framework is provided in the
supplementary section (Appendix B, C).

D. Evaluation Metrics and Statistical Analysis

Performance of detection and segmentation of GGOs and
consolidation regions: Dice Similarity Coefficient (DSC) was
used to evaluate the voxel wise segmentation performance as
compared to an expert radiologist reader.

Performance of the classifiers in predicting which COVID-19
patients would end up needing invasive mechanical ventilation:
The outcome of interest was disease severity as invasive mechan-
ical ventilation/ECMO/death vs. no invasive ventilator support
(no respiratory distress, oxygen supplementation, non-invasive
ventilation).

The receiver operating characteristic (ROC) analysis with
sensitivity, specificity, Area under ROC curve (AUC) and
positive predictive value (PPV) as performance metrics was
used to evaluate the accuracy of detection of COVID-19
regions on CT and the performance of the models that predict
the need of invasive mechanical ventilation for COVID-19
patients. DeLong test [11] was used to compare the statistical
significance of difference in AUCs between two models.

Fig. 2. An end-end deep learning framework consisting of (a) 2D
U-Net based segmentation network for segmenting the GGOs and con-
solidation regions in the lung and (b) an imaging AI predictor (AIP)
constructed using 3D CNN to predict which COVID-19 patients would
end up getting a ventilator. The segmentations of ground glass opacities
and consolidation regions in the lung are performed using a 2D U-Net
based network. At first, the lung region is segmented and part of the
lung slice (right, left) is given as input to the network. A 3D CNN is
used to construct AIP. The CT volume cropped around the lung and
its corresponding segmented regions of ground glass opacities and
consolidations are given as input to the AIP.

95% confidence intervals (CI) were calculated to determine
statistical significance, and cross validation results on D1

train

were reported as mean ± standard deviation.

III. EXPERIMENTAL DESIGN

A. Experiment 1: Deep Learning Classifier Using
Baseline Chest CT for Predicting the Need for
Mechanical Ventilation in COVID-19 Patients

An end-end deep learning framework consisted of a) 2D
U-Net based segmentation network for segmenting the GGOs
and consolidation regions in the lung and b) AIP constructed
using 3D CNN to predict the need of a ventilator in COVID-19
patients (Fig. 2).

The U-Net network was trained on the training set, D1
train_sub,

with a 3-fold cross-validation setting and further evaluated on
D1

test_sub (N= 96). We used the segmentation maps outputted by
the networks to evaluate detection performance of the network in
detecting the GGOs and consolidations. We defined the region
as being detected if ≥ 0.2 DSC overlap existed between the
network segmentation map and the ground-truth delineation of
that corresponding region. We report the segmentation accuracy
of the detected regions in terms of DSC.

Subsequently, the AIP was trained on D1
train with a 3-fold

cross validation setting for predicting which COVID-19 patients
would end up getting on a ventilator. Further, the ensemble of
the AIP’s predictions trained on 3-fold cross validation (average
predictions of the predictors) was used to evaluate the perfor-
mance on Dtest. Additionally, the performance of the presented
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Fig. 3. Overall modelling framework to create an integrated clinical and
imaging-based nomogram (ClAIN) to predict which COVID-19 patients
would end up getting a ventilator. The decision obtained from an imag-
ing AI predictor (AIP) and the most discriminating clinical features are
integrated in a multivariate logistic regression model to construct ClAIN.

architecture of AIP was compared with other widely used archi-
tectures such as 3D ResNet [12], [13] and DenseNet [14].

B. Experiment 2: An Integrated Clinical and Imaging
Nomogram to Predict the Need of Mechanical Ventilation
in COVID-19 Patients

Univariate analysis was performed to identify the top 5
most prognostic clinical (age, gender) and laboratory parame-
ters (CBC, Inflammation markers, coagulation markers, general
chemistry). We excluded those clinical factors which were found
in less than 50% of the cases in the training set (such as IL6 which
is not routinely captured). For a full list of clinical and laboratory
parameters used see SUPPLEMENTARY TABLE II. The results
of univariate analysis performed of each variable is shown in the
SUPPLEMENTARY TABLE III. A median value based missing
value imputation was used to impute the missing values in the
dataset. Subsequently, min-max normalization was applied to
each of the clinical features, normalizing the values between
0 and 1. A clinical AI predictor (ACP) was built by training
a logistic regression classifier on the top 5 selected features.
Finally, the top 5 features were integrated with the probability
scores obtained by AIP and a multivariable logistic regression
was trained to generate an integrated clinical and AI imaging
nomogram (ClAIN). The overall workflow diagram to construct
ClAIN is depicted in Fig. 3. Both the models, ACP and ClAIN
were validated on Dtest. DeLong [11] test was used to compare
the performance between the models.

IV. RESULTS

A. Study Population Characteristics

TABLE I lists the study population characteristics for the two
sites D1 and D2. The median age of the patients was 59 in D1

and 60 in D2, and, 46.8%, 53.2% and 51%, 49% were male,
female in D1 and D2 respectively. (For detailed patient charac-
teristics, refer to TABLE I). 41.9%, 55.3% had a mild disease
which resolved while 58.1%, 44.7% had severe ARDS needing
invasive mechanical ventilation in D1 and D2 respectively. The
clinical characteristics were not significantly different between
the training and validation datasets with age (p = 0.2), sex (p =
0.09) being largely similar.

TABLE I
DEMOGRAPHIC INFORMATION AND CLINICAL LAB TEST INFORMATION

IQR: Interquartile range.

TABLE II
U-NET SEGMENTATION RESULTS IN SEGMENTING GROUND GLASS

OPACITIES AND CONSOLIDATION REGIONS

PPV: Positive predictive value.DSC: Dice similarity coefficient.

B. Experiment 1: Deep Learning Classifier Using
Baseline Chest CT for Predicting the Need for
Mechanical Ventilation in COVID-19 Patients

The performance of U-Net in detection (number of 3D con-
nected regions detected, false positives, sensitivity and positive
predictive value (PPV)), and segmentation (DSC) of GGOs and
consolidation regions is presented in TABLE II. The U-Net
network resulted in detection sensitivity and PPV of 80.71%
and 69.3% respectively, and segmentation (Fig. 4) DSC of
0.60±0.02 on D1

train_sub. On D1
test_sub (N = 96), the sensitivity

and PPV was found to be 79.15% and 69.5% respectively, and
the corresponding DSC of the segmentations was 0.59.

The 3-fold cross-validation results and performance on Dtest

of AIP and other classical architectures in predicting which
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Fig. 4. Segmentations results of a 2D U-Net in segmentation of ground
glass opacities and consolidation regions in the lung. Green contours
represent ground-truth delineations of the GGOs and consolidations and
their corresponding network segmentation contours are represented in
yellow. The 2D U-Net network was trained on the training set of N=88
patients and was evaluated on a subset of the testing set D1

sub (N=96
patients).

TABLE III
COMPARISON OF PERFORMANCE (AUC) OF THE PRESENTED

ARCHITECTURE AIP WITH OTHER ARCHITECTURES (RESNET AND
DENSENET) ON D1

TRAIN AND DTEST

AUC: area under the receiver operating characteristic curve. ACC: Accuracy. std:
standard deviation.

COVID-19 patients needed mechanical ventilation support are
presented in TABLE III. AIP yielded a 3-fold cross-validation
AUC of 0.86±0.01 on D1

train, outperforming other architectures
such as ResNet [12], [13] and DenseNet [14] whose performance
was found to be in the range of 0.72-0.81. The ensemble of
the AIP’s predictions (average predictions of AIP trained on
three different folds of cross-validation) resulted in an AUC of
0.809; 95% CI [0.75-0.87], on Dtest. Although, DenseNet169
yielded an AUC = 0.820; 95% CI [0.77-0.87], we chose AIP
as the base architecture since the difference in the performance
was not found to be statistically significant (p>0.05), and AIP
(1323768 parameters) has 18x fewer parameters compared to
DenseNet169 (18568002 parameters). The unsupervised clus-
tered heat map of deep features extracted from the pre-final
layer of AIP shows separate clusters for patients who ended up
getting on a ventilator and for those who did not (Supplementary
Fig. 3).

TABLE IV
COMPARISON OF PERFORMANCE (AUC) WITH AND WITHOUT THE
USE OF BINARY SEGMENTATION MAPS AS SECONDARY CHANNEL

TO AIP ON D1
TRAIN AND DTEST

AUC: area under the receiver operating characteristic curve.ACC: Accuracy. std:
standard deviation.

Gradient-weighted Class Activation Maps (Grad-CAM) [15]
were used to showcase some examples of interpretation of AIP.
Grad-CAM helps in highlighting the regions in an image that are
associated with a particular class. From Fig. 5, we observe that
the network primarily focuses on the segmented GGOs and con-
solidation regions. Additionally, when the network was trained
without the use of binary segmentation masks as an auxiliary
input channel to the network, a performance drop of 10% AUC
was observed on D1

train (TABLE IV). The corresponding AUCs
on Dtest was found to be 0.753; 95% CI [0.69-0.81] leading to
drop in AUC of 5.6% on Dtest. Therefore, the use of binary seg-
mentations as the second channel input to the network aids the
network in setting an attention region [10] helping the network
to focus on these regions, while at the same time, providing the
context of the whole lung region.

C. Experiment 2: An Integrated Clinical and Imaging
Nomogram to Predict Need for Mechanical Ventilation in
COVID-19 Patients

The most prognostic clinical factors (see SUPPLEMEN-
TARY TABLE II for the list of all the clinical factors) iden-
tified were prothrombin time, albumin, lactate dehydrogenase,
aspartate aminotransferase, and % lymphocyte. The ACP model
trained using the most discriminating clinical factors yielded an
AUC of 0.74; 95% CI [0.67-0.80] on Dtest.

The integrated model, ClAIN outperformed AIP resulting
in an AUC of 0.84; 95% CI [0.79-0.89] (p = 0.04) on Dtest.
TABLE V shows other performance metrics such as sensitivity
and specificity for all the models AIP, ACP and ClAIN on
Dtest at two optimal cut-off points on the ROC (maximizing
sensitivity on D1

train, and maximizing F1- score on D1
train). At an

optimal operating point on the ROC determined by maximizing
F1-score [16] on the D1

train, ClAIN resulted in the accuracy,
sensitivity and specificity of 77.9%, 97.3% and 52.6% on Dtest

respectively.
The multivariate logistic regression analysis of the ClAIN

model (TABLE VI) revealed that AIP, Lactate Dehydrogenase
(LDH) and Prothrombin Time (PT), added independent prog-
nostic value irrespective of other clinical parameters on mul-
tivariable analysis (p < 0.001). Fig. 6 depicts the integrated
clinical nomogram, ClAIN. We can observe that LDH, PT, and
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Fig. 5. Model interpretability results with guided gradient weighted class activation maps (Grad-CAM) based on Chest CT scan to differentiate
COVID-19 patients not requiring a ventilator (top row patients 1, 2 and 3) from the ones needing a ventilator (bottom row patients 4, 5 and 6). The
color “red” indicates the pixel contributing towards the need of a ventilator while the color “green” corresponds to the pixel contributing towards not
requiring a ventilator. The color bar gradient corresponds to the strength of the contribution. We can observe that the use of binary segmentation
maps as an input channel aids the network to focus on areas of ground glass opacities and consolidations. We can also observe that for patients
who need a ventilator, the majority of the GGOs and consolidations are illustrated in red.

TABLE V
PERFORMANCE METRICS (AUC, SENSITIVITY, SPECIFICITY) OF THREE MODELS; AIP, ACP, ClAIN ON DTEST (N=263)

(AIP: A 3D convolutional neural network (CNN) trained on baseline non-contrast chest CT images), clinical AI predictor (ACP: A logistic regression-based model trained
on the most discriminable clinical factors) and ClAIN (a logistic regression based integrated clinical and AI imaging nomogram).

TABLE VI
MULTIVARIABLE LOGISTIC REGRESSION ANALYSIS OF ClAIN

ClAIN: integrated clinical and imaging AI nomogram.

risk score from AIP are the major contributing factors in the
integrated nomogram, ClAIN. The decision curve analysis on
Dtest indicated an added net-benefit in using ClAIN over AIP
and ACP (Fig. 6).

V. DISCUSSION

In this study we constructed an integrated clinical and AI
based nomogram (ClAIN) to predict at baseline which patients
have a severe phenotype of COVID-19 and would end up
developing severe ARDS needing intubation and mechanical
ventilation. In order to decrease bias, we explicitly used those
patients along with baseline CT scans and laboratory parameters
in the mild stage of disease without any respiratory assistance.
ClAIN comprised a state-of-the-art DL model (AIP) based off
baseline non contrast CT scans. AIP incorporated a CNN where
automatically segmented COVID-19 regions on lung CT was
taken as an auxiliary input, beside the whole segmented lung as
the region of interest, to predict the need for invasive ventilation



4116 IEEE JOURNAL OF BIOMEDICAL AND HEALTH INFORMATICS, VOL. 25, NO. 11, NOVEMBER 2021

Fig. 6. A ClAIN (Clinical and imaging integrated nomogram) (top) con-
structed using output probability score of the imaging AI predictor (AIP: a
3D convolutional neural network trained for predicting which COVID-19
patients would end up getting on a ventilator) and five most discriminable
clinical features with decision curve analysis (bottom) to evaluate the net
benefit of using ClAIN over the models AIP (only imaging) and ACP (only
clinical). The models were trained on D1

train (N=606 patients) and was
evaluated on D1

test (N=216 patients) and D2 (N = 47 patients).

as the outcome of interest. Meanwhile, the ACP incorporated
prothrombin time, albumin, lactate dehydrogenase, aspartate
aminotransferase, % lymphocyte out of routine clinical param-
eters. Additionally, the three models were trained and evaluated
on a large multi-institutional dataset making this the largest
study we are aware of involving the use of AI for prognosis
of COVID-19 patients.

The integrated ClAIN model outperformed AIP and ACP
models in predicting which COVID-19 patients would ulti-
mately need invasive mechanical ventilation on both internal
(D1

test) and external validation sets (D2). ClAIN improved per-
formance by over 10% (p<0.001) over ACP and by 3% (p =
0.04) over AIP in terms of AUC with the performance increase
found to be statistically significant by DeLong’s test. AIP model
performance was found to be independently predictive irrespec-
tive of other clinical parameters on multivariable analysis. The
ClAIN model was also used to individualize risk assessments by
constructing a nomogram which showed benefit over using only
the DL approach or the clinical factors. Nomogram predicted
score of 0.28 and greater (optimal cutoff point on the ROC curve)
suggested the need for mechanical ventilation while scores less
than or equal to 0.28 could be managed conservatively.

Given current expert recommendations for early intubation
and initiation of invasive mechanical ventilation to significantly
reduce disease progression and decrease COVID-19 related

mortality [17], there is an urgent need to build a validated
prognostic approach using routine clinical tools to risk assess
patients who have tested positive for COVID-19 and are at a
relatively early course of disease. This would not only allow
for early initiation of medications or supportive interventions to
decelerate disease progression for these patients [17], [18], but
in the face of worldwide ventilator shortage [19] allow for early
identification of ideal ventilator candidates - those at increased
risk of developing severe ARDS or death.

At present, increase in laboratory parameters including but not
limited to lymphocytopenia, acute phase reactants like procal-
citonin, LDH, IL-6, coagulation factors like Prothrombin time,
D-dimer, Fibrinogen have been correlated with severe disease or
respiratory deterioration, but there is no currently validated way
to risk assess these patients rapidly on the bedside immediately
when they test positive by RT-PCR for COVID-19.

Ellinghaus et al[20]. meanwhile took a GWAS approach on
1980 patients and found ABO blood group and 3p21.31 gene
cluster as a genetic susceptibility locus for disease severity
defined by the need for invasive mechanical ventilation. Our
study differs from the above in being easy to deploy for routine
clinical use unlike expensive genomic assays as it makes use of
routinely acquired non-contrast CT scans and routine laboratory
parameters. Additionally, to the best of our knowledge, ours
is one of the first studies to i) construct and validate a hybrid
(clinical and CT-derived DL) approach to predict the need for
intubation and mechanical ventilation in RT-PCR determined
COVID-19 patients, ii) validate our approach in over 800 pa-
tients from two different institutions; iii) completely automated
– from disease detection on CT to assessment of severity; iv)
predicts disease outcome rather than using AI for diagnostic or
differentiation applications.

While our approach makes use of a DL network with its
inherent limitations including the relative lack of robust bio-
logical underpinning, we rectified that to an extent by passing
the binary segmentation of GGOs and consolidation regions as
an input to the CNN. The automatically segmented region of
COVID-19 lesions as an auxiliary input to the network directs
the network to clinical regions of interest for its decision making.
In fact, when compared to the same network but without the
segmentations as an input to the network, performance decreased
by 10% and 5.6% on D1

train and Dtest respectively. This seemed
to suggest that it is subtle changes that the network picks up
from COVID-19 regions which allows it to predict outcome.
Additionally, on post-hoc analysis of network activation maps
(Fig. 5) by Grad-CAM, we could observe the regions with
GGOs, and consolidations got activated based on the class that
they belong to (patients who would end up getting on a ventilator
and the ones who did not).

Our study did have its limitations. Our study was retrospective
in nature and the two cohorts were not homogeneously defined,
and hence to ensure the clinical usefulness of ClAIN, we need to
validate the tool in a prospective setting by following up patients
till discharge. Additionally, the retrospective nature of the study
also precluded us from standardizing the time between RT-PCR
positivity and CT scans across the cohort. Furthermore, while
a single experienced radiologist delineated the COVID regions
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(GGOs and consolidations), employing multiple readers could
have yielded a consensus annotation which might have been less
prone to sensitivity of the annotations made by the individual
reader. Additionally, since the dataset in the study was retro-
spectively obtained from multiple institutions, we did not have
access to the raw pre reconstructed data. Therefore, standardiz-
ing and constructing all the scans with only one reconstruction
kernel to perform the analysis remains part of future research
directions. Finally, we did not explicitly compare segmentation
and prediction performances between the AI model and expert
radiologist interpretations, because our final goal was to build
a prognostic model, and not focus solely on region detection
accuracy.

VI. CONCLUSION

In conclusion, we constructed an integrated DL and clinical
parameter prognostic model using routinely available blood
parameters and standard-of-care CT scans at baseline in SARS-
CoV-2 positive patients at the milder stage of disease. We showed
in a multi-institutional cohort that our integrated model was able
to accurately identify as to which of these patients would decline
to severe respiratory distress and would need intubation and
mechanical ventilation assistance. Further multi-site prospec-
tive validation would allow for clinical deployment of ClAIN
specially to triage patients for ventilator usage, in the face of
worldwide shortages in availability of mechanical ventilators.
The developed tool once prospectively validated could provide
an objective way to risk stratify patients immediately following
diagnosis with COVID-19.

APPENDIX

A. Data Preprocessing and Augmentation

All CT scans were first pre-processed by converting them
from Hounsfield units to image intensities by considering the
air in the lungs as having zero intensity value. Augmentations
were performed on 3D volume. A random combination with
certain probabilities of rotation (3°, 5°, 8°) along the axial plane,
and shearing was performed to increase the size of the training
dataset. For each of the volumes 5 different combinations of
randomly chosen augmentations were performed.

B. Initialization and Hyper-Parameter Settings of the
Deep Learning Networks

U-Net (segmentation of GGOs and consolidation regions)
and the imaging AI predictor (AIP) were both implemented in
pytorch (0.4.1).

Initialization: Both the CNNs were initialized with a manual
seed.

Loss function: Dice Loss = 1 – dice similarity co-efficient
(DSC) function was used train U-Net for segmentation of GGOs
and consolidation regions. Binary cross entropy loss function
was used for training AIP for predicting which COVID-19
patients would end up getting on a ventilator.

Stopping criteria: An early stopping criterion (patience = 10)
was used to stop the network training with respect to the leave
one out cross validation loss.

Optimizer: The training of both the networks was performed
using an Adam optimizer.

Learning rate and optimizer weight decay: A grid search was
performed to choose the learning rate (10−5–10−3) and weight
decay parameter (10−5–10−3) for the optimizer. A learning-rate
of 10−4 and weight decay of 10−5 was chosen based on highest
cross-validation AUC (SUPPLEMENTARY TABLE IV).

Size of the training set: An ablation study was conducted
to choose the size of the training set (10%, 30%, 50%, 70%).
Using 70% of the training set, lead to the highest cross-validation
AUC= 0.86 (SUPPLEMENTARY TABLE IV). Therefore, 70%
training set and 30% test set was chosen to build and evaluate
all the models (AIP, ACP and ClAIN).

Batch size: A batch-size of 24 was used to train the networks.

C. Programming Language

Most of the analysis in this study was done using python as a
programming language as well as “R” for some of the statistical
analysis.

Specific packages such as matplotlib (2.2.2), numpy (1.17.4),
scipy (1.1.0), scikit-learn (0.20.2), pytorch (0.4.1) was used.

Area under the receiver characteristic operating curve (AUC)
was calculated using R package ‘pROC’. A trapezoidal rule
was used along with 95% confidence interval (CI) obtained
by performing 2000 stratified bootstrap replicates to calculate
AUCs. A DeLong test was used to compare the difference
between two AUCs.

ACKNOWLEDGMENT

The content is solely the responsibility of the authors and
does not necessarily represent the official views of the , the U.S.
Department of Veterans Affairs, the Department of Defense, or
the United States Government.

Authors Affiliation

Amogh Hiremath, Kaustav Bera, Pranjal Vaidya, Mehdi
Alilou, and Cheng Lu are with the Department of Biomedi-
cal Engineering, Case Western Reserve University, Cleveland,
OH 44106 USA (e-mail: axh672@case.edu; kxb413@case.edu;
pvv3@case.edu; mxa574@case.edu; cxl884@case.edu).

Lei Yuan is with the Department of Information Center,
Renmin Hospital of Wuhan University, Wuhan, Hubei 430060,
China (e-mail: yuanlei009@whu.edu.cn).

Jennifer Furin and Keith Armitage are with the Department
of Infectious Diseases, University Hospitals Cleveland Medical
Center, Cleveland, OH 44106 USA (e-mail: jennifer.furin@
uhhospitals.org; keith.armitage@uhhospitals.org).

Robert Gilkeson and Amit Gupta are with the Depart-
ment of Radiology, University Hospitals Cleveland Medical
Center, Cleveland, OH 44106 USA (e-mail: robert.gilkeson@
uhhospitals.org; amit.gupta@uhhospitals.org).

axh672@case.edu
kxb413@case.edu
pvv3@case.edu
mxa574@case.edu
cxl884@case.edu
yuanlei009@whu.edu.cn
jennifer.furin@uhhospitals.org
keith.armitage@uhhospitals.org
robert.gilkeson@uhhospitals.org
amit.gupta@uhhospitals.org


4118 IEEE JOURNAL OF BIOMEDICAL AND HEALTH INFORMATICS, VOL. 25, NO. 11, NOVEMBER 2021

Mengyao Ji is with the Department of Gastroenterology,
Renmin Hospital of Wuhan University, Wuhan, Hubei 430060,
China (e-mail: amy_5840@whu.edu.cn).

Pingfu Fu is with the Department of Population and Quantita-
tive Health Sciences, Case Western Reserve University, Cleve-
land, OH 44106 USA (e-mail: pxf16@case.edu).

Anant Madabhushi is with the Department of Biomedical
Engineering, Case Western Reserve University, Cleveland, OH
44106 USA, and also with the Louis Stokes Cleveland Veterans
Administration Medical Center, Cleveland, OH 44106 USA
(e-mail: axm788@case.edu).

REFERENCES

[1] CDC, “Coronavirus disease 2019 (COVID-19),” Centers Dis.
Control Prevention, Feb. 2020. Accessed: Jun. 19, 2020, [Online].
Available: https://www.cdc.gov/coronavirus/2019-ncov/need-extra-
precautions/older-adults.html

[2] D. Wang et al., “Clinical characteristics of 138 hospitalized patients with
2019 novel coronavirus–infected pneumonia in Wuhan, China,” JAMA,
no. 11, pp. 1061–1069, Mar 2020, doi: 10.1001/jama.2020.1585.

[3] F. Zhou et al., “Clinical course and risk factors for mortality of
adult inpatients with COVID-19 in Wuhan, China: A retrospective co-
hort study,” Lancet, vol. 395, no. 10229, pp. 1054–1062, Mar. 2020,
doi: 10.1016/S0140-6736(20)30566-3.

[4] P. Huang et al., “Use of chest CT in combination with negative RT-PCR as-
say for the 2019 novel coronavirus but high clinical suspicion,” Radiology,
vol. 295, no. 1, pp. 22–23, Feb. 2020, doi: 10.1148/radiol.2020200330.

[5] “ACR recommendations for the use of chest radiography and computed
tomography (CT) for suspected COVID-19 infection,” Accessed:
Mar. 2020, [Online]. Available: https://www.acr.org/Advocacy-and-
Economics/ACR-Position-Statements/Recommendations-for-Chest-
Radiography-and-CT-for-Suspected-COVID19-Infection

[6] N. Lessmann, et al., “Automated assessment of COVID-19 reporting
and data system and chest CT severity scores in patients suspected of
having COVID-19 using artificial intelligence,” Radiology 298, no. 1,
pp. E18–E28, Jan. 2021.

[7] X. Mei et al., “Artificial intelligence–enabled rapid diagnosis of patients
with COVID-19,” Nature Med., vol. 26, no. 8, pp. 1224–1228, Aug. 2020,
doi: 10.1038/s41591-020-0931-3.

[8] O. Ronneberger, P. Fischer, and T. Brox, “U-Net: Convolutional networks
for biomedical image segmentation,” in Proc. Med. Image Comput. Com-
put. Assist. Interv., Cham, Switzerland, Oct. 2020, vol. 9351, pp. 234–241.
doi: 10.1007/978-3-319-24574-4_28.

[9] R. Shojaii, J. Alirezaie, and P. Babyn, “Automatic lung segmentation in
CT images using watershed transform,” in Proc. IEEE Int. Conf. Image
Process., Sep. 2005, vol. 2, pp. 2–1270.

[10] S. Eppel, “Setting an attention region for convolutional neural networks
using region selective features, for recognition of materials within glass
vessels,” Aug, 2017, arXiv:1708.08711.

[11] E. R. DeLong, D. M. DeLong, and D. L. Clarke-Pearson, “Comparing the
areas under two or more correlated receiver operating characteristic curves:
A nonparametric approach,” Biometrics, vol. 44, no. 3, pp. 837–845,
Sep. 1988, doi: 10.2307/2531595.

[12] H. Kataoka, T. Wakamiya, K. Hara, and Y. Satoh, “Would mega-scale
datasets further enhance spatiotemporal 3D CNNs?,” Apr. 2020, Accessed:
Jan. 2021. [Online]. Available: http://arxiv.org/abs/2004.04968

[13] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image
recognition,” in Proc. IEEE Conf. Comput. Vis. and Pattern Recognit.,
Jun. 2016, pp. 770–778.

[14] G. Huang, Z. Liu, L. van der Maaten, and K. Q. Weinberger, “Densely
connected convolutional networks,” Jan. 2018, Accessed: Dec. 2019.
[Online]. Available: http://arxiv.org/abs/1608.06993

[15] R. R. Selvaraju, M. Cogswell, A. Das, R. Vedantam, D. Parikh, and D.
Batra, “Grad-CAM: Visual explanations from deep networks via Gradient-
based localization,” Int. J. Comput. Vis., vol. 128, no. 2, pp. 336–359,
Feb. 2020, doi: 10.1007/s11263-019-01228-7.

[16] Z. C. Lipton, C. Elkan, and B. Narayanaswamy, “Thresholding classifiers
to maximize F1 score,” May 2014, Accessed: Jul. 2020. [Online]. Avail-
able: http://arxiv.org/abs/1402.1892

[17] J. J. Marini and L. Gattinoni, “Management of COVID-19 res-
piratory distress,” JAMA, vol. 323, pp. 2329–2330, Apr. 2020,
doi: 10.1001/jama.2020.6825.

[18] S. Iwanami et al., “Rethinking antiviral effects for COVID-19 in clinical
studies: Early initiation is key to successful treatment,” medRxiv, Jun. 2020,
doi: 10.1101/2020.05.30.20118067.

[19] G. M. Piscitello, E. M. Kapania, W. D. Miller, J. C. Rojas, M. Siegler,
and W. F. Parker, “Variation in ventilator allocation guidelines by
US state during the coronavirus disease 2019 pandemic: A system-
atic review,” JAMA Netw. Open, vol. 3, no. 6, p. e2012606, Jun. 2020,
doi: 10.1001/jamanetworkopen.2020.12606.

[20] D. Ellinghaus et al., “Genomewide association study of severe COVID-
19 with respiratory failure,” New England J. Med., vol. 383, no. 16,
pp. 1522–1534, Jun. 2020, doi: 10.1056/NEJMoa2020283.

amy_5840@whu.edu.cn
pxf16@case.edu
axm788@case.edu
https://www.cdc.gov/coronavirus/2019-ncov/need-extra-precautions/older-adults.html
https://dx.doi.org/10.1001/jama.2020.1585.
https://dx.doi.org/10.1016/S0140-6736(20)30566-3
https://dx.doi.org/10.1148/radiol.2020200330
https://www.acr.org/Advocacy-and-Economics/ACR-Position-Statements/Recommendations-for-Chest-Radiography-and-CT-for-Suspected-COVID19-Infection
https://dx.doi.org/10.1038/s41591-020-0931-3
https://dx.doi.org/10.1007/978-3-319-24574-4_28
https://dx.doi.org/10.2307/2531595
http://arxiv.org/abs/2004.04968
http://arxiv.org/abs/1608.06993
https://dx.doi.org/10.1007/s11263-019-01228-7
http://arxiv.org/abs/1402.1892
https://dx.doi.org/10.1001/jama.2020.6825
https://dx.doi.org/10.1101/2020.05.30.20118067
https://dx.doi.org/10.1001/jamanetworkopen.2020.12606
https://dx.doi.org/10.1056/NEJMoa2020283


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


