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Abstract 

Background:  The halophilic bacterium Chromohalobacter salexigens is a natural producer of ectoines, compatible 
solutes with current and potential biotechnological applications. As production of ectoines is an osmoregulated 
process that draws away TCA intermediates, bacterial metabolism needs to be adapted to cope with salinity changes. 
To explore and use C. salexigens as cell factory for ectoine(s) production, a comprehensive knowledge at the systems 
level of its metabolism is essential. For this purpose, the construction of a robust and high-quality genome-based 
metabolic model of C. salexigens was approached.

Results:  We generated and validated a high quality genome-based C. salexigens metabolic model (iFP764). This 
comprised an exhaustive reconstruction process based on experimental information, analysis of genome sequence, 
manual re-annotation of metabolic genes, and in-depth refinement. The model included three compartments 
(periplasmic, cytoplasmic and external medium), and two salinity-specific biomass compositions, partially based on 
experimental results from C. salexigens. Using previous metabolic data as constraints, the metabolic model allowed us 
to simulate and analyse the metabolic osmoadaptation of C. salexigens under conditions for low and high production 
of ectoines. The iFP764 model was able to reproduce the major metabolic features of C. salexigens. Flux Balance Analy-
sis (FBA) and Monte Carlo Random sampling analysis showed salinity-specific essential metabolic genes and different 
distribution of fluxes and variation in the patterns of correlation of reaction sets belonging to central C and N metabo-
lism, in response to salinity. Some of them were related to bioenergetics or production of reducing equivalents, and 
probably related to demand for ectoines. Ectoines metabolic reactions were distributed according to its correlation in 
four modules. Interestingly, the four modules were independent both at low and high salinity conditions, as they did 
not correlate to each other, and they were not correlated with other subsystems.

Conclusions:  Our validated model is one of the most complete curated networks of halophilic bacteria. It is a 
powerful tool to simulate and explore C. salexigens metabolism at low and high salinity conditions, driving to low and 
high production of ectoines. In addition, it can be useful to optimize the metabolism of other halophilic bacteria for 
metabolite production.
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Background
Chromohalobacter salexigens is a moderately halophilic 
gamma-proteobacterium of the family Halomonadaceae, 
phylogenetically related to the genus Halomonas [1]. It 
displays one of the broadest known growth salinity ranges 
[2], and is considered as a biological model to study 
prokaryotic osmoadaptation. C. salexigens has been pro-
posed, among other natural producers, as a cell factory 
for the production of the biostabilizing compatible solutes 
ectoine and hydroxyectoine [3, 4]. The microorganism has 
several advantages as a cell factory: (i) it is easily cultured 
by using conventional media, (ii) it has broad metabolic 
versatility being capable of using different carbon sources 
[1], (iii) a high diversity of genetic tools are available for its 
study [5], and (iv) its genome has been sequenced [6].

To further explore and use C. salexigens as cell factory for 
ectoine(s), a comprehensive understanding of its metabo-
lism is essential. In C. salexigens, production of ectoines is 
an osmoregulated process that burdens central metabolic 
routes by quantitatively drawing TCA cycle intermediaries. 
The ectoine biosynthetic pathway starts with the phospho-
rylation of L-aspartate and consumes oxaloacetate (OAA) 
and acetyl-CoA, the latter of which is produced by oxidative 
decarboxylation of pyruvate by pyruvate dehydrogenase. 
This use of intermediaries of the TCA cycle is of special rele-
vance, since active anaplerotic pathways are needed in order 
to replenish the cycle [7]. Consequently, central metabolism 
is adapted to the requirements of this biosynthetic route.

Genome-scale metabolic models (GEMs) are currently 
the only approach that enables the modeling and global 
analysis of an organism’s metabolic and transport network 
by a global analysis [8]. A genome-wide constraint-based 
model consists of a stoichiometric reconstruction of all 
reactions known to act in the metabolism of the organ-
ism, along with an accompanying set of constraints on the 
fluxes of each reaction in the system [9]. A major advantage 
of this approach is that the model does not require knowl-
edge on the kinetics of the reactions. These models define 
the organism’s global metabolic space, network structural 
properties, potential flux distribution, and provide a frame-
work with which to navigate through the metabolic wiring 
of the cell [10, 11]. Through various analysis techniques, 
constraint-based models can help to predict cellular phe-
notypes, given particular environmental conditions. Con-
straint-based analysis techniques (i.e. flux-balance analysis 
[FBA]), have been instrumental in elucidating metabolic 
features in a variety of organisms [9] and so far have been 
used for certain biotechnology endeavors [12, 13].

Here, we describe a highly detailed and curated meta-
bolic reconstruction of Chromohalobacter salexigens 
DSM 3043, one of the mayor ectoine(s) natural producers. 
The reconstruction was built using the COBRA approach 
[10, 14] and validated using flux balance analysis [9]. The 

in silico metabolic network was further evaluated by com-
paring predicted growth rate capacities in different car-
bon sources. The model was used to gain insight into the 
physiology of C. salexigens metabolic stress response at 
conditions of low and high ectoines production. In addi-
tion to optimize C. salexigens strains for ectoines produc-
tion, iFP764 may become an important tool to understand 
the metabolism of halophilic microorganisms, and may 
serve as a platform to test metabolic capabilities of halo-
philic bacteria at low and high salinity.

Methods
Metabolic reconstruction and refinement
The metabolic reconstruction of C. salexigens was gener-
ated by using a bottom-up approach. This was based on 
experimental information reported in previous studies, 
analysis of genome sequence and manual re-annotation 
of metabolic genes. An initial core model was built up 
based on previous studies on metabolic osmoadaptation 
and accumulation of compatible solutes by C. salexigens, 
as well as a thorough literature revision. For this purpose, 
genes and reactions for the synthesis and degradation of 
compatible solutes and their connection with the central 
metabolism, as well as the main C and N pathways, were 
compiled. Sequentially, this core was expanded with all 
necessary routes for cell growth. Additionally, gap fill-
ing was performed to connect routes and to complete 
the model. We made sure that main pathways involved in 
salinity dependent-metabolic adaptations were included 
in the reconstruction. Thus proteomic and transcrip-
tomic data from experiments performed at low and high 
salinity (0.6 M and 2.5 M of NaCl respectively) (unpub-
lished results), and previous metabolic data from our 
laboratory [7], were considered. All pathways, reactions, 
metabolites, and genes included in the reconstruction 
were manually inspected. Orthologous sequences of all 
enzymes of interest were identified and compared using 
BLAST [15], analyses of domains (Conserved Domain 
Database [16], and SMART [17]) and Genomic context 
(STRING [18], and ARCHAEA [19]). Moreover, phylo-
genetic analyses (ClustalW [20] and MEGA 6 [21] were 
carried out to correctly assign different isoenzymes to 
their specific reactions. Reaction directionalities were 
inspected, and appropriate changes were made based on 
the BRENDA database [22]. Reactions without any gene 
association were added based on evidence from the lit-
erature, presence in databases, or the need to fill func-
tional gaps to achieve a functional network (as in the case 
of putative transporters). Exchange reactions were also 
included, as they are reactions that represent the supply 
to, or removal of, metabolites from the extra-organism 
“space” [23]. The reaction rate through the non-growth-
associated ATP maintenance reaction (ATPM) was set 
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to 7.6 mmol g−1 (dry weight) h−1 to account for upkeep. 
Growth-associated ATP maintenance was included in the 
two-biomass equations used. Since both equations dif-
fer in overall macromolecular composition, the energy 
cost for these macromolecules synthesis differed con-
cordantly. Thus, we used the Unknown Growth-asso-
ciated ATP maintenance of 36.94  mmol  g−1 calculated 
by Feist et  al. [28] and followed their procedure to cal-
culate the use of ATP per mmol of protein, DNA and 
RNA polymerization at low and high salinity (23.04 and 
8.79  mmol  g−1 respectively). In that  way, the  Growth-
associated ATP maintenance was set to 45.73 mmol g−1 
(dry weight) at high salinity and 59.98  mmol  g−1 (dry 
weight) at low salinity. The molecular formulae and 
charges of the metabolites in the model were determined 
assuming a pH of 7.2. The structure and the name of 
reaction and metabolites were assigned by following an 
established protocol [23]. All data bases and bioinformat-
ics programs used are listed in Table 1.

Formulation of biomass reaction
Given the metabolic adaptation to the salinity of C. 
salexigens [7], the biomass composition defined in the 
model was adapted to simulate high and low salinity 
conditions. For that purpose, two different biomass reac-
tion compositions (BIO) were estimated: “BIO_H” to 
simulate high salinity (2.5 M NaCl), and “BIO_L” to sim-
ulate low salinity (0.6 M NaCl). According to Thiele and 

Palsson [23], the detailed biomass composition needs to 
be experimentally determined. However, in some occa-
sions, it may not be possible to obtain a detailed biomass 
composition of the organism of interest. In this case, 
the main alternative strategy is the utilization of the 
experimentally determined biomass composition of a 
non-related microorganism (i.e. Escherichia coli) [23]. A 
second, more accurate, strategy is to partially reformu-
late an experimentally-determined biomass composition 
by estimating the relative fraction of the biomass metab-
olites of the organism of interest that can be experimen-
tally calculated. In this work, both biomass compositions 
were obtained by partially reformulating Escherichia coli 
biomass composition [25–27] by using previously pub-
lished and experimental data from C. salexigens [7, 24].

Appropriate amino acid molar ratio for both biomass 
reactions were calculated assuming that all proteins 
encoded by C. salexigens genome were expressed equally 
[26, 28]. The proportion of total proteins in response to 
salinity was calculated based on previous results by our 
group [7] and the molar ratio of membrane phospholip-
ids in response to salinity were previously determined by 
Vargas and co-workers [24]. The percentage of G+C in C. 
salexigens genome was experimentally estimated [1]. This 
was utilized to calculate the genome nucleotide compo-
sition, which was used to establish the deoxyribonucleo-
tide molar ratio. The ribonucleotide composition was 
deduced from the composition of C. salexigens rRNA and 
tRNA in the proportions defined previously [26]. Gen-
erally, the relative composition of the nucleic acids does 
not change with osmolarity, as the overall DNA and RNA 
content related to dry weight does not seem to be affected 
by osmotic stress [27]. This assertion was assumed when 
establishing the relative composition of DNA and RNA. 
The proportions of the other compounds were assumed 
not to vary between E. coli and C. salexigens, and these 
coefficients were derived from values reported in the lit-
erature [25]. Ectoine and hydroxyectoine were included 
in the biomass composition, because they are growth-
associated metabolites and are accumulated in the cells 
in response to salinity [3]. The coefficients for these com-
pounds were determined based on previous results [7]. 
Units of each component of a biomass reaction were 
mmol gDW−1 (milimoles per gram cell dry weight). Flux 
through a biomass reaction has h−1 units and is equiva-
lent to the exponential growth rate of the organism [23]. 
Detailed information on the biomass composition calcu-
lation is included in Additional file 1: Tables S1 and S2.

Conversion of the reconstruction into a mathematical 
model
The reactions and their participating metabolites 
in the metabolic network were connected via the 

Table 1  Database sources used for  C. salexigens iFP764 
metabolic reconstruction

Name Direction

Archaea http://archaea.u-psud.fr/absynte/

BioCyc http://biocyc.org/

BioMet ToolBox 2.0 http://biomet-toolbox.org/index.
php?page=about

Blast http://blast.ncbi.nlm.nih.gov/Blast.cgi

Brenda http://www.brenda-enzymes.org/

ClustalW http://www.ebi.ac.uk/Tools/msa/
clustalw2/

Conserved Domain Database http://www.ncbi.nlm.nih.gov/cdd

EcoCyc http://ecocyc.org/

GeneOntology http://geneontology.org/

Kegg http://www.genome.jp/kegg/

Mega http://www.megasoftware.net/

MicrobesOnline http://www.microbesonline.org/

NCBI http://www.ncbi.nlm.nih.gov/

Pathway-tools http://brg.ai.sri.com/ptools/

Smart http://smart.embl-heidelberg.de/

String http://string-db.org

TCDB http://www.tcdb.org/

TransportDB http://www.membranetransport.org/
index.html

http://archaea.u-psud.fr/absynte/
http://biocyc.org/
http://biomet-toolbox.org/index.php%3fpage%3dabout
http://biomet-toolbox.org/index.php%3fpage%3dabout
http://blast.ncbi.nlm.nih.gov/Blast.cgi
http://www.brenda-enzymes.org/
http://www.ebi.ac.uk/Tools/msa/clustalw2/
http://www.ebi.ac.uk/Tools/msa/clustalw2/
http://www.ncbi.nlm.nih.gov/cdd
http://ecocyc.org/
http://geneontology.org/
http://www.genome.jp/kegg/
http://www.megasoftware.net/
http://www.microbesonline.org/
http://www.ncbi.nlm.nih.gov/
http://brg.ai.sri.com/ptools/
http://smart.embl-heidelberg.de/
http://string-db.org
http://www.tcdb.org/
http://www.membranetransport.org/index.html
http://www.membranetransport.org/index.html
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stoichiometric matrix (S), which contains the stoichio-
metric coefficients for each metabolite (row) in each of 
the reactions of the metabolic model (column). The val-
ues in this matrix correspond to the stoichiometry of 
the metabolite in the reaction. A negative number rep-
resents consumption and a positive number represents 
production of the metabolite. This matrix is the base 
of the metabolic model that considers metabolite mass 
conservation and that the accumulation of metabolites 
(b) in the system is equivalent to the product of S matrix 
and the vector of reaction fluxes (v): S·v = b. When using 
FBA to solve the differential equations system, one of 
the requirement is that the organism is in steady-state 
growth so, b =  0, resulting in a linear system of equa-
tions [10]. Then the system is bound to a large solution 
space which needs to be constrained by applying upper 
and lower bounds to each individual reaction flux (vi): vi 

lower ≤ vi ≤ vi upper. Thus, in this process, system bounda-
ries were defined, converting the general reconstruction 
of C. salexigens into a specific model. The initial model 
differed in scope and boundaries from the final model, 
which was accomplished after multiple iterations of 
validation and refinement, and which was used to simu-
late phenotypic behaviour in a prospective manner. The 
upper and lower bounds were defined for each reaction 
based on the flux they could carry. Reversible reactions 
have an upper bound value of 1000 mmol  gDW−1  h−1 
and a lower bound value of −  1000 mmol  gDW−1  h−1, 
making them practically unconstrained, while irre-
versible reaction have a lower bound value of zero. 
By default, the biomass reaction was set as the objec-
tive to be maximized. All exchange reactions have 
zero lower bound value except for the carbon source 
(glucose, −  10 mmol  gDW−1  h−1), and oxygen (−  20 
mmol gDW−1 h−1), as simulations were run considering 
growth on a glucose mineral medium in aerobic condi-
tions. Upper and lower bounds of exchange reactions for 
inorganic ions required by biomass reaction were set-
tled as 1000 and − 1000 mmol gDW−1 h−1, respectively. 
The default value for lower bound of glucose uptake was 
based on the typical glucose uptake rates [25]. Biomass 
reaction was set as objective function and was maxi-
mized to calculate the feasible flux distribution. The 
obtained value for this reaction was equal to maximum 
cell growth rate [29].

The final reconstruction metabolic network was named 
iFP764 according to the current standard nomenclature 
[30]. The complete iFP764 model is included in the Addi-
tional file 2.

All model simulations were performed using COBRA 
Toolbox 1.8 [31] in MATLAB (R2014b) (The MathWorks 
Inc., Natick, MA), linked to the GLPK or Gurobi linear 
program solver.

Computational network analysis
Minimal medium simulation
The minimal medium M63 [32] was simulated in silico by 
allowing entrance of some simple salts and ions, water, 
and O2 (aerobic simulations) in the system. For that pur-
pose, upper and lower bounds of exchange reactions for 
those metabolites exchange reactions were settled as 
1000 and −  1000 mmol  gDW−1  h−1, respectively. The 
composition of the M63 medium is described in Addi-
tional file  1: Table S3. The carbon and nitrogen source 
was changed according to the objective of simulation as 
well as the secretion rate of pyruvate and acetate (Addi-
tional file 1: Table S4).

Gap analysis
All blocked metabolites in the iPF764 model were identi-
fied by using the GapFind MILP algorithm [33] from the 
COBRA Toolbox. GapFind was run twice, once with each 
mass balance constraint option. Root no-production and 
no-consumption metabolites were identified from the 
model stoichiometric matrix (S) by searching for rows 
containing only negative or positive coefficients, respec-
tively. Downstream no-production and upstream no-
consumption gaps were identified by removing the root 
gaps from the GapFind outputs [34].

In silico validation of GEM model: prediction of C. salexigens 
growth phenotype
To validate the model for the prediction of growth phe-
notypes of C. salexigens, the ability to utilize different 
compounds as the sole carbon sources for growth was 
determined. For this purpose, the lower bound of glu-
cose exchange reaction was constrained to zero, the 
lower bound of each different carbon exchange reaction, 
one at a time, was set to − 10 mmol gDW−1 h−1 (a typi-
cal uptake rate for growth-supporting substrates), and 
growth was maximized by FBA. The target substrate was 
considered growth supporting if the predicted growth 
rate was above zero. The simulations were carried out in 
minimal medium using BIO_L as biomass equation (see 
Additional file 1: Tables S2, S4). The results arising from 
the simulations were compared with experimental data 
[1] and used to validate the model.

Gene essentiality
To assess the robustness of the metabolic network to 
genetic perturbations (e.g., knock-out mutations), we 
carried out an in silico analysis of the essentiality of single 
genes and reactions. This enabled us to identify the most 
fragile nodes of the iFP764 network. Gene essentiality 
simulations were performed by systematically remov-
ing each gene from the network and in silico assessing 
(via FBA) the ability of the model to produce biomass 
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in minimal medium with a sole carbon source (at low 
and high salinity). In terms of the metabolic simulations 
implemented in this study, no-growth following pertur-
bation (deletion of gene-associated reaction) indicates 
the complete disruption of robustness in C. salexigens 
and indicates that this gene/reaction is essential for 
growth.

Simulation at low and high salinity conditions
The effect of salinity over C. salexigens metabolism at low 
and high salinity (conditions for low and high ectoines 
production, respectively) was examined by flux balance 
analysis (FBA). Rates for uptake and secretion of metabo-
lites in minimal medium M63 with 0.6 M or 2.5 M NaCl 
previously described [7], were used as constraints to sim-
ulate aerobic growth at both conditions. For this purpose, 
metabolites present in the medium were first allowed 
to enter and leave the network by setting the flux limits 
on the corresponding exchange reactions vi, min > − 1000 
mmol  gDW−1  h−1 and vi, max  <  1000 mmol  gDW−1  h−1. 
Second, the glucose and ammonium uptake rates, and 
the acetate and pyruvate secretion rates, were changed 
according to experimentally measured fluxes at those 
salinities, and a biomass reaction (“BIO_L” or “BIO_H”) 
was selected depending on the salinity simulation 
conditions.

Calculation of fluxes distribution at high and low salinity 
by Monte Carlo Random sampling
The steady-state flux space is a finite polytope contain-
ing all possible steady-state flux distributions [35]. Thus, 
computing the exact volume for large, n-dimensional 
polytopes is a hard problem [34]. However, it is possible 
to solve systems of low dimension to examine the accu-
racy by Monte Carlo approximations. The exact polytope 
volume calculation algorithm [36] was implemented in 
Matlab (Mathworks Inc, Massachusetts).

The first step in the Monte Carlo calculation was to 
determine all the independent variables in the system. 
This essentially ‘projects’ the flux polytope into a full-
dimensional object. The full-dimensional polytope was 
sampled uniformly over the independent variables, and 
the dependent variables were back-calculated based 
on the dependencies in the stoichiometric matrix, S. 
The result was a random flux distribution, V. The next 
step was to determine if the flux distribution was valid. 
Back-calculating the dependent flux values often results 
in invalid flux distributions (i.e. negative flux values or 
flux values that violate the Vmax constraints). A valid 
flux distribution was included in the sampled set. Once 
a set of approximately 20,000 valid points were collected, 
the process of determining the fractional volumes could 

start. These valid points were all part of the ‘base’ flux 
polytope. In this work, Monte Carlo Random Sampling 
was carried out using the BIO_L and BIO_H to verify the 
influence of the composition of the formula of the bio-
mass on the internal flows. In addition, specific- salin-
ity constraints based on previous experimental data [7] 
(Additional file 1: Table S4) were imposed, and the frac-
tion of points meeting the new criteria determined the 
reduction in volume. The set of all possible flux values for 
each reaction were represented as a distribution histo-
gram. Each histogram showed one-dimensional informa-
tion on its x axis, in terms of the extent of possible values 
for that particular flux. The y axis represents the “size” 
of space in the other r–1 dimensions resulting from slic-
ing the metabolic solution space along a specific value of 
the flux through the indicated reaction [35]. The median 
of the values obtained was normalized by the salinity-
specific glucose uptake rate, and was used to analyze the 
internal flows in all scenarios calculated.

The variation in the flux distribution between both 
conditions (low and high salinity) was evaluated. For that 
purpose, flux vector values obtained in the sampling for 
each reaction in both conditions were compared and 
evaluated by a Wilcoxon rank sum test. Those reactions 
which showed significant different distribution (Z statis-
tic over 50 and p value < 0.01) were selected. Addition-
ally, to see the extent of those differences, 2000 points 
from each reaction vector were randomly selected from 
the distribution values obtained after sampling in both 
conditions. Those random points were subtracted to each 
other between conditions. Then, the average from all 
computed differences for each reaction was considered 
as an estimate of flux distribution variation between both 
conditions.

Correlation analysis of metabolic fluxes at high and low 
salinity
To detect correlated reaction sets in the metabolic net-
work within each condition, a Spearman Rank correla-
tion matrix was performed taking as an input the 20,000 
values of each reaction flux vector obtained during the 
Monte Carlo sampling. A Spearman Rank correlation 
value over 0.7 or below − 0.7 was considered as the mini-
mal threshold to select reactions that were correlated to 
each other, respectively. The resulting filtered adjacency 
matrix was visualized and analyzed in CYTOSCAPE 3.2. 
as a correlation network, were each node represented 
a metabolic reaction and each edge represented an 
observed correlation. Nodes were also grouped according 
to their membership to different pathways subsystems, 
which were defined in the metabolic reconstruction 
iFP764.
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Results and discussion
Construction of the high‑quality metabolic model iFP764
The iterative process to build up the metabolic recon-
struction of the C. salexigens was based on a bottom-
up approach and exhaustive manual refinement of the 
reconstruction that systematizes the current knowledge 
about the metabolism of C. salexigens. A major value of 
a manual model-building effort is the careful compilation 
of genes and reactions by revision of the literature and 
experimental data, BLAST searches, phylogenetic analy-
sis, database comparison, gaps filling, etc., to achieve a 
robust metabolic model with a highly reliable prediction 
capacity. All the workflow for the C. salexigens metabolic 
reconstruction followed standard procedures described 
in the literature [23], and is detailed in "Methods" and 
Fig.  1. The final reconstruction metabolic network was 
named iFP764 according to the current standard nomen-
clature [30]. The most relevant steps are described in 
detail in (Additional file 1).

Compartmentalization
In C. salexigens, the differential use of the periplasmic or 
cytoplasmic variants of the Entner–Doudoroff pathway 
contributes to modulating the production of reducing 
equivalents (NADPH), adapting it to the requirements 
for ectoine synthesis [7]. For this reason, the C. salexigens 
metabolic model iFP764 generated in this work included 
three distinct cellular compartments: the cytoplasm, the 
periplasm and the extracellular space.

This compartmentalization allowed the inclusion of 
transport systems in both, the inner and outer mem-
brane, and represents more accurately the metabolic 
machinery available in C. salexigens, including pathways 
for compatible solute metabolism, and associated central 
metabolism (Fig.  2a, b). Apart from periplasmic oxida-
tion of glucose to gluconate, the most important routes 
included in the model were those involved in the trans-
port of d-glucono-1,5-lactone (gl), and 2-keto-d-gluco-
nate (2ddglcn), two compounds that can be used by C. 
salexigens as sole carbon sources [7] (Table 2, Fig. 2b).

Formulation of two biomass reactions to simulate low 
salinity and high salinity conditions
Two specific biomass reactions, “BIO_H” and “BIO_L”, 
were formulated to simulate high and low salinity con-
ditions, respectively, and incorporated into the recon-
struction. The formulation of both reactions was partially 
based on previous C. salexigens experimental data, and 
on the formulation defined for Escherichia coli [28]. 
Ectoine and hydroxyectoine were included in both bio-
mass reactions because they are growth-associated 
metabolites [3], and their specific contents are affected 
by the salinity of growth medium [7]. This provided two 

condition-specific models that will serve as platforms 
to test metabolic capabilities at low and high salinity. 
Detailed information on the biomass composition for-
mulation can be found in “Methods” and Additional 
file 1: Tables S1 and S2.

Properties of the iFP764 reconstruction
The genome of C. salexigens is composed of a circular 
chromosome of 3696  kb encoding 3412 total genes [6] 
(Fig.  3a). The iFP764 reconstruction accounts for 764 
genes, 1530 reactions and 1123 metabolites segregated 
into 3 compartments: cytoplasmic, periplasmic and 
extracellular. The metabolic reactions include 943 cyto-
plasmic reactions, 42 periplasmic reactions, 5 extracel-
lular reactions and 33 multiple compartments reactions 
(Table 2). The C. salexigens reconstructed metabolic net-
work presented in this work covers 22.30% of the total 
genes present in the genome (Fig.  3b). The coverage of 
the genome is similar to those of metabolic networks 
reconstructions published, such as those of Pseu-
domonas aeruginosa (19.3% coverage; [37]), Escherichia 
coli (32% coverage; [27]), Bacillus subtilis (20% cover-
age; [38]), Clostridium acetobutylicum (13.0% coverage; 
[39]) and the halophilic bacterium Halomonas smyrnen-
sis AAD6T (25.3% coverage; [40]). All enzymes included 
in the iFP764 model were clustered into one of the 12 
Orthologous Groups (COGs) functional categories of 
proteins [41] (Fig. 3b).

Comparison of iFP764 with the previous C. salexigens 
metabolic reconstruction iOA584
After completion of the iFP764 metabolic network 
reconstruction, it was compared with the previous semi-
automatically-generated, reconstruction of C. salexigens 
(iOA584) [42]. Table 2 details the number of reactions of 
iFP764 in each subsystem and the comparison with the 
previous reconstruction iOA584. Up to 169 genes that 
were found in the iOA584 model were not include in the 
iFP764 model, since these routes have not been described 
in C. salexigens, and the reactions catalyzed by these 
enzymes were not connected to any pathway.

Whereas periplasmic and extracellular metabolic reac-
tions were considered in iFP764, iOA584 did not include 
any transport reaction other than exchange reactions. In 
addition, the semi-automated reconstruction contains 
just single genes associated with reactions, but genes 
associated to enzymatic complexes or isoenzymes were 
not annotated, as in iFP764. This improvement is very 
relevant to implement strategies for in silico knockout 
analysis or strain design for metabolic engineering.

A detailed comparison of the number of ORFs 
assigned from each COG functional category in both 
models is presented in Fig.  4a. The largest increase in 
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coverage compared with the previous reconstruction 
corresponded to transport and metabolism of amino 
acids (61% increase, with addition of 67 ORFS). Addi-
tionally, complete synthesis and degradation pathways of 
the main compatible solutes of C. salexigens, which are 
necessary for osmoadaptation and drive metabolic adap-
tation to salinity, were included in iFP764 (see Additional 
files 1, 2), whereas some of them were found wrong-gene 
associated or not present in iOA584.

Gap analysis
The final reconstruction iFP764 included some incom-
plete metabolic pathways that contained gaps or blocked 
reactions, which generated 98 dead-end metabolites: 27 
root no-production metabolites (metabolites that partici-
pates in consuming reactions but not in producing reac-
tions) and 71 no-consumption metabolites (metabolites 
that are present in producing reactions but not in con-
suming reactions) (Additional file  1: Table S5). In total, 
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11.17% of the metabolites in iFP764 were blocked under 
all conditions due to gaps. The major root no-production 
metabolites were those implicated in the production of 
those, like tRNAs, serve for non-metabolic functions 
once they are produced. This problem is also present in 
the E. coli iJO1366 metabolic reconstruction [25]. On the 
other hand, out of the 71 no-consumption metabolites 
detected mainly belonged to pathways related to tRNA 
(9.2%), cell envelopes, including cell wall and cell mem-
branes (15.6%), cofactors and prosthetic groups synthesis 
(8.6%) or carbon metabolism (7.1%). With the exception 
of the metabolites found in the routes of carbon metab-
olism, the rest of dead ends metabolites were found in 
pathways insufficiently described in C. salexigens. An 
important flaw in the automatically generated iOA584 
was the high number of gaps and dead ends metabolites, 
as we found 272 no-production metabolites and 645 no-
consumption metabolites.

The effort in the exhaustive refinement process leading 
to the iFP764 metabolic network resulted in an improve-
ment of connectivity compared with iOA584. A graphic 

representation of both networks, performed using 
CYTOSCAPE, evidenced a connectivity failure in the 
iOA584, as several disconnected reactions and dead-end 
metabolites from the central network were found. This 
was highly solved up in iFP764 (Fig. 4b).

Biomass production
Even the most complete models are not definitive, if they 
contain gaps or missing information [25]. However, filling 
in the gaps as much as possible is important to make the 
model more realistic, improving the predictive capability, 
and this degree of completion is especially needed when 
the model does not predict growth under some specific 
condition (i.e., given sets of nutrients and secretions) 
when submitted to FBA simulation [43]. This occurs 
due to the fact that the reactions producing or consum-
ing dead-end metabolites can never carry flux under any 
condition, so one fundamental requirement for a recon-
structed metabolic network is its ability to produce flux 
through the biomass reaction (i.e., to predict growth) 
[44]. When the iOA584 model was analyzed by FBA with 
the COBRA Tool box, it could not produce biomass, and 
consequently it could not simulate cell growth, in con-
trast to iFP764. This is likely due to the numerous flaws 
present in the automated network that are absent (or, at 
least, present in a much lower number) in the curated 
iFP764 model. Among these, incorrect reaction stoichi-
ometry, repetitions, dead-end metabolites, problems 
with proton balances, and severe troubles in connectivity, 
were found in iOA584.

In summary, in addition to the enlargement, this com-
parison revealed great differences between the two 
models, and a large number of drawbacks associated to 
semi-automatically-generated networks.

Model validation
Flux balance analysis (FBA) can be used with a con-
straint-based model to predict metabolic flux distribu-
tions, growth rates, and substrate uptake and production 
secretion rates. Thus, FBA analyses of the model with a 
set objective function (i.e. biomass reaction that is equal 
to growth) to generate maximal amounts of biomass pre-
cursors (i.e., simulated optimal growth) from substrates 
available in growth media can generate results that are 
quantitatively consistent with experimental data [25, 33]. 
In this context, the utilization of different carbon sources 
by the iFP764 network was simulated and compared to 
previous reports [1, 7].

The growth in minimal medium M63 was simulated 
by fixing the set values for the exchange reactions for the 
import of metabolites present in the simulated growth 
medium. Each substrate was taken as the sole carbon and 
energy source in the simulation and the uptake rates were 

Table 2  Properties of  metabolic reconstructions of  C. 
salexigens

* Reactions can occur in or between multiple compartments and metabolites 
can be present in more than one compartment

Features

In silico metabolic model iFP764 iOA584 [42]

No. of total reactions 1530 1387

 No. of total ORFs associated 1190 874

 No. ORFs no associated 340 513

No. of total metabolic reactions 1023 880

 Multiple compartments* 33 0

 Cytoplasmatic 943 880

 Periplasmic 42 0

 Extracellular 5 0

No. of total transport reactions 507 507

 Exchange 178 507

 Extracellular to periplasmic 149 0

 Periplasmic to cytoplasmic 137 0

 Periplasmic to extracellular 6 0

 Cytoplasmic to periplasmic 34 0

 Extracellular to cytoplasmic 3 0

No. of total metabolites 1123 1411

 Cytoplasmatic 790 920

 Periplasmic 176 0

 Extracellular 157 491

Unique functional proteins 764 579

 Single gene 458 579

 Genes involved in complexes 155 0

 Instances of isozymes 151 0
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all set to the same value (10 mmol gDW−1 h−1) in aerobic 
conditions. The biomass reaction utilized for the valida-
tion was BIO_L.

For 35 experimentally tested carbon sources, 85% 
agreement was found between the predicted and experi-
mentally tested utilization of substrates by C. salexigens 
[1]. This included the inability to use l-methionine and 
l-valine (Table 3). The qualitative evaluation of the pre-
dictive capability of the model reconstructed herein falls 
within the range of most metabolic reconstructions avail-
able to date [37, 45].

Disagreement between in silico simulations and lit-
erature reports was found for five compounds. On the 
one hand, choline, lysine and glycine betaine support 
C. salexigens growth, according to experimental data, 
whereas the simulation did not predict growth with these 

compounds. Conversely, the iFP764 model predicted 
growth with L-lactate and D-lactate, which is in disa-
greement with experimental data [1], as C. salexigens is 
not able to grow with any lactate isomer. Disagreements 
between the computational and experimental data are 
acceptable and can be divided into two main categories. 
Instances where experimental growth is observed and 
no growth is predicted computationally (i.e. with cho-
line, lysine, or glycine betaine) points to areas where fur-
ther biochemical characterization is needed and define 
targeted areas for biological discovery [28]. In contrast, 
cases in which computational growth is predicted and 
not observed experimentally (i.e., with lactate) indicate 
possible areas where there are either errors in the recon-
struction or, alternatively, where regulation limits the uti-
lization of pathways needed for growth.

C. salexigens Genome Characteristics 

Genome size 3,696 kb

Total genes 3,412

Genes assigned to COG 2,842

a

b

Fig. 3  a Statistic of C. salexigens genome. b Genomic coverage and COG assignment of the metabolic genes included in iFP764
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Theoretical analysis of C. salexigens physiological 
capabilities
Growth in different carbon sources
The interest of the in silico prediction is to extend the 
knowledge about which pathways are active, and for 
which processes and to what extent different substrates 

are utilized by the organism. This information can be 
used to guide labeling studies as well as to interpret 
results from experiments using similar conditions such 
as gene and protein expression data. The iFP764 compu-
tational model contains exchange reactions for 90 differ-
ent compounds. It is therefore possible to use iFP764 to 
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predict the growth capabilities of C. salexigens on a very 
wide range of media conditions. As a demonstration, 
FBA was used to forecast growth on the 90 possible car-
bon sources under aerobic conditions using iFP764. As 
shown in Additional file  1: Table S6, the iFP764 model 
predicted that 51 out of these 90 carbon sources are 
growth supporting.

Essentiality of genes and reactions depending on salinity
One of the major applications of GEMs is improving 
the performance of microbial cell factories by a system 
wide analysis of the metabolic network. Robustness is 

generally defined as the cellular ability to maintain bio-
logical processes against internal and external perturba-
tions, including disruption of genes and inactivation of 
enzymes (e.g., knock-out mutations) [46].

In this regard, iFP764 robustness is crucial for predict-
ing ectoine production under certain conditions. Thus, 
reaction essentiality simulations were performed by sys-
tematically removing each gene from the network and 
assessing the ability of the model to predict growth in 
minimal medium with glucose as carbon source. These 
FBA simulations were conducted at low and high salinity 
conditions (See "Methods").

Table 3  In silico prediction of  utilization of  various metabolites as  carbon sources and  comparison with  experimental 
data

(+) Metabolized (−) not metabolized

Metabolite name Compound Metabolite formula In silico simulation Experimental data References

2-ketogluconate 2ddglcn[e] C6H9O6 + + Arahal et al. [1]

Acetate ac[e] C6H9O7 + + Arahal et al. [1]

d-Alanine ala-d[e] C3H7NO2 + + Arahal et al. [1]

l-Arginine arg-l[e] C6H15N4O2 + + Arahal et al. [1]

l-Asparagine asn-l[e] C4H8N2O3 + + Arahal et al. [1]

Choline chol[e] C5H14NO − + Arahal et al. [1]

Citrate cit[e] C6H5O7 + + Arahal et al. [1]

Ectoine ect-l[e] C6H10N2O2 + + Vargas et al. [24]

Ethanol etoh[e] C2H6O + + Arahal et al. [1]

Fructose 6-phosphate f6p[e] C6H11O9P + + Data not shown

d-Fructose fru[e] C6H12O6 + + Arahal et al. [1]

Fumarate fum[e] C4H2O4 + + Arahal et al. [1]

d-Glucose glc-d[e] C6H12O6 + + Arahal et al. [1]

d-Gluconate glcn[e] C6H11O7 + + Pastor et al. [7]

l-Glutamine gln-l[e] C5H10N2O3 + + Arahal et al. [1]

l-Glutamate glu-l[e] C5H8NO4 + + Arahal et al. [1]

Glycine gly[e] C2H5NO2 + + Arahal et al. [1]

Glycine betaine glyb[e] C5H11NO2 − + Arahal et al. [1]

Glycerol glyc[e] C3H8O3 + + Arahal et al. [1]

5-hydroxyectoine hdect[e] C6H10N2O3 + + Vargas et al. [24]

d-Lactate lac-d[e] C3H5O3 + − Arahal et al. [1]

l-Lactate lac-l[e] C3H5O3 + − Arahal et al. [1]

Lysine lys-l[e] C6H15N2O2 − + Arahal et al. [1]

d-Malate mal-d[e] C4H4O5 + + Arahal et al. [1]

l-Malate mal-l[e] C4H4O5 + + Arahal et al. [1]

Maltose malt[e] C12H22O11 + + Arahal et al. [1]

d-Mannose man[e] C6H12O6 + + Arahal et al. [1]

l-Methionine met-l[e] C5H11NO2S − − Arahal et al. [1]

Proprionate ppa[e] C3H5O2 + + Arahal et al. [1]

l-Proline pro-l[e] C5H9NO2 + + Arahal et al. [1]

d-Ribose rib-d[e] C5H10O5 + + Arahal et al. [1]

l-Serine ser-l[e] C3H7NO3 + + Arahal et al. [1]

Succinate succ[e] C4H4O4 + + Arahal et al. [1]

Trehalose tre[e] C12H22O11 + + Arahal et al. [1]

l-Valine val-l[e] C5H11NO2 − − Arahal et al. [1]
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The study of gene essentiality revealed that 26.6% and 
25.5% of the total 764 genes included in iFP764 were 
essential for cell growth at high and low salinity, respec-
tively (see Additional file 3: Table S7 for a complete list). 
Most of these genes (around 97%) were also included in 
the CGE database of essential gene clusters [47], provid-
ing reliability to our prediction. A total of 195 genes were 
essential in both conditions, but 8 genes (csal_3283 to 
csal_3290) were essential only at high salinity (Fig.  5a), 
corresponding to the ATP synthase complex subunits. 
This finding underlines a relevant role of bioenergetics 
in the metabolic adaptation to salinity. It may be due to 
the fact that life at high salt concentration is energetically 
expensive, since it involves the build up and maintenance 
of steep ion concentration gradients across the cell mem-
brane and compatible solute synthesis, which is a very 
energetically and metabolically demanding process [48].

Analysis of metabolic osmoadaptation by FBA
In the previous section, we capitalized on the current 
knowledge of C. salexigens metabolism to compare the 
in silico prediction of the model with physiological data. 
Here, we used FBA to investigate the metabolic adapta-
tion of C. salexigens to high and low salinity by using our 
metabolic network (iFP764).

Recently, Pastor and co-workers [7] described the 
central metabolism of C. salexigens at different salt 
concentrations. They showed that salinity influences 
glucose consumption, pyruvate and acetate excretion 
and biomass production. They also showed that pyru-
vate and acetate excretion was the result of an over-
flow metabolism derived mainly from the metabolic 

“rigidity” of a certain number of reactions (all of them 
related to providing TCA cycle metabolites for the syn-
thesis of ectoines). It was proposed that this rigidity 
(i.e., the absence of variation in the metabolic ratios of 
these enzymes), led to this overflow at low salinity. The 
in silico growth rate on glucose minimal medium at 
high and low salinity was calculated by FBA (see simula-
tion parameters in Additional file 1: Table S4) and com-
pared with the experimental growth rates [7] (Fig. 6). If 
the in silico rate is lower than the experimental, it would 
indicate that the network may lack important reactions 
that influence the efficiency of conversion of the carbon 
source into biomass constituents and/or energy [49]. 
However, the calculated in silico rate (0.43 and 0.19 h−1) 
were higher than the experimental rates observed by [7] 
(0.31 and 0.12 h−1 at low and high salinity, respectively) 
(Fig. 6). This greater efficiency of the in silico model ver-
sus in vivo growth data is also consistent with studies that 
suggest that the optimal growth objective function does 
not necessarily reflect the real functioning of biochemical 
networks over a wide range of environmental conditions 
[49–51]. Moreover, this finding suggests that some of 
the processes included in the network might be unreal-
istically efficient and/or that C. salexigens may be divert-
ing resources into other processes not accounted for in 
the model, or that others additional constrains might be 
taken into account when performing simulations. Thus, 
although acetate and pyruvate and gluconate were identi-
fied by HPLC–MS as the major by-products of glucose 
metabolism [7], it may be possible that other non-meas-
ured products different of acids and alcohols could be 
secreted by C. salexigens. Additionally, we have in silico 
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observed a highest consumption of O2 (relative to glu-
cose consumption) (−  2.66) and a greater production 
of CO2 (2.6) at high salinity when compared with low 
salinity (1.4 and 1.35, respectively). This fact reflects dif-
ferences in oxidative metabolism between high and low 
salinity in C. salexigens. This could be related with differ-
ences in rates of TCA cycle activity [7] and, consequently, 
it might be reflected in variations in O2 consumption 
and CO2 production. So, it would be very interesting to 
deepen into this question experimentally in the future, 
and use these data as additional constraints to accurate 
growth rate predictions. In this way, the use of the iFP764 
model would be a very useful tool to drive additional 
experiments.

The in silico growth rate is influenced not only by the 
structure of the metabolic network, but also by other 
factors including biomass composition and the use of 
constraints. Therefore, since both the biomass com-
position and constraints values vary with salinity, we 
evaluated the influence of these factors on the predicted 
growth yield. First, we analyzed the effects of changes 
in the ratios of biomass components on the iFP764 
growth yield. This was done by varying only BIO_L or 
BIO_H when simulating at low and high salinity with 
no other constraints, and performing FBA with the 
biomass reaction set as the objective function. These 
analyses indicated that maintaining the glucose entry 
at 10  mmol  gDW−1  h−1, without using any other con-
straints, did not affect growth rate (1.83 and 1.84 h−1 at 
low and high salinity, respectively). Similar results were 
obtained when simulating with a Pseudomonas putida 
model, a 20% increase of any single biomass constituent 
had an effect of less than 1% on the growth yield [49]. 
However, although the growth rate was not affected, the 
internal fluxes distribution could vary according to the 

formula of the biomass utilized in each condition. This 
finding is discussed below.

The second factor influencing the efficiency of the in 
silico optimal growth is the use of constraints. Metris and 
co-workers simulated osmotic stress using FBA and dif-
ferent biomass reactions that included compatible solutes 
as metabolites and their respective salinity-specific pro-
portion [52]. They suggested that this was not sufficient, 
and that additional constraints were needed to explain 
the chemical-physical limitations of the growth rate 
simulation. On the other hand, Covert and Palsson intro-
duced additional constraints using Boolean operators, 
and this approach was shown to eliminate a large number 
of extreme pathways [53].

In this work, the simulations performed corroborated 
previously obtained growth rates in vivo where a higher 
growth rate was observed at low salinity. This was mainly 
due to the contribution of the salinity dependent-exper-
imental-based constraints. However, additional experi-
mental constrains could be added in a future to accurate 
growth rate or fluxes prediction.

In silico prediction of metabolic flux distributions shifts 
in response to salinity
The above data show that the iFP764 model is coherent 
and reproduces the major metabolic features of C. salexi-
gens. However, FBA can only generate a single flux dis-
tribution corresponding to maximal growth under any 
given environmental condition. An alternative approach 
is to characterize all flux distributions that are allowed by 
the mass balance (stoichiometric) and flux capacity con-
straints. There are a number of methods that allow char-
acterizing entire flux solution spaces, including various 
forms of pathway analysis [10]. Among them, Monte Carlo 
sampling method is a rapid and scalable way to character-
ize the structure of the allowed space of metabolic fluxes. 
These analyses can provide all possible steady-state distri-
bution for unknown metabolic fluxes and guide making 
informative experimental measurements [35].

In this work, Monte Carlo sampling was used to cal-
culate the probability of flux distributions for all the 
reactions of iFP764 model in two scenarios. In the first 
scenario, specific constraints (for glucose and ammonium 
consumption or pyruvate an overflow metabolites secre-
tion) and biomass composition for high and low salinity, 
were used to simulate low and high salinity conditions. In 
the second scenario only specific biomass reactions (but 
no salinity-specific constraints), were used to simulate 
both salinities. The set of all possible flux values for each 
reaction was represented as a flux distribution histogram.

The first scenario revealed different distributions of 
fluxes at low and high salinity, suggesting the most rel-
evant pathways involved in metabolic osmoadaptation 
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of C. salexigens (Fig.  7, Additional file  1: Figure S1). 
Interestingly, differences in the flux distribution related 
to salinity of reactions belonging to the pentose phos-
phate, Entner–Doudoroff, and TCA cycle pathway were 
observed, supporting our previous hypothesis that salin-
ity affects ATP generation or cell redox balance through 
a differential reducing power generation, by preferential 
use of glucose utilization pathways [7]. This analysis also 
suggests that the existence of alternate pathways for glu-
cose metabolism differing in redox balance may allow 
the microorganism to control the rate of production of 
redox equivalents, and to finely tune its redox state to 
maximize growth and ectoines biosynthesis. This con-
clusion is supported by the calculation of the theoretical 
amount of ATP produced per mol of glucose at low and 
high salinity. According to the iFP764 model, the theo-
retical wild-type ATP yield at high salinity is around 2.6 
fold higher compared to low salinity, indicating that ener-
getic metabolism is more efficient at high salinity, as it 
was experimentally described previously [7]. Indeed the 
rate of ATP production through oxidative phosphoryla-
tion was 3-fold higher at high salinity compared to low 
salinity, suggesting that this improvement in metabolism 
efficiency could be driven by an increment in respiration 
rate.

The second scenario was used to evaluate only the 
effect of each biomass reactions (BIO_L and BIO_H) on 
flux distribution. After random sampling, modifications 
of the flux distribution were also observed, but differ-
ences were not as evident as in the first scenario (data not 
shown). This finding suggests that biomass composition 
formulated at low and high salinity does not significantly 
influence the flux distribution under these conditions.

Overall, the above results indicate that our model 
serves as an excellent platform to analyse metabolic 
adaptation to salinity. It also indicates that although 
specific-biomass composition is needed to be accurate 
when performing simulations, specific-experimental 
constraints are more relevant and necessary to guaran-
tee that in silico fluxes are close to those experimentally 
observed.

Correlation between metabolic fluxes at low and high 
salinity
Modularization may be a useful concept to understand 
large metabolic networks by breaking it apart into man-
ageable pieces [54]. The highly correlated clusters may 
be considered as functional modules, which mainly 
include groups of enzymes that are jointly needed to 
obtain a specific product. We analysed the correlation 
between fluxes of sets of reactions at high and low salin-
ity obtained by Monte Carlo sampling. This analysis pro-
vided us significant clues on the correlations between 

individual reactions and between sets of reactions, prob-
ably involved in metabolic adaptation to salinity and/or 
ectoines demand.

From all interrelations found, we specifically focused 
our analysis in those clusters related to the metabolism 
of compatible solutes and associated carbon and nitro-
gen metabolism (209 reactions for low salinity and 211 
for low salinity). In this context, we found a higher num-
ber of correlations at high salinity (549) compared to low 
salinity (461) (Fig. 8).

Regarding nitrogen metabolism, the valine/leucine/iso-
leucine sub-system was found highly inter-correlated at 
high and low salinity, both between their internal reac-
tions and also with other subsystems, like the alanine/
aspartate, cysteine, TCA cycle, and folate metabolism 
subsystems. On the contrary, some amino acids sub-
systems showed to be independent, as they presented a 
high degree of internal correlation but their reactions did 
not correlate with other subsystems. This was observed 
for the histidine and tyrosine/phenylalanine/tryptophan 
subsystems. This fact occurred in both conditions and no 
significant variation between the correlation patterns was 
observed (Fig. 8).

The TCA cycle cluster was more correlated with other 
clusters at high salinity than at low salinity (Fig.  8a, b). 
At low salinity, this subsystem showed correlated reac-
tions with the valine/leucine/isoleucine, cysteine, alter-
nate Carbon, and oxidative phosphorylation subsystems. 
However, at high salinity an important number of addi-
tional correlations appeared with other subsystems, like 
the pentose phosphate (this subsystem included also 
reactions from ED pathway) and glucolysis/gluconeo-
genesis clusters. All these clusters were clearly intercor-
related at high salinity (Fig. 8b). Interestingly, the recently 
described ED-EMP cycle, which recruits activities from 
the ED, EMP and PP pathways to ensure an appropriate 
supply of NADPH reducing power for coping with envi-
ronmental stress [55], is present in C. salexigens. Thus, 
the PPi dependent 6-phosphofructokinase (Csal_1534), 
acting in the reverse reaction as a bisphosphatase, would 
supply the lack of Pfk, catalyzing the conversion of fruc-
tose 1,6- bisphosphate into fructose-6-phosphate [7], 
and completing the cycle. However, correlation analysis 
grouped the ED-EMP cycle reactions in three modules 
in both salinities. The first cluster was formed by Pgi 
(GLUC6), Zwf, and Pgl (PGL6), the second cluster was 
formed by Fda (FRUB) and Fbp, and the third cluster 
was constituted by the Edd and Eda reactions. Interest-
ingly, the first cluster of reactions [two of them from pen-
tose phosphate (PP) pathway and one of the from EMP 
pathway], were correlated with some TCA cycle reac-
tions at high salinity [Aconitase (ACOHY2), aconitate 
hydratase (ACOHY1), Fumarate hydratase (FUM1), and 
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Cs (CITSY)], and with additional reactions of the pentose 
phosphate pathway. The third cluster of reactions (both 
of them belonging to the ED pathway, but included in 
the pentose phosphate subsystem) showed correlation 
at high salinity with Pdh (Glycolysis/Gluconeogenesis 
subsystem). The ED-EMP cycle has been suggested to 
be an essential distributor of carbon through the central 
metabolic metabolism and an enhanced supply of reduc-
ing equivalents [55]. Therefore, the above results could 
pave the way for future experimental design, in order to 
figure out how this cycle is functioning in C. salexigens, 
and if it is partially coupled with the TCA cycle at high 

salinity, where high ectoines demand requires high levels 
of reducing power and carbon.

Regarding ectoines metabolism, the correlation analy-
sis distributed this subgroup into four cyclic modules. 
The first module included reactions for the synthesis and 
degradation of hydroxyectoine (EutC, EutB and EctDE), 
the second module corresponded to the futile cycle for 
ectoine synthesis and degradation (EctC, EctA, DoeA, 
DoeB and EctA) [56], the third module was responsible 
for the l-aspartate semialdehyde conversion into diamino 
butyric acid, or viceversa, with an interconversion cou-
pled reaction of glutamate to 2-oxoglutarate (EctB and 
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DoeD). The last module included reactions responsible of 
the synthesis of L-aspartate to L-aspartate semialdehyde, 
or viceversa, [DoeC, AsD, aspartate kinase (ASPK)]. 
Interestingly, all the four modules were independent both 
at low and high salinity conditions, as they did not cor-
relate to each other, and they were not correlated with 
other subsystems (Fig. 8).

Regarding other compatible solutes, trehalose synthesis 
and degradation reactions (OtsA, OtsB and TreF) formed 
a separate module including internal reactions of central 
C subsystem, particularly those involved in the conver-
sion of glucose-1-P into UDP-glucose (UTPGLPHO, 
UTP-glucose 1-P-uridylyl transferase) and glucose-6P 
(PGM, phosphoglucomutase). Both products are precur-
sors of trehalose-6-phosphate. As observed for ectoines 
metabolism, this correlation pattern of the trehalose 
metabolism module did not vary with salinity (Fig. 8).

The predicted modular distribution of correlated 
compatible solutes metabolism sets of reactions is very 
intriguing, and deserves experimental work to better 
understand C. salexigens osmoadaptive mechanisms, 
and especially ectoines production. Most of them were 
cyclic (not only the ectoine futile cycle), independent 
from other subsystems, and with no interdependence 
pattern variation in response to salinity. It is plausible 
that reactions included in each module respond to a simi-
lar regulation, and/or that a coordinated functioning of 
cyclic modules is necessary to adapt solute compatible 
metabolism, and therefore metabolic osmoadaptation, 
to external conditions. Our results are only an exam-
ple (“the tip of the iceberg”) of the potential of the joint 
rational use of computational tools, together with experi-
mental data, in order to explore metabolism in halophilic 
microorganisms.

Conclusions
The information resulting from this work showed that 
the iFP764 model is a powerful tool to simulate and 
explore C. salexigens metabolism at different salinity con-
ditions. This halophilic bacterium has one of the broad-
est salinity range of growth, and is considered as a model 
to study osmoadaptation. Notwithstanding the existing 
limitations in reconstructing and validating a C. salexi-
gens specific network, the iFP764 model is one of the 
most complete and curated networks of halophilic bac-
teria, and accounts for all existing relevant experimental 
information. Thus, it may become an important tool to 
understand the metabolism of halophilic microorgan-
isms, helping to drive the generation of new experimental 
hypotheses. In addition, C. salexigens is considered as a 
good cell factory for ectoines, whose production is salin-
ity-dependent. Therefore, this model could be a robust 

and reliable tool to be used for the design of new C. salex-
igens strains optimized for the production of ectoines and 
other biotechnologically interesting compounds, avoid-
ing the expenditure of resources.
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