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In this article, we suggest that the study of social interactions and the

development of a “sense of agency” in joint action can help determine

the content of relevant explanations to be implemented in artificial systems

to make them “explainable.” The introduction of automated systems, and

more broadly of Artificial Intelligence (AI), into many domains has profoundly

changed the nature of human activity, as well as the subjective experience

that agents have of their own actions and their consequences – an

experience that is commonly referred to as sense of agency. We propose

to examine the empirical evidence supporting this impact of automation

on individuals’ sense of agency, and hence on measures as diverse as

operator performance, system explicability and acceptability. Because of

some of its key characteristics, AI occupies a special status in the artificial

systems landscape. We suggest that this status prompts us to reconsider

human–AI interactions in the light of human–human relations. We approach

the study of joint actions in human social interactions to deduce what

key features are necessary for the development of a reliable sense of

agency in a social context and suggest that such framework can help

define what constitutes a good explanation. Finally, we propose possible

directions to improve human–AI interactions and, in particular, to restore

the sense of agency of human operators, improve their confidence in

the decisions made by artificial agents, and increase the acceptability of

such agents.
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Introduction

Over the past few decades, automation has profoundly
changed our daily lives, and predictions for the future indicate
that this trend will continue to grow, especially with the advent
of Artificial Intelligence (AI). The introduction of automation
into our lives has many benefits, including increased safety
for humans. However, the interposition of automated systems
between human operators and control processes has radically
changed the nature of human activity, from direct manual
control to partial or full supervision. While the negative
impact of such a change on operators’ performance has been
widely documented, the cognitive mechanisms involved in
this degradation are still poorly understood. We suggest that
studying social interactions and the development of a sense
of agency in human joint actions can help refine the content
of explanations to be implemented in AI to improve human–
AI interactions.

The sense of agency (i.e., the feeling of being at the origin
of and controlling our actions and their consequences on the
environment) has been presented as a potential mediator of
this degraded state of performance. Indeed, interaction with
an automated system can particularly alter the experience of
control over our actions and create ambiguous situations as to
who has control. The detrimental effect of automation on agency
has been documented in a large number of studies. From an
operational point of view, loss of agency in human–machine
interactions leads not only to a decrease in the acceptability of
automated systems, but can also lead to a disengagement of the
operator from the task at hand. The continuing evolution of
automated systems, and in particular the advent of AI, is likely
to further alter the relationship between agency and technology.
We propose to investigate the nature of this relatively recent
change in human technological history and its potential impact
on the agentive experience of human operators.

To do so, we will first examine whether, and to what
extent, some of the negative consequences of using technology
can be explained by a disruption in the development of
our sense of agency. We will discuss how the experience
of agency develops when we act alone or in interaction
with automated systems, and then highlight the singularity
of AI compared to automated systems in general, and the
new questions it raises in terms of interaction with human
operators. We will examine some key features of AI that
contribute to changing the role of the technological tool in
human decision-making processes and their impact on the
sense of agency. We will see how these changes invite to
consider human–AI interactions in the light of human–human
relations. We will then turn to studies of joint action in
social interactions in an attempt to deduce the characteristics
that enable the development of a sense of agency in social
contexts. Finally, we will propose to transfer insights gained
from our study of human social agency to the field of

eXplainable Artificial Intelligence (XAI). This research area aims
at making AI more readable and transparent to humans by
producing explanations of how AI makes decisions. Giving
access to the different levels of intention (proximal and distal)
implemented by AI could help restore human operators’
sense of agency, improve their confidence in the decisions
made by artificial agents, and ultimately increase acceptability
toward such agents.

Sense of agency and technology

Impact of automation on human
operators

Over the past few decades, automation technology has
become a pervasive phenomenon and has profoundly changed
our daily lives. Automation refers to the process of partially
or completely handling over a task usually performed by a
human to a machine or system (Sheridan, 2002). The initial
reason for the introduction of automation was to reduce
the workload of operators, and thus reduce operational costs
and errors, while increasing accuracy (Sarter et al., 1997). In
aviation, the introduction of automated technologies, such as
systems that provide vital automated aids, has significantly
improved current levels of safety (International Civil Aviation
Organization, 2017).

The complexity and ingenuity that characterize automated
systems tend to focus public attention on the technical
capabilities of automation. However, while the introduction of
automation into a system can be viewed as a simple substitution
of a machine activity for a human activity (Woods and Tinapple,
1999), human activities are impacted often unintentionally
and unanticipated by automation designers. As a matter of
fact, the interposition of automated systems between human
operators and control processes has radically changed the nature
of human activity from direct manual control to partial or
total supervision (Dekker and Woods, 2002). This change is
far from trivial and creates new burdens and complexities for
individuals and teams of practitioners charged with operating,
troubleshooting, and managing automated systems.

The negative impact of such a change on operators
activities is widely documented through the notion of out-
of-the-loop performance problem, i.e., OOTL (Endsley and
Kiris, 1995; Kaber and Endsley, 1997). An out-of-the-control-
loop operator has difficulty detecting errors or failures in
the system (Ephrath and Young, 1981; Kessel and Wickens,
1982), understanding its current state (Sarter and Woods,
1995; Sarter et al., 1997; Christoffersen and Woods, 2002), and
determining appropriate actions for the next task (Endsley,
1999). Decreased vigilance, complacency or overconfidence in
the system’s capabilities, and a loss of situational awareness
on the part of the operator have been identified as factors
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that may contribute to this phenomenon. For decades, the
problem of OOTL performance has been a major concern
in the human factor literature. However, the cognitive
mechanisms involved in the OOTL phenomenon are still
poorly understood.

Recently, the notion of agency has been presented
as a potential mediator of this degraded state of
performance (Berberian, 2019). The term ‘sense of
agency’ refers to the subjective awareness of initiating,
executing, and controlling one’s own volitional actions
in the world (Jeannerod, 2003). This form of self-
awareness is important not only for motor control but
also for social interactions, the ascription of causal
responsibility, and serves as a key motivational force
for human behavior.

Early studies in the aerospace field sought to understand
how automation in aviation affects the sense of control.
Automation was first shown to reduce pilots’ sense of control
(Norman et al., 1990). More recently, Berberian et al. (2012)
explored the modulation of the sense of agency through
automation in a task implementing different degrees of autopilot
assistance in a flight simulator. In this study, subjective
reports of sense of agency were asked of participants to
measure the degree to which they felt they had caused
the maneuver to avoid the conflict, ranging from no causal
involvement to high causal involvement. The results showed
that participants’ sense of agency decreased with the level of
automation involved (Berberian et al., 2012). This alteration
of the agentive experience has since been highlighted in
various works (Yun et al., 2018; Grynszpan et al., 2019; Sahaï
et al., 2019; Zanatto et al., 2021). In contrast, other research
suggests a positive influence of automation on the sense of
agency (Wen et al., 2015a, 2021; Vantrepotte et al., 2022).
As an illustration, Wen et al. (2015a) designed a computer
assistance program in a dot-moving game, in which the
computer only ignored participants’ incorrect commands. The
results showed that when there is a response delay in the
game, making the task very difficult, the computer assistance
significantly increased participants’ sense of agency compared to
the condition where all participants’ commands were executed
(Wen et al., 2015a).

Taken together, these results show that advances in
automation technologies can modulate the development of the
experience of agency. This modulation of our experience of
agency can have dramatic operational consequences along a
number of key dimensions:

- Experience of agency and acceptability: Decrease in the
sense of agency when interacting with highly automated
systems is likely to seriously threaten the acceptability
of the system’s decisions by human operators. To be
acceptable, a new technology must be reliable, efficient,
and useful. However, these qualities do not guarantee

acceptability by the human operator. Indeed, users
strongly desire to feel that “they are in charge of the
system” and that the system “responds to their actions”
(Shneiderman and Plaisant, 2004). Moreover, a system that
is not properly accepted will not be used appropriately.
As Van Der Laan et al. (1997) rightly point out, “it is
unproductive to invest effort in designing and building
an intelligent co-driver if the system is never switched
on, or even disabled.” This observation has motivated the
creation and validation of a scale designed to evaluate the
level of acceptability of a system, with items assessing both
satisfaction and usefulness (Van Der Laan et al., 1997).
Finally, it should be noted that a poorly accepted system
will generate problems related to the operator’s confidence
in the machine’s capabilities, problems that may lead the
operator to never delegate the task to the system. The link
between sense of agency and acceptability was highlighted
in a recent study showing that a diminished sense of
agency in human–system interaction directly affects
system acceptability (Le Goff et al., 2018). Overall, the lack
of acceptability affects the quality of interactions between
human operators and automated systems. In this article,
we focus on the link between the lack of acceptability
of systems and the incomplete, sometimes abnormal,
experience of agency among operators interacting with
these systems. We propose that it is possible to reduce lack
of acceptability by restoring operators’ sense of agency
via the communication of explanations related to how
system decisions are made (see Section “How to improve
human–Artificial Intelligence interactions?”). We suggest
that the sense of agency is the latent psychological variable
that mediates the link between system explicability and
system acceptability (Figure 1).

- Experience of agency and operator involvement in the task:
Any change in self-agency can modulate the operator’s
involvement in the task at hand. In particular, human–
machine interface research has shown that driving support
effectively decreases driver control activity (Mulder
et al., 2012) and that this decrease is linked to driver
disengagement (Navarro et al., 2016). As an illustration, a
recent study showed that even when vehicle supervision
successfully reminded drivers to hold the wheel and look
at the road, people still did not engage in driving and
were unable to prevent the vehicle from crashing into a
conflicting object (Victor et al., 2018). Yet, it is known that
a reliable sense of agency is essential for the attribution of
causal, but also moral and legal, responsibility (Bigenwald
and Chambon, 2019). Furthermore, a relationship between
sense of agency, motivation, and willingness to exert effort
has been demonstrated (Eitam et al., 2013; Wang et al.,
2019). A loss of agency could therefore constitute a form
of moral disengagement from our actions that would
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FIGURE 1

Link between explicability, sense of agency, and acceptability. We suggest that the presence of explanations for the system decision increases
the user’s sense of agency, which in turn increases the acceptability of the system itself.

disturb the mechanism classically used to regulate human
behavior (Bandura, 1999). This disengagement can be
problematic when operator decision-making is required
(Wen et al., 2019) and leads to difficulties when the
operator must regain manual control (Navarro et al.,
2016). Notably, a previous study on emergency braking
when using cruise control found that reaction time for
braking was significantly longer when people used cruise
control rather than manually controlling vehicle speed
(Jammes et al., 2017).

- Experience of agency and operational performance: A
change in the feeling of agency could have a direct
influence on cognition, and through this, on operational
performance. In particular, significant consequences in
terms of attention and memory have been demonstrated.
Thus, experimental work suggests that the sense of
agency strongly influences attention allocation such that
people effectively monitor events that are relevant to
themselves (i.e., under their control), but do not pay
much attention to events that are outside of their
control (Wen and Haggard, 2018). Furthermore, studies
investigating error-related potentials (i.e., brain activity
associated with monitoring of the consequences of an
action, e.g., San Martín, 2012, for a review) show a
degradation of monitoring associated with a reduced
sense of agency (Kühn et al., 2011; Li et al., 2011;
Bednark and Franz, 2014; Timm et al., 2014; Caspar
et al., 2016). Finally, Hon and Yeo (2021) report evidence
that stimuli for which one feels a sense of agency
are, in fact, remembered better than their counterparts
without such a sense.

Thus, sense of agency may play an important role
in the OOTL phenomenon, as well as in the level of
acceptability of automated systems and the performance of
the human operator. With the next generations of highly
automated systems, a major challenge for the Human–
Computer Interactions (HCI) community will consist in
clarifying this relationship between automation and sense
of agency. A better understanding of this interaction can
provide a useful framework for thinking about interactions
with automated technology and, in particular, for optimizing
human–automation interactions.

Sense of agency: What is it, and how
does it develop?

As mentioned above, the sense of agency is traditionally
defined as the experience of controlling one’s actions,
and, through them, events in the external world
(Haggard and Chambon, 2012). A functional sense of agency
allows individuals to distinguish events that they have caused
from those for which they are not responsible, but which,
for example, were caused by chance of by other agents. As
such, a sense of agency is considered a cornerstone of human
experience (van Hateren, 2015; Haggard, 2017) and a deficient
sense of agency is associated with various disabling clinical
conditions, such as depression (Haggard and Chambon, 2012)
or schizophrenia (Voss et al., 2010; Garbarini et al., 2016). In
today’s society – in which one’s actions can have consequences
for the lives of others – causal attribution of behavior is essential.
In particular, self-agency plays a central role in society as the
basis for legal responsibility or fair retribution for the work
done (Haggard, 2017; Hallett, 2018).

It has been proposed that the sense of agency is composed
of various subcomponents such as sense of intentionality, sense
of initiation, and sense of control (Pacherie, 2007). The sense of
intentionality, first, would have three main sources: awareness
of the goal of the action, awareness of the situated goal, and
the basic sense of doing, which arises from a comparison
between the predicted and actual states of the action (Pacherie,
2007). Second, the emergence of the sense of initiation for a
movement would depend on the awareness of the predicted
sensory consequences of the movement. Indeed, it has been
shown that awareness of the initiation of a movement is
reported by the agent between 80 and 200 ms before the
movement actually occurs (Libet et al., 1983; Libet, 1985).
Finally, although the sense of initiation is considered a crucial
component of the sense of agency, it does not seem to offer
the guarantee that the agent feels the author of the action.
For example, an agent may sometimes have a sense of having
initiated an action but have no effective control over its course.
Conversely, if an unexpected event occurs, an agent may feel
that they lose control of what happens (even if they initiated
the action). This feeling can lead to a reduction, or even
an abolition, of the individual’s sense of agency. Feeling in
control throughout an action has been called “sense of control”
(Pacherie, 2007).
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We chose to approach the notion of sense of agency
primarily from the perspective of sense of control. Indeed,
insofar as we place ourselves in an interaction where a system
makes decisions, the sense of initiation of the action – and,
to a lesser extent, the sense of intentionality – is most often
automatically attributed to the system. Our objective will not
be to question the conditions of emergence of an “artificial”
sense of intentionality or action initiation, but to examine
the conditions necessary for the human operator to develop
a feeling of control over the effects of an action taken by an
automated system. This control can be illusory, i.e., it does
not correspond to any objective control over the operation
or task in progress. In human–system interaction, illusions
of control are commonplace. Inducing such illusions raises
obvious ethical questions, which must be weighed against the
benefits that these illusions can provide, such as keeping the
operator engaged in the control loop (Nakashima and Kumada,
2020). This engagement is essential to counteract the well-
documented “out-of-the-loop” performance problem, where
disengaged operators have difficulty detecting system errors or
regaining control in emergency situations.”

Sense of agency develops along the
intention-action-effect chain

Normal human experience consists of a coherent flow
of sensorimotor events, in which we first formulate action
intentions and then move our bodies to produce a desired
effect (Haggard et al., 2002). This involves linking our intentions
to our actions, and our actions to their effects – i.e., the
internal states they change or the events they produce in the
external world. The chain “intention-action-effect” is thus key
to developing a reliable sense of agency (Chambon and Haggard,
2013; Sidarus and Haggard, 2016). In particular, two dimensions
of agentive experience have been highlighted: one prospective,
the other retrospective (Figure 2).

Many studies have focused on the role of monitoring the
consequences of our actions, i.e., on the retrospective dimension
of sense of agency. Within this framework, it has been repeatedly
shown that a sense of agency arises when external events
following our action are consistent with predictions of action
effects made by the motor system while we are performing or
simply intending to perform an action (see Chambon et al.,
2014a, for a review). It is also recognized that the neurocognitive
mechanisms involved in the sense of agency rely on a variety
of cues, i.e., internal cues such as motor signals or sensory
feedback, and external cues such as situational cues or context
(Moore and Fletcher, 2011). These cues help verify the integrity
of the “intention-action-effect” causal chain, once the action is
performed and its effects are known (that is, retrospectively).
The brain’s agency system thus functions as a central processing
system that brings together internal and external cues used in
combination to establish the most robust agency representation
(Moore et al., 2009). Multiple cues contribute to the sense of

agency and cue integration approaches have been shown to
be effective in modeling both human perception and action
experience (Moore and Fletcher, 2011).

Another key dimension of agency has been emphasized
more recently: the prospective dimension, which focuses on
the intention-action link in the “intention-action-effect” chain
mentioned above. This dimension of agentive experience
concerns the processes that take place prior to action, and
thus prior to receiving information about the actual effect of
the action (Wenke et al., 2010; Chambon and Haggard, 2012).
According to the prospective view of the sense of agency, the
ease (or difficulty) with which an action is prepared, or selected
from several possible actions, could also boost (or reduce) the
sense of agency. This suggests that the sense of agency does not
only depend on retrospective signals comparing predicted and
actual sensory feedback, but also emerges from internal circuits
related to action preparation and selection. In other words, the
sense of agency could also rely on an early signal generated while
we prepare or select the appropriate action to take.

Importantly, the sense of agency has been shown to be
a flexible mechanism that can be modulated under certain
conditions. In the next section, we examine different modulators
of the sense of agency and discuss how automation of all
or part of the intention-action-effect causal chain is likely to
interact with them.

Degree of involvement and level of automation
It has been shown that user involvement in a task is critical

for their perceived control. Indeed, a greater involvement of
the user in an action increases the perceived control of this
action (Baronas and Louis, 1988). Engagement in a task can
be modulated by varying the intentionality of the action itself.
For example, Caspar et al. (2018) showed a reduced sense of
agency in agents receiving coercive instructions to perform
an action compared to situations where they freely chose the
action to perform. They also found a reduced sense of agency
in commanders who coerced agents to perform an action
compared to situations where they acted on their own. Ordering
someone to do something thus decreases the individual sense
of agency for that action and thus inevitably reduces the sense
of responsibility for that action (Caspar et al., 2018). This link
between sense of agency and freedom of action choice was also
highlighted by Barlas and Obhi (2013) in an experiment varying
the number of alternatives. They recorded a stronger sense of
agency among participants when the number of alternatives was
maximal, an intermediate sense of agency when participants
had a medium level of action choices, and a weaker sense of
agency when they had only one choice available to them. This
result suggests that reduced opportunities for voluntary action
selection, and thus indirectly a lower degree of investment in
action, decreases the sense of agency.

In human–machine interactions, the degree of involvement
in the task varies according to the degree of automation
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FIGURE 2

(Top) Computational model of the sense of agency (drawn using source data from Blakemore et al., 2002). (Bottom) Modulators of the sense of
agency along the intention-action-effect chain (drawn using source data from Chambon and Haggard, 2012).

implemented. A number of studies suggest that increasing the
level of automation proportionally decreases the development
of the operator’s sense of agency. For example, Berberian
et al. (2012) studied participants’ sense of agency while
performing an aircraft supervision task using a flight simulator
under different levels of automation. The task required the
participant to observe a flight plan and after a random
time interval, a conflict occurred due to the presence of
another aircraft. The participant then had to decide on
an appropriate command and execute it using a button
interface. Following an established classification (Sheridan
and Verplank, 1978), the task included different levels of
automation, from the user having full control (no automation)
to the computer performing the entire task with the participant
merely observing (full automation). The authors found a
decrease in self-agency concomitant with increasing level of
automation, and argued that the increasing level of automation
tended to distract operators from the results of their action,
decreasing their sense of agency and thus disrupting their
overall performance.

In a similar vein, Yun et al. (2018) measured drivers’ sense
of agency during assisted and automated driving in a driving
simulator. Their results showed that in the assisted driving
condition, the sense of agency was significantly lower than in the
manual driving condition (Yun et al., 2018). In addition, Mulder
et al. (2012) showed that driving assistance effectively decreased
driver control activity (Mulder et al., 2012) and was related to
driver disengagement (Navarro et al., 2016).

Together, these results suggest that it is not the level of
automation itself that modulates the sense of control in the
first place, but rather the amount of control remaining over the
action. One possible hypothesis to explain this decrease in the
sense of control when interacting with automated systems is
that the amount of control remaining is inversely proportional
to the level of assistance (Berberian et al., 2012). On the one
hand, in situations where the level of automation is low and
when actions are still performed by a human agent, the agent’s
sense of agency is not or minimally altered. On the other
hand, in situations where automation is predominant (e.g., a
supervisory task), the agent’s decision has less weight or is even
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useless, preventing the agent from developing control over the
action performed. In this case, the development of a sense of
agency is hindered by the high degree of automation.

Time course of voluntary actions and latency
effects

The time course of the intention-action-effect chain is
a key variable in the development of a sense of agency in
human agents. Thus, increasing the interval between action
and effect (i.e., delay) is a procedure often used to weaken the
sense of agency in laboratory experiments. This manipulation
of the sense of agency is derived from a classic self-touch
delay paradigm, although the original study did not directly
examine the sense of agency. Blakemore et al. (1999) have
shown experimentally that increasing the delay between a self-
produced action and the resulting tactile stimulus decreases the
attribution of the action to the self (Blakemore et al., 1999). It has
been argued that increasing the delay increases the intensity of
the sensation because the stimulus no longer matches (in time)
the motor command. Since then, many studies have shown a
gradual decrease in the sense of agency as delay increases (Sato
and Yasuda, 2005; Ebert and Wegner, 2010; Kühn et al., 2011;
Farrer et al., 2013; Hon et al., 2013; Kawabe, 2013; Wen, 2019).

While most studies have focused on the impact of the delay
between action and its consequences, some studies have also
highlighted the role of the delay between intention and action on
the feeling of agency. This is particularly true of Wegner’s work
on the priority principle (Wegner and Wheatley, 1999). The
priority principle requires that the perceived causes that precede
an action be temporally closely related to the consequences of
that action. The intention to act must have been formed just
before the action is performed. In other words, for an agent to
feel control over an action, the intention that initiates that action
must occur within a sufficiently short period of time before the
actual execution of the action (Hindriks et al., 2011).

Interestingly, the temporality of action is also considered
a major issue in the field of ergonomics. Better known as
latency – the time that elapses between the moment a device
is physically moved and the moment the corresponding update
appears on the screen (Foxlin, 2002) –, the delay between
action and its consequences is a critical factor for the quality
of HCI and a major bottleneck for usability (MacKenzie and
Ware, 1993). Although a number of studies have shown that,
in HCI situations, a longer interval between action and effect is
associated with a lower sense of agency (Berberian et al., 2013;
Wen et al., 2015b), delay influences the measures of agency
via multiple possible processes, such as graded response, task
performance, sensory pre-activation, and temporal perceptual
sensitivity (see Wen (2019) for a review). The presence of a
delay between the action and its consequence remains, however,
essential to account for alterations of the agentive experience
due to the increased latencies introduced by automation in the
intention-action-effect chain.

Finally, while time is an essential component in the
development of a sense of agency, it can be noted that being the
intentional agent of an action can also modulate our temporal
perception of the events surrounding our actions. Specifically,
in the case of a voluntary (vs. involuntary) action, the perceived
onset of the action is shifted toward the perceived onset of
its consequence, and vice versa, resulting in a “compression”
of the perceived temporal delay between the action and
its outcome (Haggard et al., 2002; Di Costa et al., 2018).
This subjective compression is referred to as the “intentional
binding” phenomenon (Haggard et al., 2002). In addition to
explicit (self-reported) measures (Wenke et al., 2010; Sidarus
et al., 2017; Barlas and Kopp, 2018), intentional binding is now
extensively used as an implicit measure of the sense of agency
(see Moore and Obhi, 2012, for a review).

Performance levels and automation
Metcalfe and Greene (2007) were the first to show that

agency judgments are strongly correlated with performance on
a task, even when participants know that their performance
is largely due to external factors (Metcalfe and Greene, 2007).
More recently, van der Wel et al. (2012) also showed a significant
negative correlation between participants’ error scores and their
agency ratings. These results highlight another component of
Wegner’s theory of apparent mental causation (Wegner and
Wheatley, 1999): the consistency principle. As participants
perform better on the task, their performance expectations likely
become more consistent with actual performance, resulting in a
greater sense of agency (van der Wel et al., 2012).

This relationship between performance and agency
experience is also present in our interactions with machines.
Wen et al. (2015a) first showed that level of performance
produced by an action might be more important than action–
outcome association in modulating the operator’s sense of
agency. Indeed, if automation removes some control from
users, it also provides more reliable and secure control over
outcomes. The authors observed that participants’ sense of
agency increased with better performance in an assisted
condition compared to a self-control condition, even though
a large portion of their commands were not executed (Wen
et al., 2015a). In a goal-directed motor task in which computer
assistance ignored erroneous user commands, Wen et al.
(2015a) also showed that both sense of agency and performance
could be improved by automation. In this task, computer
assistance thus significantly improved performance and sense of
agency compared to the condition in which all user commands
were executed (Wen et al., 2015a; Endo et al., 2020).

With a similar experiment as Wen et al. (2015a), Inoue
et al. (2017) showed that the sense of agency increases when
performance improves even if participants were explicitly given
the instruction about the presence of the assistance before
the experimental task. Interestingly, the increase in sense of
agency was maintained even when participants were told that
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their improved performance was due to the assistance of the
automated system. These results suggest that even when there is
a plausible cause of performance improvement other than one’s
own action, the improvement may be misattributed to one’s own
control, resulting in an increased sense of agency on the part of
the human operator (Inoue et al., 2017).

In a similar vein, Ueda et al. (2021) showed that human
operators’ sense of agency could be enhanced while maximum
performance improvement is produced by an automated
system. By implementing a tracking task in which participants
had to continuously track a moving target via a joystick-
controlled cursor under different levels of automation, the
authors showed that participants’ sense of agency and tracking
performance were improved as a function of automation level.
Specifically, these results suggest that allowing operators to
contribute slightly to monitoring the ongoing operation of
an automated tool while achieving maximum performance
improvement may be an effective solution to maintaining their
sense of agency (Ueda et al., 2021).

Consistent with these results, Tanimoto et al. (2017) showed
that a semi-automatic system that combined an ideal work
trajectory with the operator’s manual trajectory maintained
the operator’s sense of agency at a high level, similar to that
of manual control, while improving performance at the same
time (Tanimoto et al., 2017). More importantly, Tanimoto
et al. (2017) also found that the sense of agency was strongly
weakened if the semi-automatic system performed goal-directed
assistance (providing a distal outcome) rather than trajectory
assistance (providing a proximal outcome). This result is
consistent with findings from experimental psychology that
both proximal and distal action outcomes are important for
developing a reliable sense of agency (Metcalfe et al., 2013;
Vinding et al., 2013).

In summary, a system that improves the performance
of a human operator also increases the operator’s sense of
agency. More interestingly, studies show that the operator’s
sense of agency is enhanced even in situations where improving
performance involves ignoring some of the operator’s behavior –
and thus ultimately reducing the actual control the operator has
over the action.

Action-choice facilitation and readability of
automated system choices

Experimental studies have shown that predictability
influences the sense of agency. By manipulating the congruence
between subliminal primes and the selection of a motor response
on a keyboard, Wenke et al. (2010) showed that compatible
primes did not facilitated responding by speeding up response
times, but were associated with a higher sense of control
(Wenke et al., 2010). Chambon and Haggard (2012) suggested
that this priming effect was independent of motor execution
itself but stemmed from the ease of action selection induced by
the prime-target compatibility (Chambon and Haggard, 2012;

see also Chambon et al., 2013; Chambon et al., 2015). Building
on this work on action selection and self-agency, Sidarus
et al. (2013) designed a task in which both the facilitation of
action selection (compatible or incompatible primes) and the
probability of occurrence of an effect, were varied. Importantly,
they showed that an expected effect led to a higher evaluation
of the feeling of control than an unexpected effect. More
interestingly, they observed an interaction effect between the
facilitation of action selection and the probability of effect
occurrence: when an action was followed by an expected effect,
there was no difference in the evaluation of control whether
the prime was congruent or incongruent. However, when the
action produced an unexpected effect, congruent primes (i.e.,
action facilitation) resulted in a higher sense of control than
incongruent ones (Sidarus et al., 2013).

While the ability to predict the outcome of our actions is
central to the development of reliable experience of agency, it
is also clear that advances in automation technology tend to
develop automatic cascades and reaction chains that reduce or
even eliminate predictability and result in unexpected events.
Such opacity makes it difficult for the operator to relate the
system intention to actual state and predict the sequence of
events that will occur. This lack of transparency on how the
system makes decisions, or simply operates, is considered a
key factor in understanding the impact of automation on
the operator’s sense of agency. The link between transparency
of system intentions and the operator’s sense of control was
highlighted in a recent study (Le Goff et al., 2018). Specifically,
this study showed that providing informational messages
containing a system’s intentions during a supervision task
improved the acceptability of the automated system and the
sense of control of the user supervising the system (Le Goff et al.,
2018). Thus, displaying system intentions before an action is
a good candidate for maximizing the experience of agency in
supervision tasks, and for increasing system acceptability as well.

Taking together, these different results confirm that (1) the
sense of agency is a flexible mechanism that can be modulated
by multiple variables and (2) our interactions with technology
can significantly alter the agentive experience. While these issues
(i.e., level of automation, change in performance, latency, system
opacity) are now relatively well documented, the evolution of
technological systems generates new challenges for the human
operator experience, which are directly related to the nature of
our relationship with technology. Indeed, in all the examples
we have mentioned, technology is perceived as a mere tool at
the disposal of the human operator, rather than a full-fledged
member of the interaction. With the advent of AI and the
increasing autonomy of technological systems that accompanies
it, artificial agent should no longer be seen only as servants but
as a partner (McNeese et al., 2018). This development generates
new interaction problems that may revive interest in the role of
social context on the experience of control. Interestingly, several
recent studies have shown that the presence of an interaction
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partner can alter the sense of agency. The following section
aims to highlight the changes brought about by the advent of
AI as a partner (rather than just a tool) in our relationship
to artificial agents, and the potential impact of these changes
on human agency.

What is new with Artificial
Intelligence?

Artificial Intelligence emerged in the 1950s and included
in its initial definition elements related to learning, memory
organization and reasoning (McCarthy et al., 1955). AI is now
defined as a sub-discipline of computer science that aims to
produce programs that simulate human intelligence (American
Psychological Association, 2020, see (Box 1) for more details),
i.e., to create systems capable of performing tasks that normally
require human intelligence.

It is now commonplace to say that AI is becoming
increasingly pervasive in our daily lives. Many of our actions
are indeed mediated by decisions taken by AI and its use tends
to be democratized in various fields such as transportation,
security, medicine, finance, defense, etc. While the use of AI
today may seem trivial, its use involves life-changing decisions
for some people. AI technologies are in fact likely to make
increasingly important decision in the coming decades, and it is
therefore critical for ethical issues to consider the responsibility
of actions arising from AI decisions. These actions still require
the approval or at least the supervision of human operators,
which raises the question of the new type of interaction with
human operators that AI promotes.

BOX 1 The variety of AI.

The American Psychological Association identifies several areas
in which AI plays a prominent role, including robotics, computer
vision, machine learning, gaming and expert systems.
In these different fields, AI is sometimes equated with machine
learning tools, and may or may not involve the use of
unsupervised (bio-inspired) learning algorithms, such as artificial
neural networks. Specifically, Machine Learning (ML) is defined
as a computational process that “uses input data to achieve a
desired task without being literally programmed (i.e., hard
coded) to produce a particular outcome” (El Naqa and Murphy,
2015), while Deep Learning (DL) is the study of artificial neural
networks and related machine learning algorithms that contain
more than one hidden layer (Ongsulee, 2017).
In this typology, ML is a subcategory of AI, while DL is a special
case of ML. The definition produced by this typology implies
that both ML and DL algorithms are built from data, and they
establish their own decision processes. In this article, we are
interested in explanations that can reduce the opacity with
which these processes operate. The problem of opacity is
common to ML and DL (although it is compounded for DL
networks, whose layer operations suffer from a known lack of
interpretability). In the remainder of the article, we use the term
“AI” to refer to any class of algorithm that suffers from such
opacity in the processes that generate their output.

The following sections aim at highlighting the singularity
of AI compared to automated systems in general, and the new
questions it raises for human–machine interactions.

Artificial Intelligence: A new type of
interaction with human agents

To better understand why the introduction of AI has
initiated a new type of interaction with human agents, it is
essential to revisit the difference between intelligent systems
(such as AI) and automated systems. Bigenwald (2018) proposed
a useful taxonomy to better capture the legal status of AI.
This taxonomy defines three broad classes of artificial systems
with their specific properties. First, automated systems are
complex rule-based systems. Second, autonomous systems are
systems capable of a certain degree of adaptability, learning
and evolution, and are generally capable of goal-oriented
behavior. Finally, intelligent systems are systems capable of
performing human cognitive tasks, and for which the issue of
opacity or the “black box” is problematic – i.e., some of the
“reasoning” produced by intelligent programs is untraceable
and/or confusing to the human mind (Bigenwald, 2018). If these
distinctions and issues are considered at the legal level, they
must also be considered when thinking about the interactions
these systems are likely to have with human agents at the
cognitive level.

Let us first note that the notion of determinism plays an
important role in the differences between automation and AI.
We mentioned that automated systems are capable of doing
things automatically, but always following explicit decision
rules. For these systems, the decision rules are clearly established
and accessible, i.e., they are bound with explicit programming
and rules, through which the information given as input to the
system will produce a predictable – deterministic – output. In
contrast, AI has the ability to use data to create not only its own
ontologies, but also its own decision rules. Importantly, huge
amounts of data are now available to AI equipped with new tools
to process and make sense of it –neural networks, graphs or deep
machine learning algorithms. As such, AI is not deterministic
in that its decision rules are derived from the set of data used
to train the system itself, and hence the system’s decisions
will always involve a small amount of uncertainty – just as in
the case of the human brain (Shekhar, 2019). Establishing its
own decision rules has advantages for AI that have led to its
widespread adoption. In particular, AI algorithms often perform
better than deterministic algorithms that encounter problems of
generalizability, adaptation to new contexts or learning transfer
(Botvinick et al., 2019). This performance allows AI to be used
in increasingly complex environments and situations. However,
a consequence of this is that the inner workings of the AI and
its decision-making processes very often remain inaccessible,
if not difficult to represent in intelligible symbols. This is
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what is referred to as the opacity, or the “black box,” of AI.
This opacity problem has been extensively discussed in the
literature, in particular in relation to the performance rate of
systems. Indeed, it has been shown by Gunning and Aha (2019)
that a relationship exists between the performance level of an
algorithm and its opacity.

In summary, AI systems are characterized by their non-
deterministic, complex behavior and their autonomy. These
characteristics translate into an increasing opacity of these
systems for the human operator. At the same time, the
increasing autonomy of artificial agents gives them a completely
different role from the one initially assigned to the machine, so
that artificial agents could now be considered more as partners
than as simple tools. This results in the introduction of new
coordination requirements and the emergence of new categories
of problems due to failures in the human–AI relationship.
It is therefore essential to consider the potential impact of
the artificial agent, understood as a teammate, on the control
experience. As such, studies on the development of agency
during joint actions in a social context could shed new light
on how human–AI interactions modify the sense of agency of
human operators.

From mediated-agency to social
agency

Role of the social context on the sense of
agency

In the last decade, the impact of a social context on the
individual’s sense of agency – i.e., how sense of agency develops
in our interactions with others – has gained considerable
traction (see Brandi et al., 2019, for a review). An important
finding is that the social context can diminish, or hinder,
agentive experience. This finding has been popularized through
the notion of “diffusion of responsibility” – the idea that the
presence of others modifies the individual’s behavior by making
them feel less responsible for the consequences of their actions
(Bandura et al., 1996). Similarly, acting under coercion has
recently been shown to alter the subjective experience of being
the author of an action. Thus, Caspar et al. (2016) showed that
the neural processing of the outcome of an action performed
under coercion was more similar to that observed during a
passive movement than during an intentional action (Caspar
et al., 2016; see also Sidarus et al., 2019, for an effect of
“forced choice” on learning). In addition, the presence of others
would lead agents to feel less responsible for the outcome of
group decisions, especially those with negative consequences
(Mynatt and Sherman, 1975; Forsyth et al., 2002). The presence
of others also reduces agency by increasing the ambiguity of
authorship, i.e., by weakening the neural linkage between one’s
actions and their outcomes (Beyer et al., 2017). Finally, the
presence of another individual (Beyer et al., 2017) or a robot

(Ciardo et al., 2018) has been shown to decrease the sense of
agency over external events, even when people actually have
full control. In short, under ordinary circumstances, the sense
of agency is generally lower when people share control with
robots, compared to the condition in which people perform
actions alone. It should be noted that the opposite effect has
also been demonstrated in the experimental literature. Wegner
et al. (2004) first demonstrated that the existence of a “vicarious”
agency in a social context. In a seminal experiment, they showed
that the sense of agency was increased when participants heard
some instructions for an action, even if the action was performed
by another person hidden from their view. This result is one of
the first to suggest that we can develop a sense of agency for an
action performed by a third party (Wegner et al., 2004).

If the presence of other people (human or artificial)
modulates individuals’ sense of agency, our interactions with
others also have a significant role in how our experience of
control develops. Some daily tasks involve coordinating our
efforts with others to achieve a common goal: “joint action”
has been defined as any form of social interaction whereby
two or more individuals coordinate their actions in space and
time to bring about a change in the environment (Sebanz et al.,
2006). In other words, joint action refers to the interdependent
interactions involving two (or more) co-agents whose actions
are directed toward a common goal (Sahai et al., 2017).

A series of behavioral experiments has first shown that
knowledge about a co-actor’s task affects the planning and
performance of one’s own action, even when the other’s role need
not to be considered (Sebanz et al., 2003, 2005; Atmaca et al.,
2008). The results suggest that participants anticipate the other’s
action, which increases their own tendency to act. Relatedly,
Obhi and Hall (2011) showed that sense of agency could be
enhanced by the actions of another person in a joint action
task in which participants acted one after another. The results
showed that both participants experienced a comparable sense
of agency on the outcome produced. These findings support the
idea that interaction partners process the causal link between
each other’s actions and the sensory outcomes of those actions,
which led the authors to support a “we-agency” hypothesis
(Obhi and Hall, 2011). The existence of a “we-mode” in social
interaction has been proposed to explain this modulation of
the agentive experience in social context (Gallotti and Frith,
2013). Specifically, the “we-mode” is a mode during which
people automatically track their co-actors’ attention (Samson
et al., 2010; Böckler et al., 2012), their performance (Sebanz
et al., 2005), and their beliefs (Apperly and Butterfill, 2009;
Kovács et al., 2010).

Recently, Silver et al. (2020) have developed a theoretical
framework that captures the different faces that the sense of
agency can take in a social context. Specifically, the authors
suggest that the wide variety of agentive experiences can be
represented along a continuum, with cooperation as the primary
dimension. In this continuum, the presence of cooperative
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elements within an interaction should enhance agency, whereas
a social interaction with little or no cooperation should decrease
agency. Because there is a great variety of possible responses
from one agent to another, social contexts lead to highly
unpredictable responses due to the reduced ability to make
predictions about the other’s behavior. Silver et al.’s agentive
continuum is as follows: the most embedded type of joint agency
is the “we-agency.” In this particular instantiation of joint
agency, the co-actors share a common agentive identity and a
common goal, but the boundaries between self and other are also
blurred. Note that here this blurring of the self is experienced
positively (Wahn et al., 2018). Second, in interactions where the
self/other distinction is intact (no ambiguity about the origin of
the action), but where the agents are engaged in joint action,
shared agency is induced: self-agency and joint agency coexist.
Vicarious agency occurs when the result of another agent’s
action is wrongly attributed to the self, while violated agency
occurs when the result of our own action is wrongly attributed
to another agent who did not directly cause the action. Finally,
interfered agency occurs when goals are ill-defined, or when
there is no cooperation, or when the actions of the other agent
are unpredictable. In this case, the presence of another agent
interferes with our own agency.

The construction of the “we-agency”
A critical question is that of the mechanisms underlying

the emergence of this “we-agency” in joint actions. It has been
proposed that the sense of agency in joint actions relies on
the same principle of congruence between predicted and actual
outcomes as that involved in individual actions (Pacherie, 2012).
As previously mentioned, individual sense of agency develops
along the intention-action-effect chain. Along this chain, the
strength of an individual’s sense of agency for an action depends
on how accurately their predictions about the consequences
of their action (at the cognitive, perceptual, and sensorimotor
levels) match its actual consequences.

While the same congruence principle likely applies to joint
actions, prediction becomes a much more complex task in joint
actions (Pacherie, 2014). Indeed, in joint actions, agents must
not only predict the consequences of their own actions, but they
must also make predictions for the actions of their coagents,
and integrate the prediction of self and others to construct
predictions about the co-action (Pacherie, 2012). Predictability
of others’ actions has been shown to modulate joint agency
(Bolt and Loehr, 2017). A higher sense of shared control
was evidenced with a more predictable co-agent, showing that
people rely on predictions of others’ actions to derive a sense
of “we-agency” during interpersonal coordination. However, in
joint actions, agents do not have direct access to the co-agent’s
intentions, motor commands, or sensory feedback, making it
impossible to accurately match sensory feedback to the co-
agent’s action. In tasks involving joint actions, the attribution of
control is usually vague as a result.

How does the prediction mechanism operate in joint
action? People have a strong tendency to form shared task
representations when co-acting – i.e., they take into account
what those around them are doing or are expected to do. There
is a level at which individual actions and those of co-actors are
represented in a functionally equivalent way, as proposed by
the “common coding” framework: humans can code the actions
of others in terms of their goals, e.g., when they imitate their
actions (Bekkering et al., 2000). Interestingly, goal sharing has
been shown to improve motor accuracy and enhance the sense
of agency for self-generated and observed actions, compared
to a condition without goal sharing (Hayashida et al., 2021).
A shared intention between co-actors (a decider and a follower)
thus increases the sense of agency of each (van der Wel et al.,
2012; van der Wel, 2015). Similarly, in a driving automation
experiment, Wen et al. (2019) found that a driver’s sense of
agency can be maintained at a high level if the automated co-
actor shares the driver’s intention and the joint action achieves
good performance (Wen et al., 2019).

Thus, the process of multiple integration put forward in the
construction of the individual sense of agency would also be
at work in our joint actions. However, while this integration
mechanism is broadly similar, the nature of the information to
which we have access and its reliability are radically different,
so that the weighting of available cues is significantly different
in joint and individual actions. Indeed, because people have
access to perceptual, but not sensory reafferent, information
about their partners’ actions, perceptual predictions likely
play a more important role than sensorimotor predictions in
the experience of agency in social context (Pacherie, 2012;
van der Wel et al., 2012).

Finally, it should be noted that, while the social agency
continuum mentioned above (Silver et al., 2020) precisely
captures the different nuances of agentive experience in social
interaction, it remains silent on the place of mediated agency.
Mediated agency corresponds to actions performed by humans
on the basis of a machine-mediated decision (Le Goff et al.,
2015). If this category of mediated agency is not often
addressed, it may be because machine–human interaction is
often considered outside the sphere of social interactions.

However, we believe that repositioning human–AI
interactions on this continuum is relevant because of the
characteristics endorsed by AI, such as autonomy and, to some
extent, intentionality. It is likely that the location of “mediated
agency” on the continuum is not fixed, but depends on the
level of opacity of the system (Figure 3). Specifically, an opaque
system may lead to shifting the experience of mediated agency
to the right side of the continuum (e.g., “interfered agency”).
Some of the methods and procedures described in what follows
are specifically designed to communicate explanations that
reduce the opacity of systems and, in so doing, reposition the
sense of “mediated agency” to the left side of the continuum
(the experience of “shared agency”).
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FIGURE 3

Location of the experience of mediated agency on the social agency continuum. Reproduced from Silver et al. (2020), with permission
from Springer.

How to improve human–Artificial
Intelligence interactions?

In this section, we discuss the field of XAI, a research area
that attempts to make AI more readable and transparent to
human agents by producing explanations on how AI makes
decisions. We suggest that studying social interactions and
understanding the development of human sense of agency in
joint actions can help determine the content of explanations
to be implemented in AI with the goal of improving human–
AI interactions. In particular, since AI can be considered an
intentional system, we suggest that providing access to different
levels of intention (proximal and distal) implemented by AI
could help restore human operators’ sense of agency, improve
their confidence in the decisions made by artificial agents, and
ultimately increase acceptability toward such agents.

EXplainable Artificial Intelligence

The lack of transparency in many AI techniques discussed
above has led to a growing interest in building explanations
into AI systems to make their behavior interpretable and
understandable (Putnam and Conati, 2019). What is now
called XAI was first introduced in 1988 by Moore and
Swartout, demonstrating a fairly early ambition for generating
explanations related to the internal processes of a system (van
Lent et al., 2004). Thus, an XAI is one that generates details
or reasons to make its operation clear or easy to understand
(Barredo Arrieta et al., 2019).

If the question of XAI is topical, we note that the reasons that
motivate the explicability of artificial systems are mainly ethical

or related to certification processes. The aim of “explanation” is
therefore not to optimize the interaction between AI and its user
but to give society confidence in the efficiency and rationality
of the choices and behaviors resulting from these algorithms.
On the other hand, few works have questioned the nature of
the information to be provided to human operators to enable
them to use these algorithms effectively, to understand them
and to accept them.

In addition, providing information can also develop
users’ understanding of the learning mechanism of an
intelligent system (Putnam and Conati, 2019). The principle of
“meaningful human control” over autonomous agents has been
proposed (Santoni de Sio and van den Hoven, 2018). According
to this principle, humans should ultimately remain in control
of, and thus morally responsible for, algorithm decisions. This
principle of “meaningful human control” is applicable provided
that two conditions are met. First, a “tracking” condition
whereby the system must be able to respond to both the relevant
moral reasons of the humans designing and deploying the
system and the relevant facts of the environment in which the
system operates. Second, a “tracing” condition, according to
which the system must be designed in such a way as to ensure
that the outcome of its operations can always be traced back
(Santoni de Sio and van den Hoven, 2018). Ultimately, we need
to be able to push the responsibility for algorithmic outcomes
back to humans, and algorithmic decisions must also follow
human values. Robbins (2019) thus argues that meaningful
human control is useful to enable humans to have the ability to
accept, ignore, challenge, or override an AI algorithm’s decision.

Interestingly, among the different types of algorithms
involving human–AI interactions, those aiming at
recommending a choice to a user – i.e., recommendation
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systems – have started to integrate this notion of explanation
in their algorithms. In this domain, explanations correspond
to a description of the selected item that helps the user
to “understand the qualities of the item well enough to
decide whether or not it is relevant to them” (Tintarev and
Masthoff, 2012). Some research has shown that presenting
explanations to users can increase not only the persuasiveness
of recommended items but also users’ trust and satisfaction
with the recommendation system. Based on these results,
guidelines have been developed for the design and evaluation
of explanations for recommendation systems (Tintarev and
Masthoff, 2010). In this respect, the line between explanation
and manipulation is sometimes tenuous. The objective of
explicability should not, however, be to present convincing-
looking information that will lead operators to accept the
proposals made by the algorithms without discussion.
On the contrary, we advocate here to better identify and
characterize what information is important for control, and
what information the operator can rely on to understand
the algorithm’s goals and how it wants to achieve them. It
is precisely the role of explanation content that this article
aims to highlight.

If the will to make AI systems more intelligible for humans
is current, many uncertainties remain about how to make
AI explainable. Indeed, aiming at making AI explainable and
knowing how to do so are two very different issues. Miller
(2018) was one of the first to make the connection between XAI
and the social sciences, arguing that the field should build on
existing research in this field, from philosophy to cognitive and
social psychology. He also proposed that much of the work on
XAI are based on researchers’ intuition about what constitutes a
“good explanation,” i.e., one that disregards existing knowledge
about individuals’ cognitive functioning (Miller, 2018; see also
Bonnefon et al., 2016, for a call to rely on people’s moral
intuitions in the field of driverless vehicles). Mueller et al. (2021),
on the other hand, pointed out the lack of a scientific approach
in the implementation of some XAI solutions. In particular,
XAI systems are frequently algorithm-driven, that is, they start
and end with an algorithm that implements a basic untested
idea about explainability. The problem is that these systems are
often not tested to determine whether the algorithm helps users
achieve any goal, and so their explainability remains unproven
(Mueller et al., 2021).

Finally, it should be noted that, since its emergence, the
notion of XAI has often been invoked in work aimed at
improving user confidence and satisfaction. However, XAI
has paid little attention to an essential dimension of human
cognition, namely the users’ sense of control. What would an
XAI that promotes a sense of control in human operators look
like? We believe that knowledge of the mechanisms underlying
sense of control in joint action could shed new light on the
nature of useful information to communicate to an AI user,

and thus contribute to thinking about XAI, and autonomous
artificial systems in general.

Artificial Intelligence and intentionality

We recalled above that AI has a certain degree of decision-
making autonomy. Interestingly, an autonomous technology
can give the impression to the human operator that it has
intentions. Whether or not machines can form an intention,
i.e., an initial representation of a goal or state to be achieved,
which precedes the initiation of the behavior itself (Pacherie,
2000), is open to debate. If we recognize that intentions are
not of a single type but can be decomposed into different types
and subtypes (depending on their complexity and temporal
characteristics, see Pacherie, 2015; Chambon et al., 2017), then
we can admit that some internal states of artificial systems
satisfy some properties of low-level intentions, which they
use to correct or adjust their actions or decisions when
necessary. It is likely that it is because artificial systems have
such internal representations that people make (sometimes
delusional) inferences about those representations and attribute
‘intentional states’ to those systems.

The notion of “intentional stance” (Dennett, 1988) refers
to a strategy of interpreting the behavior of an entity (person,
animal, artifact) by treating it as if it were a rational agent
that governs its action choices by taking into account its
beliefs and desires (Dennett, 2009). An intrinsic disposition to
attribute mental states (Kovács et al., 2010), combined with
repeated exposure to intentional explanations during childhood,
make humans experts at adopting the “intentional stance”
when it comes to interpreting and predicting the behaviors of
others (Perez-Osorio and Wykowska, 2020). Some experimental
studies have shown that humans also adopt the intentional
stance when interacting with robots, especially humanoids
(Gazzola et al., 2007; Oberman et al., 2007). In particular,
people may interpret robots in the same way as goal-directed
agents (Wykowska et al., 2014), and they adopt an intentional
stance toward the robot to a similar extent as they do when
observing other humans (Thellman et al., 2017; Abubshait et al.,
2021).

We argue here that, because of (i) the particular
characteristics of AI in the landscape of artificial systems,
and (ii) the frequent adoption of an intentional stance toward
robots, the interactions that human operators have with AI
share some properties with human social interactions. The
intentional characteristics of AI thus lead us to consider
human–AI interactions in the light of human–human relations.
Since making the intentions of others clear and legible is
important for human–human coordination, we will argue that
doing the same with AI intentions is an essential condition for
building reliable human–AI interactions.
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Improving human–Artificial
Intelligence interactions: Displaying
intentions along the goal hierarchy

We have seen that automation can significantly affect
the sense of agency of human operators, not only because
automation deprives the operator of the possibility of making
choices themself, but also because the decisions made by
automated systems – in particular autonomous and intentional
systems – lack transparency, are inaccessible, or are not
explicable at all (Norman et al., 1990). Such opacity makes it
difficult for the operator to relate the system’s intention to actual
state and to predict the sequence of events that will occur.
Making the decisions of artificial systems more transparent,
even “explaining” them, is therefore a crucial issue to restore
the sense of agency of human operators. It is important to note
that explanations are important not only for the quality of the
interaction between operators and these systems – on which
key dimensions such as operational performance and safety
depend –, but also for the operators’ level of acceptability toward
these systems. Here, we argue that the format and content of
explanation could benefit from the study of social interactions
in cognitive science.

The variety of intentions
As we have seen for joint actions, the sense of agency of

the co-authors of a joint action increases when the co-authors
share their intentions (Sebanz et al., 2003, 2005; Wegner et al.,
2004; Atmaca et al., 2008; van der Wel et al., 2012; van der Wel,
2015, see also Le Bars et al., 2020). An obvious solution for the
improvement of human–machine interactions would be to share
the AI’s intentions with the operator. However, the question
remains as to the modality of this sharing and, more critically,
the format of the shared intention. Indeed, intention is not of
a unique type but can be broken down into different types and
subtypes. Crucially, some types of intentions might be easier to
share than others.

Various models of goal-directed action, bringing together
theoretical work on intentionality and empirical work on
representations and motor control, have been proposed to
account for the variety of intentions. One of the most influential
distinguishes three classes of intentions – distal, proximal, and
motor – according to the level they occupy in the hierarchy
of action control (Pacherie, 2008; see Chambon et al., 2011,
2017, for empirical implementation). The central idea of this
model, called “DPM model,” is that action control is the result
of integrated and coordinated activity between these levels of
intention (Mylopoulos and Pacherie, 2019). The DPM model
specifies the representational and functional profiles of each type
of intention as follows:

• Distal intentions (D-intentions) instantiate the most
abstract level of representation of the action to be

performed. D-intentions concern actions of endogenous
origin that have a long-term, complex or abstract goal.
Once formed, they also have the function of initiating a
planning process – especially when the goal to be achieved
is complex and novel – or, when dealing with goals for
which one already has a plan of action, to retrieve this plan
from memory (Khamassi and Pacherie, 2018). D-intentions
can thus be both the result of a process of deliberation about
ends (what to do?) and the starting point of processes of
deliberation on means (how to do it?).

• Proximal intentions (P-intentions) instantiate finer and
more immediate representations of the action to be
performed. A proximal intention specifies the proposed
action by anchoring it in the present situation and by
selecting motor programs adapted to this situation. The
representation of the action is further specified by the
integration of perceptual information about the situation
which will constitute as many constraints on the choice of
the motor program to be implemented.

• Motor intentions (M-intentions) instantiate detailed
sensorimotor representations of movements in space and
the targets of those movements. M-intentions can be seen
as being the action specification process, since they guide
the action in real time: they encode action goals together
with the motoric means for achieving them and do so in
a motoric format directly suitable to action execution –
meaning that only those attributes or properties of objects
that are necessary for the specification of movements are
encoded.

The meaning of “intention” clearly depends on which stages
of the action specification process are being discussed. Some
of the functions attributed to intentions are typically played
in the period between the initial formation of the intention
itself and the initiation of the action (D-intention level). In
contrast, other functions—in particular, their role in guiding and
monitoring the action—are played in the period between the
initiation of the action and its completion (M-intention level).
Communicating AI’s intentions at either of these levels can
induce beneficial changes in the human operator’s self-agency.
Thus, some studies have shown that successfully decoding
operators’ motor intentions for manual action (via a Brain–
Computer Interface) and transmitting then to the hand of
humanoid robots induces in operators a sense of agency over the
robot hand and an illusion of bodily ownership over it (Perez-
Marcos et al., 2009; Slater et al., 2009; Alimardani et al., 2013).
Interestingly, during robot embodiment, people generally do not
feel that they are sharing control with the robot; instead, they feel
that the robot’s hand is a part of their body and is under the full
control of their own (Wen et al., 2019).

The previously mentioned study by Le Goff et al. (2018)
aimed to directly investigate how the predictability of a system
(Figure 4, left) – and specifically how messages conveying

Frontiers in Psychology 14 frontiersin.org

https://doi.org/10.3389/fpsyg.2022.954444
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/


fpsyg-13-954444 September 29, 2022 Time: 9:23 # 15

Pagliari et al. 10.3389/fpsyg.2022.954444

FIGURE 4

(Left) Illustration of a type of explanation used in Le Goff et al. (2018). The message ‘AVOID’ appeared together with an arrow, and a mark on the
large white circle indicated the direction selected by the system. (Right) Illustration of a type of explanation used in Vantrepotte et al. (2022).
Participants interacted with two different systems: a system (System A) guiding the subject by returning its relative confidence (between 0 and
100) in each of the two possible answers, and a system (System B) returning nothing (no guidance). Reproduced from in Le Goff et al. (2018),
with permission from Taylor & Francis. Reproduced from Vantrepotte et al. (2022), with permission from Elsevier.

the system’s intent – can influence the development of
agency in supervisory situations. The idea was to provide
information about what the automated system is about to
do next, and to observe whether this information improves
user’s level of acceptability of the system as well as their
sense of control. The results suggest that displaying the
system’s intentions is an effective approach to improving
users’ sense of control and acceptability toward the system.
This study further shows that providing information about
higher-order intentions (P-intentions), rather than just motor
intentions (M-intentions, according to the DPM model),
increases the sense of control of the action produced by
an automated system, above and beyond improving bodily
ownership. These works suggest that the presentation of the
intentions of the system allows to reduce its opacity, in
particular allows an anticipation of the actions planned by
the system, allowing the implementation of the predictive
mechanisms required for the retrospective dimension of
sense of agency.

Importantly, the link between explanations and the
experience of increased control suggests that the sense of agency
is not only the product of a comparison between the predicted
and achieved goal of an action, as the explanation itself is
communicated before the action is performed or the decision
is made. This prospective influence of the explanation on the
sense of agency is reminiscent of the effect of action selection
fluency on sense of agency, an effect that occurs before the
action is performed before it is known whether or not the action
goal has been achieved. Thus, it has been shown repeatedly
that the sense of agency depends not only on a retrospective
comparison mechanism between the predicted and achieved
goal of the action, but also on prospective processes related to
the experience of fluency, i.e., the ease or clarity with which an

action is performed or a decision made (see Chambon et al.,
2014a).

As mentioned earlier, to the extent that we interact with a
system that makes decisions, the initiation of the action is most
often automatically attributed to the system and, in this case,
bodily ownership of the action is irrelevant. Human–machine
interactions are particularly concerned with explicability at the
most abstract (i.e., less concrete) levels of the action control
hierarchy. Reflecting this concern for higher levels of action
representation, Vantrepotte et al. (2022) recently explored the
effect of communicating metacognitive information (Figure 4,
right) on enhancing the feeling of control of participants
interacting with a piloting assistance system. In particular,
the authors investigated whether communicating the system’s
confidence in its decision (rather than just the decision itself)
could increase the system’s intelligibility and acceptability. The
results showed that communicating the confidence – i.e., the
degree of uncertainty – associated with the system choice
not only enhanced the user’s sense of control, but also gave
them greater confidence in the decision, and improved their
performance (Vantrepotte et al., 2022).

Confidence can be seen as a measure of the uncertainty
(or certainty) associated with one’s choice or action (Fleming
and Lau, 2014). Communicating confidence was meant to
improve explicability of the system’s decision by increasing
its transparency, that is, by providing the participant with
additional information about the decision itself (Tintarev and
Masthoff, 2015). Indeed, the level of uncertainty (or confidence)
associated with a decision is a key explanatory factor for why
a decision is made or not, and whether or not that decision
will be updated or revised in the future (Balsdon et al., 2020).
The beneficial role of confidence on decision making has
already been demonstrated in group settings, where the sharing
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of metacognitive representation increases joint performance
(Bahrami et al., 2010; Fusaroli et al., 2012; Le Bars et al., 2020)
and enhances team coordination (Lausic et al., 2009; Poizat
et al., 2009; Le Bars et al., 2020). Communicating confidence
also makes performance more fluid and prospectively improves
the sense of agency (Chambon et al., 2014a,b) especially when
sensorimotor information is not available (Pacherie, 2013), as
when interacting with an automated system.

Interestingly, this method (communicating confidence)
shares similarities with the counterfactual method proposed by
Wachter et al. (2018). In the Vantrepotte’s study, the system
communicates its confidence both in the action or choice
finally selected by the operator (or realized by the system)
but also in the unselected alternatives, i.e., the counterfactuals.
Communicating information about both the final chosen option
and the counterfactuals improves a number of key indicators
(sense of control, acceptability, performance). In agreement
with Wachter and colleagues, we believe that making unchosen
alternatives explicit can help operators understand why a
particular decision was made, and potentially provide reasons
to challenge the decision if the outcome is not desired. Future
work can test whether there is a number of alternatives for which
these key indicators, instead of improving, deteriorate. Similar
thoughts are being pursued in the area of causal inference,
where it is shown that too many counterfactuals can alter the
quality of causal inference, whereas they usually improve it
(Lucas and Kemp, 2015).

Communicating the system’s intention to
promote mind alignment

Gallotti et al. (2017) recently proposed that the nature of
the information exchanged between interacting agents is crucial
in determining the social or non-social nature of a human
interaction, rather than the existence or absence of a shared goal.
Their central claim is that social cognition is about the dynamic
process of aligning individual minds, even in the absence
of a shared goal. Such “mind alignment” emerges in social
interactions involving the reciprocal exchange of information by
which individuals adjust their minds and bodies in a gradual
manner. To understand the nature of social interactions, the
authors therefore propose to study how individuals align their
words and thoughts, body postures and movements, in order
to take into account the member(s) of the interaction and fully
exploit socially relevant information (Gallotti et al., 2017).

Relatedly, we propose that the informational content to be
conveyed to foster such mind alignment in HCIs is the intention
of the AI system at either level of the intention hierarchy (distal,
proximal, motor), depending on the need and specificity of
the interaction at hand (whether to improve bodily ownership,
task prediction, sense of control, and/or acceptability toward
the artificial agent). A confidence measure associated with this
intention, quantifying the extent to which the intention is likely
to achieve the intended goal, would be a useful complement
to the content of this communication. Future experiments

should be conducted to test whether and how communicating
intentions at the most abstract levels (D-intentions) of an AI
system improves users’ sense of control over the effects of
AI decisions, as well as the level of acceptability toward the
artificial system.

Knowledge gained from cognitive science about how human
operators develop a reliable sense of agency in social contexts
can help decide what kind of explanation we want to provide
in human–AI interactions. In particular, making AI intentions
accessible at different levels of complexity can shift the cursor
of experience in human–machine interactions from mediated
agency to true joint agency (Silver et al., 2020). Doing so
can make interactions with AI more social, and ultimately do
justice to the novelty of AI’s status among artificial systems.
Reconsidering the human–AI relationship as a particular type
of social interaction, and thus AI as a partner to cooperate with
rather than a tool, offers a valuable perspective for improving
interactions between humans and advanced artificial systems,
both present and future.

Conclusion and perspectives

This article sheds new light on the study of human–AI
interaction by arguing that the future of new technologies must
be thought in the light of knowledge about human cognition,
and in particular about the cognitive processes at play in social
context. In particular, we argue that cognitive science insights
into how human operators develop a reliable sense of agency in
social contexts can help determine the kind of explanation we
want to communicate in human–AI interactions.

First, we emphasized the importance of the sense of agency
in the way human agents perceive and evaluate their own
actions. We suggested that the sense of agency could be a
good candidate to explain the difficulties observed in human–
automated system interactions. We have shown that advances
in automation technologies can disrupt the development of
the experience of agency and that this disruption can have
important operational consequences. Indeed, decrease in the
sense of agency when interacting with highly automated systems
has been shown to threat the acceptability of the system’s
decisions by human operators. A diminished sense of agency can
also lead to decreased involvement and motivation in the task at
hand, as well as a decreased willingness to exert effort. A reduced
sense of agency is known to have negative impact on attention
and memory, and therefore on operational performance.

We then described how the sense of agency develops
along the intention-action-effect causal chain in two
complementary dimensions, one retrospective, the other
prospective. We presented the sense of agency as a flexible
mechanism that can be modulated under certain conditions,
and discussed how the automation of all or part of the
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intention-action-effect causal chain is likely to interact with
these conditions. We drew some parallels between the degree of
operator involvement and the level of automation of a task, the
importance of the temporal unfolding of voluntary actions and
the potential latency effects induced by automation, the impact
of performance on the sense of control and the increased levels
of performance induced by automation, and finally between the
facilitation of action choice and the readability of the choices of
the automated system.

It is now clear that the evolution of technological systems
generates new challenges for the human operator experience,
which are directly related to the nature of our relationship with
technology. We have therefore suggested that understanding
the relationship between automation and the sense of agency
is essential to optimizing human–automation interactions.
Furthermore, with the advent of AI, technology will soon no
longer be seen as a mere tool at the disposal of the human
operator, but as an integral member of the interaction. We
have thus highlighted the changes brought about by the advent
of AI as a “partner” in our relationship with artificial agents,
and the potential impact of these changes on human agency.
We have detailed some of the existing differences between
automated systems and AI. The characteristics of complexity,
non-determinism and autonomy lead to an increasing opacity
of these systems for the human operator, and ultimately give
AI a completely different role from the one initially assigned
to the machine. In particular, these characteristics have allowed
us to raise the question of the readability of AI in a context of
joint action.

Finally, we addressed the field of XAI through its goal of
increasing the readability of AI algorithms by adding targeted
explanations. An important contribution to this area could be
to determine the content of explanations to be implemented in
AI by understanding the development of the sense of human
control in joint actions. What would an XAI that promotes
a sense of control in human operators look like? We have
shown that an autonomous technology has characteristics that
encourage the human operator to view it as having intentions.
The intentional characteristics of AI led us to consider human–
AI interactions in the light of human–human relations. Since
making the intentions of others clear and legible is important
for human–human coordination, we argued that doing the
same with AI intentions is an essential condition for building
reliable human–AI interactions. We suggested that sharing
AI intentions with the operator is a solution to consider for
increasing the sense of control of human operators, focusing
on a model that distinguishes different classes of intentions –
distal, proximal, and motor – according to the level they occupy

in the hierarchy of action control. The central idea of this
model, called “DPM model,” is that action control is the result of
an integrated and coordinated activity between these different
levels of intention. Future work could systematically test the
effect of communicating system intent at any of these levels,
both in terms of benefits to the human operator’s agency but
also to the operator’s levels of acceptability and confidence in
the AI’s decisions.
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