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Abstract

The American Association of Physicists in Medicine (AAPM) Working Group on

TG-51 published an Addendum to the AAPM’s TG-51 protocol (Addendum to

TG-51) in 2014, and the Japan Society of Medical Physics (JSMP) published a new

dosimetry protocol JSMP 12 in 2012. In this study, we compared the absorbed dose

to water determined at the reference depth for high-energy photon beams following

the recommendations given in AAPM TG-51 and the Addendum to TG-51, IAEA

TRS-398, and JSMP 12. This study was performed using measurements with flat-

tened photon beams with nominal energies of 6 and 10 MV. Three widely used ion-

ization chambers with different compositions, Exradin A12, PTW 30013, and IBA

FC65-P, were employed. Fully corrected charge readings obtained for the three

chambers according to AAPM TG-51 and the Addendum to TG-51, which included

the correction for the radiation beam profile (Prp), showed variations of 0.2% and

0.3% at 6 and 10 MV, respectively, from the readings corresponding to IAEA TRS-

398 and JSMP 12. The values for the beam quality conversion factor kQ obtained

according to the three protocols agreed within 0.5%; the only exception was a 0.6%

difference between the results obtained at 10 MV for Exradin A12 according to

IAEA TRS-398 and AAPM TG-51 and the Addendum to TG-51. Consequently, the

values for the absorbed dose to water obtained for the three protocols agreed

within 0.4%; the only exception was a 0.6% difference between the values obtained

at 10 MV for PTW 30013 according to AAPM TG-51 and the Addendum to TG-51,

and JSMP 12. While the difference in the absorbed dose to water determined by

the three protocols depends on the kQ and Prp values, the absorbed dose to water

obtained according to the three protocols agrees within the relative uncertainties

for the three protocols.
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1 | INTRODUCTION

The incidence and death rates of cancer have recently been

increasing worldwide,1 highlighting the need for effective cancer

treatment methods. Radiation therapy is considered an important

step for effective cancer treatment. In radiation therapy, a high-

accuracy dose is required to be delivered to the patient to achieve

a favorable clinical outcome.2,3 Therefore, high-energy radiation

sources are commonly calibrated under certain reference conditions

according to a protocol based on the ionization chambers, which

are calibrated using the standards for the absorbed dose to water.

During the last two decades, the International Atomic Energy

Agency (IAEA), the American Association of Physicists in Medicine

(AAPM), and other national organizations from various countries

have published clinical reference dosimetry protocols for external

beam radiation therapy using high-energy photon and electron

beams. The formalism and dosimetry procedures specified in publica-

tions such as those of AAPM Task Group 51 (TG-51),4 IAEA Techni-

cal Report Series No. 398 (TRS-398),5 Institute of Physical Sciences

in Medicine (IPSM 1990),6 and DIN 6800-2,7 are based on the use

of an ionization chamber with a 60Co absorbed dose to water cali-

bration factor, N
60Co
D;w , and a beam quality conversion factor, kQ, for

the radiotherapy beam.

These standards for absorbed dose to water can reduce the

uncertainty in the dosimetry of radiotherapy beams5 and can provide

a more robust system of primary standards than air-kerma-based

standards. Further, since the publication of AAPM TG-51 and IAEA

TRS-398, Monte Carlo (MC) simulation methods8,9 have been devel-

oped and accurately benchmarked10–12 for the calculations of

detailed chamber geometries.13–15 Moreover, studies in current liter-

ature have provided ionization chamber perturbation correction fac-

tors15–17 and beam quality conversion factors.14,15,18 Although the

AAPM TG-51 provided kQ factors for only cylindrical chambers,

which represented the majority of reference chambers available at

the time of publication, more than 30 different designs for ionization

chambers have recently become available. Therefore, the AAPM

Working Group on TG-51 published an AAPM Addendum to TG-

5119 and the Japan Society of Medical Physics (JSMP) published a

new protocol for JSMP (JSMP 12).20 Owing to the new accurate val-

ues of the kQ factor provided in the AAPM Addendum to TG-5119

and JSMP 12,20 the uncertainties in the absorbed dose to water

would be smaller than those in the previous reference dosimetry

protocols. However, while AAPM TG-51,4 IAEA TRS-398,5 and other

protocols have been discussed extensively in literature,21–25

particularly with respect to the advantages and disadvantages of the

recommended photon beam quality indices,26–29 the IAEA TRS-398,5

AAPM TG-51 and Addendum to TG-51,19 and JSMP 1220 protocols

have not yet been compared. The differences that may exist among

these protocols could have important consequences for dosimetric

evaluation; therefore, in this study, we compared the absorbed dose

to water determined for high-energy photon beams according to

AAPM TG-51 and the Addendum to TG-51, JSMP 12, and IAEA

TRS-398.

2 | METHODS

2.A | Materials

Three reference-class cylindrical-type ionization chambers (typically,

Farmer-type chambers) were investigated. The characteristics of the

chambers are given in Table 1. The Exradin A12 (Standard Imaging,

Middleton, WI, USA) and PTW 30013 (PTW, Freiburg, Germany)

chamber types are widely used as evidenced by the frequency of their

calibration by three accredited dosimetry calibration laboratories in

the United States,30 and therefore, they are representative chambers

for comparing the three protocols. The absorbed dose to water cali-

bration factor N
60Co
D;w for the three chambers was provided by a Japa-

nese secondary standard dosimetry laboratory (Association for

Nuclear Technology in Medicine Japan). The calibration factor N
60Co
D;w

and voltage for the Exradin A12, PTW 30013, and FC65-P (IBA

Dosimetry GmBH, Schwarzenbruck, Germany) chambers were

4.902 9 10�2 Gy/nC with a voltage of �299 V, 5.33 9 10�2 Gy/nC

with a voltage of �300 V, and 4.858 9 10�2 Gy/nC with a voltage of

�300 V, respectively. Then, the Exradin A12, PTW 30013, and FC65-

P chambers were connected to a SuperMAX electrometer (Standard

Imaging, Middleton, WI, USA), a RAMTEC 1000 plus electrometer

(Toyo Medic, Tokyo, Japan), and a Keithley 35040 Therapy Dosimeter

electrometer (Keithley Instruments Inc., Cleveland, OH, USA), respec-

tively.

All the chambers were loaned by the vendors and other institu-

tions, and had to be returned within a short period of time. There-

fore, it was not possible to examine the long-term stability for the

three chambers. Alternatively, the stability of the three ion chambers

was analyzed using long-term N
60Co
D;w data. The change in the N

60Co
D;w

values over the typical recalibration period of 2 yr was 0.2%, 0.2%,

and 0.1% for Exradin A12, PTW 30013, and FC65-P, respectively.

The Addendum to TG-51 states that the change in the calibration

factor over the typical recalibration period of 2 yr should be less

TAB L E 1 Characteristics of the three chambers used.

Sensitive cavity Wall
Central electrode

Chamber type Volume (cm3) Length (mm) Radius (mm) Material Thickness (mm) Material

Exradin A12 0.65 24.8 3.05 C552 0.5 C552

PTW 30013 0.6 23.0 3.05 PMMA/Gr 0.335/0.09 Al

IBA FC65-P 0.65 23.1 3.1 POM 0.4 Al

C-552: air equivalent plastic; PMMA: polymethylmethacrylate; Gr: graphite; POM: polyoxymethylene; Al: aluminum.
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than a 0.3%.19 The three ionization chambers met the minimum

requirement of megavoltage photon-beam dosimetry.

Measurements for the absorbed dose to water dosimetry and

beam quality were performed using a Siemens Artiste linear acceler-

ator (Siemens AG, Erlangen, Germany) using flattened photon beams

with energies of 6 MV and 10 MV. Because a modern linear acceler-

ator was used, the short-term repeatability of the linear accelerator

when delivering a series of fixed monitor-unit runs was assumed to

be less than 0.05%.19,31 Dosimetry for the absorbed dose to water

and measurements of beam quality were performed using a WP1D

water phantom (IBA Dosimetry, Schwarzenbruck, Germany). Given

the uncertainties in setting the origin for the water phantom soft-

ware and the movement distance of the chambers from the origin to

the reference depth of 10 cm, the uncertainty in the positioning of

the chamber at the reference depth (coverage factor k = 1) was esti-

mated at approximately 0.4 mm.

2.B | Beam quality for the three protocols

For IAEA TRS-398 and JSMP 12, it was recommended to use the

tissue-phantom ratio (TPR20,10) as the beam quality index in order to

choose the appropriate beam quality conversion factors, whereas

AAPM TG-51 and the Addendum to TG-51 used the percent depth

dose obtained at 10 cm depth, %dd(10)x, excluding the electron con-

tamination effect.

Several procedures were used for calculating the beam quality

index. For 6 MV, %dd(10)x was obtained as equal to the measured %

dd(10). For photon energies of 10 MV or above, the electrons from

the accelerator head may considerably affect the dose at dmax and,

hence, may reduce the measured value of %dd(10). Therefore, we

used a 1-mm lead filter to remove the contaminating electrons and

replace them with the better-known contamination from lead. For the

photon energy of 10 MV, %dd(10)Pb was measured by placing the

lead filter at a distance of 46 cm from the water surface and using

the equations in the AAPM TG-51 protocol for removing the signal

from the electrons generated in lead based on percent depth dose

(PDD) measurements. The factor, TPR20,10, was given by the ratio of

ionization on the beam central axis at depths of 20 and 10 cm in

water, as obtained with a field size of 10 9 10 cm2 at the ionization

chamber and a constant source-to-detector distance of 100 cm.

2.C | Determination of absorbed dose by the three
protocols

The absorbed dose to water was determined on the basis of the rec-

ommendations in the three protocols. The comparison of the refer-

ence conditions for the determination of the absorbed dose to water

and formalism according to the three protocols are shown in

Tables 2 and 3, respectively. Because detailed information about the

three protocols can be found in the protocol documents, only the

major differences relevant to this study are described below.

In the following Section 2.C text, we use the notations consis-

tent with the AAPM TG-51 and Addendum to TG-51 protocols. In

IAEA TRS-398 and JSMP 12, several notations are comparatively dif-

ferent from those in AAPM TG-51 and the Addendum to TG-51;

however, all quantities can essentially be translated to the quantities

in the TRS-398 formalisms without loss of meaning. The absorbed

dose to water DQ
w in a photon beam with beam quality Q is obtained

from the following equation.

DQ
w ¼ MkQN

60Co
D;w ; (1)

Where

M: fully corrected charge reading from an ionization chamber,

TAB L E 2 Reference conditions for determination of absorbed dose to water for the three protocols.

AAPM TG-51 and Addendum to TG-51 JSMP 12 IAEA TRS-398

Phantom material Water

Beam quality %dd(10)x TPR20,10 TPR20,10

Chamber type Cylindrical Farmer Cylindrical

Reference depth 10 g cm�2 10 g cm�2 TPR20,10 <0.7, 10 g cm�2(or 5 g cm�2)

TPR20,10 ≥ 0.7, 10 g cm�2

Measurement point of the chamber The center of the cavity

SSD/SAD 100 cm

Field size 10 9 10 cm2

TAB L E 3 Formalism for determination of absorbed dose to water
for the three protocols.

AAPM TG-51 and
Addendum to TG-51

JSMP 12, and
IAEA TRS-398

Formalism MkQN
60Co
D;w MQND;w;Q0kQ;Q0

Fully corrected

charge reading

MrawPTPPionPpolPelecPleakPrp MrawkTPkeleckpolks

M and MQ: fully corrected charge reading; N
60Co
D;w and ND;w; Q0 : absorbed

dose to water calibration factor for the 60Co beam; kQ and kQ; Q0 : beam

quality conversion factor; Mraw: uncorrected charge reading; PTP and kTP:

temperature and pressure correction factor; Pion and ks: correction for

incomplete ion collection efficiency; Ppol and kpol: correction for any

polarity effects; Pelec and kelec: correction for the electrometer; Pleak: cor-

rection for any contribution to the measured reading that is not due to

the ionization released by the radiation beam; Prp: correction for consid-

ering any off-axis variation in the intensity profile of the radiation field

over the sensitive volume of the ionization chamber.
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kQ: beam quality conversion factor,

N
60Co
D;w : absorbed dose to water calibration factor for the 60Co beam.

M ¼ MrawPTPPionPpolPelecPleakPrp; (2)

Where

Mraw: uncorrected charge reading,

PTP: temperature and pressure correction factor,

Pion: correction for incomplete ion collection efficiency,

Ppol: correction for any polarity effects,

Pelec: correction for the electrometer,

Pleak: correction for any contribution to the measured reading that is

not due to the ionization released by the radiation beam,

Prp: correction for considering any off-axis variation in the intensity

profile of the radiation field over the sensitive volume of the ioniza-

tion chamber.

These correction factors were experimentally determined accord-

ing to the three protocols. The values for Pleak and Prp are not

included in IAEA TRS-398 and JSMP 12.

For all three protocols, the reference conditions for measure-

ments of absorbed dose to water included a 100 cm source–surface

distance (SSD) or source-axis distance (SAD), 10 9 10 cm2
field size

at a 100 cm SSD or 100 cm SAD, and a 10 cm depth in water with

IAEA TRS-398 allowing a 5 cm depth if TPR20,10 is less than 0.7. For

this study, measurements of the absorbed dose to water for the

three protocols were performed with an SAD of 100 cm, a depth of

10 cm, and a field size of 10 9 10 cm2 at the ionization chamber

with the angle for the gantry and the collimator set at 0°. Therefore,

in this study, the uncorrected charge readings, Mraw, at the center of

the chamber cavity for all protocols were considered to be the same

to reduce the experimental uncertainty in Mraw corresponding to an

average of at least five readings. The relative humidity was always

within 20% to 60% and the humidity correction was not necessary

according to the recommendation of the three protocols as long as

the relative humidity was in the range of 20% to 80%.4,5,19,20,32

2.D | Quantification of uncertainties for the three
protocols

In this study, photon beam calibration was performed only once with

each ionization chamber. Because the same set of readings was used

to determine the beam calibrations regardless of the protocol applied,

the experimental uncertainties, such as the temperature and pressure

correction factor, the short-term repeatability of the linear accelera-

tor, setup of field size, SSD/SAD, and chamber depth, were the same

for the three protocols. The correction factor for the polarity effect

for the three protocols was determined using the same equation.

Similarly, as the same set of readings at each voltage was used to

determine the correction for the polarity effects, the uncertainty in

the polarity effect of the correction factor was the same for the three

protocols. In addition, the same N
60Co
D;w factor was used across the

three protocols for a given ionization chamber. The uncertainties in

the N
60Co
D;w factor were also the same for the three protocols. In con-

trast, the user-dependent parts, such as the assignment of the beam

quality conversion factor, determination of the correction for incom-

plete ion collection efficiency, Pleak, Prp, and beam quality conversion

factor, were performed using different procedures and had different

values for the three protocols. In terms of the beam quality conver-

sion factor, the three protocols provided the uncertainty. Therefore,

we estimated the uncertainties in the user-dependent parts, namely,

the assignment of the beam quality conversion factor, determination

of the correction for incomplete ion collection efficiency, Pleak, and

Prp, according to the ISO Guide to the Expression of Uncertainty in

Measurement33 in order to evaluate the small differences observed

among the three protocols.

3 | RESULTS

3.A | Correction factors for charge readings by an
ionization chamber for the three protocols

The correction factors for the charge readings obtained for the three

ionization chambers using the three protocols are shown in Table 4.

Because the temperature-pressure correction and polarity correction

factors for the three protocols were calculated using the same for-

mula, these correction factors had the same values in all three proto-

cols. In addition, because the correction factors for ion collection

efficiency by IAEA TRS-398 and JSMP 12 were calculated using the

same formula, the correction factors had the same value in these

two protocols. The ion collection efficiencies, Pion and ks, as deter-

mined by the three protocols, agreed within 0.1%. The Prp factors

according to the Addendum to TG-51 were 1.002 at 6 MV and

1.003 at 10 MV.

TAB L E 4 Correction factors for charge readings from three ionization chambers obtained by the three protocols.

AAPM TG-51 and Addendum to TG-51 JSMP 12 IAEA TRS-398

Nominal MV Chamber PTP Pion Ppol Pelec Pleak Prp kTP ks kpol kelec kTP ks kpol kelec

6 Exradin A12 0.990 1.0019 1.000 1 1 1.002 0.990 1.0018 1.000 1 0.990 1.0018 1.000 1

PTW 30013 1.005 1.0024 0.999 1 1 1.002 1.005 1.0023 0.999 1 1.005 1.0023 0.999 1

IBA FC65-P 0.994 1.0013 1.001 1 1 1.002 0.994 1.0013 1.001 1 0.994 1.0013 1.001 1

10 Exradin A12 0.990 1.0042 0.999 1 1 1.003 0.990 1.0040 0.999 1 0.990 1.0040 0.999 1

PTW 30013 1.009 1.0042 1.000 1 1 1.003 1.009 1.0039 1.000 1 1.009 1.0039 1.000 1

IBA FC65-P 0.994 1.0055 0.999 1 1 1.003 0.994 1.0053 0.999 1 0.994 1.0053 0.999 1
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The fully corrected charge readings for the three ionization

chambers obtained according to the three protocols are shown in

Table 5 with the fully corrected charge readings obtained according

to TRS-398 and JSMP 12 showing identical values. The fluctuations

in the uncorrected charge readings for each ionization chamber

amounted to approximately � 0.1%. The differences between the

values of the fully corrected charge readings obtained using the

AAPM TG-51 and Addendum to TG-51 protocols and the IAEA TRS-

398 and JSMP 12 protocols were found to be 0.2% and 0.3% at 6

and 10 MV, respectively.

3.B | Beam quality conversion factor for the three
protocols

The beam quality conversion factors obtained according to the three

protocols are shown in Table 6. These factors obtained according to

the three protocols agreed within 0.6%, 0.4%, and 0.3%, for Exradin

A12, PTW 30013, and IBA FC65-P, respectively.

3.C | Determining absorbed dose by the three
protocols

The absorbed doses to water obtained according to the three proto-

cols are shown in Table 7. The measured dose with the Exradin A12

chamber determined according to AAPM TG-51 and the Addendum

to TG-51 was 0.1% and 0.3% lower than that determined according

to IAEA TRS-398, at 6 and 10 MV, respectively. The measured dose

for the PTW 30013 chamber with AAPM TG-51 and the Addendum

to TG-51 was 0.15% and 0.2% higher than that with TRS-398. The

measured dose with the IBA FC65-P chamber obtained according to

AAPM TG-51 and the Addendum to TG-51 was 0.03% lower than

that obtained according to TRS-398 at 6 MV, whereas the dose

obtained according to AAPM TG-51 and the Addendum to TG-51

was 0.1% higher than that obtained according to TRS-398 at

10 MV.

The measured dose with the Exradin A12 chamber determined

with JSMP 12 was 0.2% higher than that with TRS-398 at 6 MV,

whereas the measured dose with JSMP 12 was 0.2% lower than that

with TRS-398 at 10 MV. The measured dose with the PTW 30013

chamber determined according to JSMP 12 was 0.2% and 0.4%

lower than that determined according to TRS-398, at 6 and 10 MV,

respectively. The measured dose with the IBA FC65-P chamber

determined with JSMP 12 was 0.2% and 0.3% lower than that with

TRS-398, at 6 and 10 MV, respectively.

3.D | Quantification of uncertainties

The ion recombination factors for the three protocols were calcu-

lated using a two-voltage method. The relative standard uncertain-

ties (k = 1) in ks for JSMP 12 and IAEA TRS-398 and Pion for AAPM

TG-51 were 0.09% and 0.07% at most, respectively.

The relative standard uncertainties in TPR20,10 for JSMP 12 and

IAEA TRS-398 were approximately 0.3% (k = 1). The uncertainty

was from two main sources. The first source was the components

associated with the setup for the reference conditions and their

measurements. The second was the use of ionization ratios in place

of ratios of absorbed dose in the determination of TPR20,10.
34 When

determining the beam quality conversion factor with interpolation,

the relative standard uncertainties were 0.05% (k = 1) at the maxi-

mum.

The relative standard uncertainties in %dd(10)x (k = 1) were

0.30% and 0.42% for 6 MV and 10 MV, respectively. The uncer-

tainty in %dd(10)x for 6 MV was only considered in the determina-

tion of %dd(10)x, such as in the setup for the reference conditions

and their measurements. In contrast, the uncertainty in %dd(10)x for

10 MV was considered due to the equation used for converting %dd

(10)Pb into %dd(10)x
23 as well as in the determination of %dd(10)Pb.

When determining the beam quality conversion factor with the poly-

nomial fits in the Addendum to TG-51, the relative standard uncer-

tainties (k = 1) were 0.05% at the maximum, as with IAEA TRS-398

and JSMP 12.

The leakage currents were measured with all the equipment used

in this study, but with no beam. The leakage currents were below

the 0.1% level of the chamber reading. Thus, we assumed

TAB L E 5 Fully corrected charge readings (nC) from three ionization chambers obtained according to the three protocols.

Chamber Protocol 6 MV Difference (%) 10 MV Difference (%)

Exradin A12 AAPM TG-51 and Addendum to TG-51 16.05 – 17.67 –

JSMP 12 16.01 �0.2 17.62 �0.3

IAEA TRS-398 16.01 �0.2 17.62 �0.3

PTW 30013 AAPM TG-51 and Addendum to TG-51 14.689 – 16.090 –

JSMP 12 14.656 �0.2 16.043 �0.3

IAEA TRS-398 14.656 �0.2 16.043 �0.3

IBA FC65-P AAPM TG-51 and Addendum to TG-51 16.238 – 17.978 –

JSMP 12 16.202 �0.2 17.925 �0.3

IAEA TRS-398 16.202 �0.2 17.925 �0.3

Difference (%) = (Fully corrected charge readings for JSMP 12 or IAEA TRS-398�Fully corrected charge readings for AAPM TG-51 and Addendum to

TG-51)/Fully corrected charge readings for AAPM TG-51 and Addendum to TG-51.
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Pleak = 1.000 with an associated relative uncertainty (k = 1) of

0.1%.19 The radiation dose profiles under the reference conditions at

a 10 cm depth were determined from a simple 1-D beam profile

measurement using a two-dimensional detector array MapCHECK2

(Sun Nuclear Corporation, Melbourne, FL, USA). The Prp factors were

calculated from the measured beam profiles. The relative uncertainty

for the Prp was assumed to be 0.05%19 (k = 1).

4 | DISCUSSION

For the three protocols investigated in this study, a major difference

in the fully corrected charge readings, M, was observed due to the

variation in Prp, as shown in Table 4. The fully corrected charge

readings determined according to AAPM TG-51 and the Addendum

to TG-51, which included Prp, were 0.2% and 0.3% higher at 6 MV

and 10 MV, respectively, than those determined according to IAEA

TRS-398 and JSMP 12. Traditional flattened beams can usually

produce uniform beams for a 10 9 10 cm2
field, and therefore, the

Prp value could be close to 1.000. In this study, because of

non-uniformities in the beam, the variation in Prp will be a major

contributor to the observed discrepancy in M for the three

protocols. The same is true for “horns” in a beam profile.35

The kQ factors for the three protocols were determined by dif-

ferent methods, giving rise to the possibility that different kQ values

will be obtained by these methods. The factors for the Addendum to

TG-51 were determined using full MC calculations incorporating

detailed information about the chamber to better reflect the true

chamber geometry.14,19 In contrast, the result for IAEA TRS-398 was

based on a semi-analytic approach that did not consider all details of

the chamber geometry.5,36 Perturbation correction factors used in

the expression for kQ for JSMP 12 were obtained from MC calcula-

tions, with the exception of a wall correction factor derived by semi-

analytical expressions.20 Therefore, the difference in the kQ factors

for the three protocols appears due to the difference between the

perturbation factors obtained by a semi-analytic approach and MC

calculations. Several studies14–16,36 have compared individual pertur-

bation correction factors obtained using MC calculations for cylindri-

cal chambers with those obtained using a semi-analytic approach,

such as that used in IAEA TRS-398 and AAPM TG-51. For a 60Co

TAB L E 6 Beam quality conversion factors for the three protocols.

6 MV 10 MV

Chamber Protocol
TPR20,10 = 0.671
%dd(10)x = 67.0 Difference (%)

TPR20,10 = 0.740
%dd(10)x = 74.5 Difference (%)

Exradin A12 Addendum to TG-51 0.992 – 0.980 –

JSMP 12 0.997 0.5 0.984 0.4

IAEA TRS-398 0.995 0.3 0.986 0.6

PTW 30013 Addendum to TG-51 0.991 – 0.979 –

JSMP 12 0.990 �0.1 0.976 �0.3

IAEA TRS-398 0.992 0.1 0.980 0.1

IBA FC65-P Addendum to TG-51 0.991 – 0.979 –

JSMP 12 0.992 0.1 0.979 �0.1

IAEA TRS-398 0.994 0.3 0.981 0.2

Difference (%) = (Beam quality conversion factors for JSMP 12 or IAEA TRS-398�Beam quality factors for Addendum to TG-51)/Beam quality conver-

sion factors for Addendum to TG-51.

TAB L E 7 Absorbed doses to water (Gy) according to the three protocols.

Chamber Protocol 6 MV Difference (%) 10 MV Difference (%)

Exradin A12 AAPM TG-51 and Addendum to TG-51 0.780 – 0.849 –

JSMP 12 0.783 0.3 0.850 0.1

IAEA TRS-398 0.781 0.1 0.851 0.3

PTW 30013 AAPM TG-51 and Addendum to TG-51 0.776 – 0.840 –

JSMP 12 0.773 �0.3 0.835 �0.6

IAEA TRS-398 0.775 �0.1 0.838 �0.2

IBA FC65-P AAPM TG-51 and Addendum to TG-51 0.782 – 0.855 –

JSMP 12 0.781 �0.1 0.852 �0.4

IAEA TRS-398 0.782 0.03 0.854 �0.1

Difference (%) = (Absorbed doses for JSMP 12 or IAEA TRS-398 � Absorbed doses for AAPM TG-51 and Addendum to TG-51)/Absorbed doses for

AAPM TG-51 and Addendum to TG-51.
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beam, the value of the replacement factor derived from MC calcula-

tions by Wang and Rogers17 was 0.5% higher than the AAPM TG-

51 value and approximately 1% higher than the IAEA TRS-398 value.

Buckley and Rogers16 and Muir and Rogers14 showed that the values

of the wall correction factors derived from MC calculations for a wall

material comprising PMMA, such as that found in PTW 30013, a

wall material comprising C-552, such as that found in Exradin A12,

and a wall material comprising POM, such as that found in IBA

FC65-P, differed by �0.2%–0.4% from the AAPM TG-51 value.

However, in this study, the kQ factors for the three protocols agreed

within a relative uncertainty of 1.0% in the kQ values for IAEA TRS-

398 and JSMP 12. In particular, the kQ values for PTW 30013 and

IBA FC65-P obtained according to the three protocols agreed well

within an uncertainty of 0.4% in the kQ values for the Addendum to

TG-51.

Because the same N
60Co
D;w factor was used across all of the three

protocols for a given ionization chamber, the major discrepancy in

the absorbed dose to water values obtained for these protocols was

due to the difference in the Prp and kQ values. As stated in the pre-

vious section, the obtained values of absorbed dose to water for

the three protocols agreed within 0.4%, with the exception of a

0.6% difference at 10 MV between AAPM TG-51 and the Adden-

dum to TG-51 and JSMP 12 obtained for PTW 30013, indicating

that there is a good agreement within the relative uncertainty for

the absorbed dose to water given by the Addendum to TG-51

(Table 2 situation (i) of Ref. 19), IAEA TRS-398, and JSMP 12. The

Prp may depend on the particular linear accelerator used. Further-

more, the values of the kQ factors should be chamber-specific. This

study is concerned with a comparison of the absorbed dose to

water as determined for high-energy photon beams according to

the three protocols using only the three cylindrical chambers,

because of which the potential difference in the absorbed dose to

water for the three protocols using a wide range of ionization cham-

bers and linear accelerators remains unknown. Future work is neces-

sary for the comparison of the absorbed dose to water as

determined for high-energy photon beams according to the three

protocols using a wide range of ionization chambers and linear

accelerators.

5 | CONCLUSION

The absorbed dose to water for the three protocols using the three

ionization chambers showed good agreement within the relative

uncertainty in the absorbed dose to water given by the three proto-

cols. Because of the use of cylindrical ionization chambers with the

same N
60Co
D;w , the major discrepancy between the obtained values of

the absorbed dose to water for the three protocols occurred due to

the difference in the Prp and the kQ values. The Prp and the kQ val-

ues may depend on the linear accelerator and cylindrical ionization

chamber used, respectively. Thus, the absorbed dose to water deter-

mined for high-energy photon beams according to the three

protocols would change depending on the linear accelerator and the

cylindrical ionization chamber used in the experiment.

ACKNOWLEDGMENTS

This work was supported by the Individual Research Support Pro-

gram established recently by the Japanese Society of Radiological

Technology for helping young investigators write scientific articles in

English. The authors are grateful to Hiroaki Ushiba of Chiyoda Tech-

nol Corporation; Youichi Serizawa of Shinshu University Hospital;

and Akihiro Takemura of Kanazawa University, for lending us an

Exradin ionization chamber and a SuperMAX electrometer, an IBA

FC65-P and a Keithley electrometer, and a PTW 30013 and a Toyo

medic electrometer, respectively.

CONFLICT OF INTEREST

The authors declare no conflict of interest.

REFERENCES

1. Stewart BW, Wild C; International Agency for Research on Cancer.

World Cancer Report 2014. Lyon, France: World Health Organization;

2014;505.

2. Herring D, Compton DMJ. The degree of precision required in the

radiation dose delivered in cancer radiotherapy. Br J Radiol.

1971;5:51–58.

3. International Commission On Radiation Units And Measurements.

Determination of Absorbed Dose in a Patient Irradiated by Beams of X

or Gamma Rays in Radiotherapy Procedures. Washington, D.C.: ICRU

Report 24; 1976;67.

4. Almond PR, Biggs PJ, Coursey B, et al. AAPM’s TG-51 protocol for

clinical reference dosimetry of high-energy photon and electron

beams. Med Phys. 1999;26:1847–1870.

5. International Atomic Energy Agency. Absorbed dose determination in

external beam radiotherapy: an international code of practice for

dosimetry based on standards of absorbed dose to water. Vienna,

Austria: Technical Reports Series; 2000:398.

6. IPSM (Institute of Physical Sciences in Medicine). Code of practice

for high-energy photon therapy dosimetry based on the NPL

absorbed dose calibration service. Phys Med Biol. 1990;35:1355–

1360.

7. DIN 6800-2. Procedures of dosimetry with probe type detectors for

photon and electron radiation - Part 2: Ionization chamber dosimetry

of high energy photon and electron radiation, Corrigendum to DIN

6800-2:2008-03; 2008.

8. Baro J, Sempau J, Fern�andez-Varea J, Salvat F. PENELOPE: an algo-

rithm for Monte Carlo simulation of the penetration and energy loss

of electrons and positrons in matter. Nucl Instr Meth Phys Res B.

1995;100:31–46.

9. Kawrakow I. Accurate condensed history Monte Carlo simulation of

electron transport. I. EGSnrc, the new EGS4 version. Med Phys.

2000;27:485–498.

10. Faddegon BA, Kawrakow I, Kubyshin Y, et al. The accuracy of

EGSnrc, Geant4 and PENELOPE Monte Carlo systems for the simu-

lation of electron scatter in external beam radiotherapy. Phys Med

Biol. 2009;54:6151–6163.

11. Rodriguez M. PENLINAC: extending the capabilities of the Monte

Carlo code PENELOPE for the simulation of therapeutic beams. Phys

Med Biol. 2008;53:4573–4593.

KINOSHITA ET AL. | 277



12. Sheikh-Bagheri D, Rogers D, Ross CK, Seuntjens JP. Comparison of

measured and Monte Carlo calculated dose distributions from the

NRC linac. Med Phys. 2000;27:2256–2266.

13. Gonz�alez-Casta~no D, Hartmann G, S�anchez-Doblado F, et al. The

determination of beam quality correction factors: Monte Carlo simu-

lations and measurements. Phys Med Biol. 2009;54:4723–4741.

14. Muir B, Rogers D. Monte Carlo calculations of kQ, the beam quality

conversion factor. Med Phys. 2010;37:5939–5950.

15. Wulff J, Heverhagen J, Zink K. Monte-Carlo-based perturbation and

beam quality correction factors for thimble ionization chambers in

high-energy photon beams. Phys Med Biol. 2008;53:2823–2836.

16. Buckley LA, Rogers D. Wall correction factors, Pwall, for thimble

ionization chambers. Med Phys. 2006;33:455–464.

17. Wang L, Rogers D. The replacement correction factors for cylindrical

chambers in high-energy photon beams. Phys Med Biol.

2009;54:1609–1620.

18. Erazo F, Lallena AM. Calculation of beam quality correction factors

for various thimble ionization chambers using the Monte Carlo code

PENELOPE. Phys Med. 2013;29:163–170.

19. McEwen M, DeWerd L, Ibbott G, et al. Addendum to the AAPM’s
TG-51 protocol for clinical reference dosimetry of high-energy pho-

ton beams. Med Phys. 2014;41:041501–041520.

20. Japan Society of Medical Physics. Standard Dosimetry of Absorbed

Dose to Water in External Beam Radiotherapy. Tokyo: Tsusho-sangyo-

kenkyusya; 2012. (in Japanese).

21. Al-Ahbabi SS, Bradley D, Beyomi M, et al. A comparison of protocols

for external beam radiotherapy beam calibrations. Appl Radiat Isot.

2012;70:1331–1336.

22. Araki F, Kubo HD. Comparison of high-energy photon and electron

dosimetry for various dosimetry protocols. Med Phys. 2002;29:857–

868.

23. Castrill�on SV, Henr�ıquez FC. Comparison of IPSM 1990 photon

dosimetry code of practice with IAEA TRS-398 and AAPM TG-51.

J Appl Clin Med Phys. 2009;10:136–146.

24. Huq MS, Andreo P, Song H. Comparison of the IAEA TRS-398 and

AAPM TG-51 absorbed dose to water protocols in the dosimetry of

high-energy photon and electron beams. Phys Med Biol.

2001;46:2985–3006.

25. Zakaria A, Schuette W, Younan C. Reference dosimetry according to

the New German protocol DIN 6800-2 and comparison with IAEA

TRS 398 and AAPM TG 51. Biomed Imag Interv J. 2011;7:e15.

26. Andreo P. On the beam quality specification of high-energy photons

for radiotherapy dosimetry. Med Phys. 2000;27:434–440.

27. Andreo P. Reply to comment on ‘On the beam quality specification

of high-energy photons for radiotherapy dosimetry’. Med Phys.

2000;27:1693–1695.

28. Kosunen A, Rogers D. Beam quality specification for photon beam

dosimetry. Med Phys. 1993;20:1181–1188.

29. Rogers DW. Comment on ‘On the beam quality specification of

high-energy photons for radiotherapy dosimetry’. Med Phys.

2000;27:441–444.

30. Muir B. Ion chamber absorbed dose calibration coefficients, ND, w,

measured at ADCLs: distribution analysis and stability. Med Phys.

2015;42:1546–1554.

31. Klein EE, Hanley J, Bayouth J, et al. Task Group 142 report: quality

assurance of medical accelerators. Med Phys. 2009;36:4197–4212.

32. Rogers DWO, Ross CK. The role of humidity and other correction

factors in the AAPM TG-21 dosimetry protocol. Med Phys.

1988;15:40–48.

33. International Standards Organization (ISO). Guide to the Expression

of Uncertainty in Measurement ISO. Geneva; 1995.

34. Andreo P. Uncertainties in dosimetric data and beam calibration. Int

J Radiat Oncol Biol Phys. 1990;19:1233–1247.

35. Constantinou C, Sternick E. Reduction of the “horns” observed on

the beam profiles of a 6-MV linear accelerator. Med Phys.

1984;11:840–842.

36. Andreo P, Wulff J, Burns DT, Palmans H. Consistency in reference

radiotherapy dosimetry: resolution of an apparent conundrum when
60Co is the reference quality for charged-particle and photon beams.

Phys Med Biol. 2013;58:6593–6621.

278 | KINOSHITA ET AL.


