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As a branch of machine learning, multiple instance learning (MIL) learns from a collection of labeled bags,
each containing a set of instances. The learning process is weakly supervised due to ambiguous instance
labels. Since its emergence, MIL has been applied to solve various problems including content-based
image retrieval, object tracking/detection, and computer-aided diagnosis. In biomedical research, the
use of MIL has been focused on medical image analysis and molecule activity prediction. We review
and apply 16 methods to investigate the applicability of MIL to a novel biomedical application, cancer
detection using T-cell receptor (TCR) sequences. This important application can be a viable approach
for large-scale cancer screening, as TCRs can be easily profiled from a subject’s peripheral blood. We con-
sider two feasible data-generating mechanisms, and for the purpose of performance evaluation, we sim-
ulate data under each mechanism, where we vary potentially important factors to mimic realistic
situations. We also apply the methods to sequencing data of ten cancer types from The Cancer
Genome Atlas, as an early proof of concept for distinguishing tumor patients from healthy individuals
via TCR sequencing of peripheral blood. We find that given an appropriate MIL method is used, satisfac-
tory performance with Area Under the Receiver Operating Characteristic Curve above 80% can be
achieved for five in the ten cancers. Based on our numerical results, we make suggestions about selection
of a proper method and avoidance of any method with poor performance. We further point out directions
of future research as well as identify a pressing need of new MIL methodologies for improved perfor-
mance (for some cancer types) and more explainable outcomes.
� 2021 The Author(s). Published by Elsevier B.V. on behalf of Research Network of Computational and
Structural Biotechnology. This is an open access article under the CC BY-NC-ND license (http://creative-

commons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

First introduced in [1], multiple instance learning (MIL) has
been used to tackle a wide range of problems, in which the learning
task is performed on a set of labeled ‘‘bags”, each being a collection
of ‘‘instances”. Each individual instance is described by a set of
covariates (or features). Instances in one bag contribute to the
observed bag-level response (or label). Often, the instance label
cannot be observed directly, and sometimes is even not defined
clearly. The main objective of MIL is to predict bag labels based
on the instance-level covariates by learning the relationship
among bags and instances. In applications such as object detection,
instance labels are also of interest.

The binary classification problem is most frequently encoun-
tered in MIL. For example, in drug activity prediction, Dietterich
et al. [1] developed an MIL algorithm to classify whether a mole-
cule (bag) of different conformations (instances) is biologically
active; in content-based image retrieval [2], the authors employed
MIL to determine whether a given image (bag) contains a particu-
lar object in at least one of non-overlapping regions of the image
(instances); in document classification [3], an article (bag) is cate-
gorized based on passages contained (instances). MIL methods
have also been developed for multi-label classification, with major
applications in scene/image categorization [4–8]. In addition to
classification, MIL is applicable for real-valued responses as well
[9–11]. A recent application of multiple instance regression studied
the relationship between tumor immune response and immuno-
genic neoantigens using a Bayesian hierarchical model [12]. Less
common than classification and regression, unsupervised learning
tasks, such as MI ranking and clustering, where no response is
attached to any bag, have also been investigated by researchers
[13–16].

Over the past two decades, numerous MIL methods have been
developed by researchers to adapt to the diverse characteristics
of multiple instance (MI) problems. Several papers have compared
or categorized existing MIL methods and applications. Foulds and
Frank [18] gave a detailed review of the standard MI assumption
and alternative assumptions made on the data generation process
with respect to the relationship between bags and instances; their
work focused on clarification of relevant concepts involved in MIL
rather than performance evaluation of different methods. Amores
[19] provided a concise categorization of MIL methods for binary
classification, depending on the means that a method takes to learn
bag labels from instances in the bags. However, this work only con-
sidered two MI problem characteristics (i.e., witness rate and num-
ber of components in the distribution for positive instances) in the
simulation design. It also excluded more recent MIL methods
[20,21]. A more recent study conducted by Carbonneau et al. [22]
formally identified four MI problem characteristics. Nevertheless,
it lacked a clear distinction between bag composition and label
ambiguity, hence may hinder one’s understanding of how
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instances contribute to bag labels in a specific MI application.
Finally, previous research has demonstrated the suitability of MIL
methods in many applications from various fields such as biology
and chemistry, computer vision, document classification, web min-
ing, and activity recognition [17,21–25]. In this paper, we focus on
a novel biomedical application, cancer detection using T-cell recep-
tor (TCR) sequences, where the applicability of MIL methods is yet
to be examined.

Accurate and timely cancer detection, especially for aggressive
cancer types, is extremely important for patients to receive appro-
priate treatments for best possible prognosis [26]. Various experi-
mental methods exist, which, however, are less ideal for detecting
certain types of cancer [27–29]. Based on previous findings that the
host immune responses to tumor cells are already activated during
tumorigenesis process [30–32], one possible and more universal
approach to discern tumors from normal tissue samples is to
examine the TCR sequences, which are capable of reflecting the
state of the host T cell immunity system, and may contain critical
information regarding whether tumors have been progressing in
the human body. This problem fits naturally into the MIL frame-
work as there are a large number of T cells with different TCRs (in-
stances) in each patient (bag). TCRs are proteins expressed on the
surface of the T cells and used by the latter to target and initiate
the destruction of the tumor cells. Structural characteristics of
the TCRs, which can be obtained by well established sequencing
techniques from a patient’s blood, could be used to predict
whether the patient has tumor(s) or not.

Apart from biomedical studies that only descriptively charac-
terized TCRs in tumor and normal tissues, such as Jin et al. [33],
few researchers have sought to predict tumor or normal status
based on TCRs of T cells. Beshnova et al. [34] developed a deep
learning-based method for predicting tumor associated TCRs.
While showing some promise, this method is not an MIL approach,
hence it ignores the bag-instance relationship (i.e. patient-TCR
relationship in their work) that naturally arises in the context of
this application, rendering model interpretation difficult. Ostmeyer
et al. [35] developed an MIL model for distinguishing tumor infil-
trating T cells from T cells of adjacent normal tissues. However, this
work suffers from small sample sizes (only 28 and 32 patients for
breast cancer and colorectal cancer, respectively). The employed
MIL model has a simple design based on the standard MIL assump-
tion and does not utilize global bag-level information. Further-
more, there was no comparison with the state-of-the-art MIL
methods. Thus, whether their conclusion is generalizable remains
open.

This study provides an up-to-date review of MIL methods that
are applicable to our application. We examine the performance
of the methods in cancer detection via comprehensive simulation
and real data examples. The remainder of this paper is organized
as follows. In Section 2, we describe data and problem characteris-
tics that are relevant to our MIL application, and identify key



Fig. 1. The pipeline of data processing in our MIL application of cancer detection using TCR sequences. Each encoded TCR sequence is represented by a d-dimensional numeric
feature vector learned by the auto-encoder.
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concepts. In Section 3, we describe a list of MIL methods for our
application and comment briefly on their implementation. In Sec-
tion 4, we carry out a simulation study comparing the performance
of the selected MIL methods on synthetic datasets, which simulate
various scenarios that may occur in real data. In Section 5, we con-
duct analysis on real datasets obtained from The Cancer Genome
Atlas (TCGA). We discuss our major findings and future work in
Section 6.

2. Cancer detection using TCR sequences

2.1. Data generation

Fig. 1 depicts how human biospecimens are processed to gener-
ate the input data for MIL algorithms. Tissue samples collected
from patients by medical facilities are analyzed using next-
generation sequencing techniques and genomic data for each sam-
ple are obtained. TCR sequences in each sample are then detected
from its raw sequencing reads via TCR reconstruction software
such as TRUST [36] and MiTCR [37]. Under the MIL framework,
each sample is considered as a bag consisting of TCR sequences (in-
stances), which are essentially text strings. We embed each TCR
sequence into a numeric vector using our previously published
Tessa model [38], which is equipped with a deep learning auto-
encoder that converts complex information (strings of amino acids
in this case) to numeric values. In short, each amino acid of a TCR
sequences is encoded by the five Atchley factors [39] that can fully
capture their physicochemical properties. A stacked auto-encoder
is then applied to the ‘‘Atchely matrices” of TCRs to represent the
Atchley-factor-encoded TCR sequences by d-dimensional numeric
vectors through a decomposition-reconstruction process. Our pre-
vious work has systematically established the validity of this
approach [38]. By representing each TCR sequence using a numeric
vector, we make it convenient for MIL methods to utilize these fea-
tures, for instance, to calculate distances among instances and/or
bags.

2.2. Problem characteristics and related concepts

MIL differs from standard supervised learning in that a single
class label is assigned to a bag of instances rather than every indi-
vidual instance. MIL is weakly supervised as instance-level labels
may be vaguely defined and not observed, and the relationship
between a bag and its instances is unclear. Consider a bag with
m instances, collectively described by a feature matrix
X ¼ x1; . . . ; xmf g. Each instance j is represented by a feature vector
xj in a d-dimensional feature space (i.e., xj 2 Rd). For binary
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classification, as in our cancer detection application, we may build
a function F Xð Þ 2 0;1½ � and determine the bag to be positive (or
negative) if F Xð Þ is above (or below) some cutoff value. The classi-
fication function F Xð Þ is learned from a training set with the sam-
ple size n (i.e., n bags), denoted by T ¼ Xi; yið Þni¼1

� �
, where

yi 2 0;1f g is the label of bag i (yi ¼ 1 if the bag is positive and
yi ¼ 0 otherwise).

Although instance labels may not be directly observable,
instance classification can be of interest in MI applications as well.
For example, in image-based object detection, one or more seg-
ments of an image correspond to a dog if a dog is in the image;
in this sense, an instance (segment) is positive if it contributes to
a positive bag (i.e., an image containing a dog). In drug activity pre-
diction, a molecule (bag) has to have the ‘‘right” conformation (in-
stance) to possess the binding potency. In our application, the
primary objective is to classify bags. That is, we aim to identify
whether a screening subject has tumor or not. However, instance
classification can be useful if tumor-specific TCRs can be identified
and leveraged for engineering TCR-T therapies [40]. Analogous to
the bag-level classifier F Xð Þ, we use the generic notation f xð Þ to
denote the instance-level classifier, which assigns a label to the
instance with the feature vector x.

For our application and potentially other applications of MIL,
we consider two possible formulations (or data generation mecha-
nisms) with respect to how the label of a bag is determined by its
instances. The first relies on instance classification and the concept
of witness rate (WR), defined as the proportion of positive
instances in positive bags [22]. It is assumed that only the number
or proportion of the positive instances is responsible for labeling a
bag as positive (e.g., a positive bag has at least t positive instances,
or a positive bag has at least t% of instances being positive), with
more positive instances typically indicating a higher confidence
of a positive bag. The standard assumption, which is the most com-
monly used in the MI literature, states that a positive bag has at
least one positive instance and a negative bag only has negative
instances [1]. This classical assumption fits in the WR framework,
in which WR equals 0 for a negative bag and ranges from 0 (exclu-
sively) to 1 for a positive bag. As pointed out by Carbonneau et al.
[22], positive bags with low WRs may result in poor performance
of many MIL methods as positive and negative bags become simi-
lar. In general, the concept of WR applies to scenarios where
instance classification is meaningful. In our application of cancer
detection, WR may naturally correspond to the proportion of
tumor-specific TCR clones out of all TCR clones in a tissue sample.
Tumor-specific TCRs, once present in a bag (sample), make the bag
positive (tumor sample), whereas the negative TCRs are generated
from host immune responses that are not triggered by cancer, but
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by other physiological processes such as auto-immune diseases,
infection, etc.

An alternative formulation is based on the concept of primary
instances, first introduced by Park et al. [12]. In this vein, a bag
label, whether it is positive or negative, is determined by a (small)
number of instances in this bag (called primary instances), while
all other instances are irrelevant. That is, the bag-level classifica-
tion function F Xð Þ can be written into F X�ð Þ, where X� is a subset
of x1; . . . ; xmf g, representing the primary instances of the bag. Thus,
the bag classification remains unchanged if non-primary instances
are removed from the bags, though one has no clue about their
presence in advance. It is important to note that whether an
instance is primary or not is an indicator rather than an instance
label. Park et al. [12] makes a simplifying assumption that one
bag has only one primary instance based on the finding that only
a very small portion of instances are responsible for bag-level
responses in their application. In general situations, multiple pri-
mary instances should be allowed. Analogous to WR, the propor-
tion of primary instances (PPI) is defined as the number of
primary instances divided by the bag size (i.e., the number of
instances in the bag), describing the proportion of ‘‘responsible”
instances of a bag. Another classical assumption in the MI litera-
ture, known as the collective assumption, states that each instance
contributes equally and independently so that the label of a bag is
determined by all its instances collectively [41]. Obviously, this
assumption fits in the PPI framework (with PPI ¼ 100%) rather
than the WR framework. We note that the collective assumption
is not suitable for our application, because not all TCRs are equally
important in the biological context. In distinguishing tumor from
normal samples, the distinction between primary and non-
primary instances seems to be reasonable: on one hand, there
could be abundant T cells with irrelevant TCRs generated by the
host immune system that are by-standers naive to any antigenic
events; on the other hand, there could be ‘‘important” TCRs that
serve as signatures of immune responses against tumor (positive
bags), or other diseases that trigger immune responses in non-
tumourous individuals (negative bags). These TCRs are the primary
instances of the bags. Ideally, under the PPI framework, the first
step of MIL is to identify the primary instances in each bag, as these
instances are the only ones that are responsible for the bag label.
However, this formulation is fairly new, and existing MIL methods
for classification do not possess the capability of formal identifica-
tion of primary instances. Thus, the performance of the methods
needs to be validated for MI data generated under the PPI frame-
work, which, we believe, is a reasonable assumption for many
applications in the real world. This would help answer an impor-
tant question whether new MIL methodologies need to be specifi-
cally developed under the PPI framework to better accommodate
such data.

As discussed above, both WR and PPI formulations are feasible
in our application. For the purpose of performance evaluation of
existing MIL methods, we will consider both data generation
mechanisms in our simulation and compare the results with those
obtained in real data analysis. Other factors, such as sample size,
bag size, number of features, and proportion of positive bags, can
potentially affect the performance of MIL methods. We will con-
sider such factors collectively to guide the simulation design and
the subsequent selection of appropriate MIL methods for our
new application in cancer detection.
Table 1
The selected MIL methods for cancer detection using TCR sequences. Those that can perfo

MIL Methods

IS EMDD MI-SVM mi-SVM
BS CkNN NSK-SVM EMD-SVM
ES MILES BoW CCE
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3. Review of selected MIL methods

As we focus on binary classification in our application, we do
not consider MIL methods that address multi-class classification,
regression, ranking, or clustering. Eligible MIL methods should be
able to accommodate the problem characteristics and related con-
cepts as discussed in Section 2.2. According to Amores [19], MIL
methods can be grouped into one of three categories: instance-
space (IS), bag-space (BS), and embedded-space (ES) methods. This
categorization is based on how a method extracts and exploits
information from the MI data. For IS methods, the learning process
occurs at the instance level, where f xð Þ is trained to separate the
instances in positive bags from those in negative ones; instance-
level scores produced by f xð Þ are then combined to create a bag-
level classifier F Xð Þ according to a reasonable MI assumption. Thus,
IS methods consider the characteristics of individual instances and
ignore more global characteristics of the entire bag. By contrast,
both BS and ES methods treat each bag as a whole entity, and train
F Xð Þ utilizing the global, bag-level information. Specifically, BS
methods attempt to measure the distance or similarity between
each pair of bags and predict the bag labels directly using
distance- or kernel-based classifiers such as k-Nearest Neighbors
(kNN) and Support Vector Machine (SVM), while ES methods
employ a mapping function to embed multiple instances of a bag
into a single ‘‘meta” instance defined on a new feature space, and
then make direct bag-level prediction using standard classifiers.

Both BS and ES methods seek to represent each bag using a sin-
gle instance defined on a new feature space. As we shall see in sub-
sequent sections, there are various ways to map the original
feature space to a new feature space by using either a distance or
kernel function. Since IS methods are applied to MI data in its orig-
inal representation, the dimensionality is the same as the number
of features. For BS and ES methods, the dimensionality depends on
the new feature space created from the original feature space.

Under the WR framework, IS methods can naturally deal with
both bag and instance classification while BS and ES methods usu-
ally do not directly classify instances. Under the PPI framework, IS
methods are less appropriate as the non-primary instances intro-
duce irrelevant information to the bag. However, the selected BS
and ES methods might still be appropriate for the task of bag clas-
sification, as the information of primary instances of each bag
could be utilized by the flexible embedding/summary behaviors
of these methods. Therefore, we anticipate that IS methods per-
form poorly under the PPI mechanism, which is later confirmed
by our simulation (Fig. 3).

Table 1 displays the 17 methods selected for our application,
including seven IS, five BS and five ES methods. Methods that can
perform instance classification are highlighted in italics.
3.1. Instance-space methods

Beginning with propagating bag labels to the corresponding
instances, IS methods ignore bag structures and build classifiers
at the instance level. Bag labels are then obtained by aggregating
instance prediction based on a suitable MI assumption, such as
the standard assumption, the collective assumption (e.g., sum or
average of individual instance predications in a bag), and the max-
imum or minimum of the instance predications. For each of the six
rm instance classification are highlighted in italics.

SI-SVM SI-kNN MILBoost mi-Net
miGraph MInD
MI-Net ADeep
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IS methods included, we describe how instance classification is
performed below.

EMDD [42]: Expectation–Maximization Diverse Density is a
generalization of the Diverse Density (DD) algorithm [2], which
aims to identify a point with the maximum DD in the feature space
that is close to as many different positive bags as possible, while
staying as far from the negative bags as possible. EMDD searches
for the maximum DD point via the Expectation–Maximization
(EM) algorithm and instance classification is made based on the
distance from the maximum DD point.

mi-SVM and MI-SVM [3]: Both methods are extended from
SVM, known as a maximum-margin classifier, to fit in the MI set-
ting. For binary classification, SVM finds a hyperplane that yields
the largest separation (or margin) between the two classes. mi-
SVM assigns negative labels to all instances in negative bags but
treats labels of instances in positive bags as unknown. Then a
soft-margin criterion, defined at the instance level, is maximized
jointly over the hyperplanes and unobserved instance labels in
positive bags such that all instances in every negative bag are
located on one side of the hyperplane and at least one instance
in every positive bag is located on the other side of the hyperplane.
In each iteration, an SVM classifier is built and instance labels are
re-assigned. The SVM is then retrained to refine the decision
boundary using the newly assigned labels until the imputed labels
do not change further. Instead of maximizing the instance-level
margin, MI-SVM represents each bag by one representative
instance of the bag and maximizes the bag-level margin; that is,
the margin of a positive bag is defined by the margin of the ‘‘most
positive” instance, while the margin of a negative bag is defined by
the ‘‘least negative” instance. An SVM classifier is built when the
representative instance remains unchanged in each bag. The
authors suggested that, if one aims to make an accurate instance
classification, mi-SVM is preferable; otherwise, MI-SVM is more
appropriate.

SI-SVM [43] and SI-kNN [22]: These methods train vanilla
(single-instance) supervised classifiers on MI data by completely
discarding the bag-membership information of instances. In their
implementation, each instance inherits the bag label and the
SVM and kNN classifiers are optimized on the reduced (single-
instance) problem.

MILBoost [44]: This method classifies each instance individually
by a linear combination of decision dumps (i.e., 1-level decision
trees) whose performance may only be slightly better than random
guessing. The weak classifiers are then combined to minimize the
bag-level loss function (e.g., the negative log likelihood), using gra-
dient boosting [45].

mi-Net [46]: Named by Wang et al. [46], mi-Net represents
multiple instance neural networks (MINNs) that first predict the
probability of positiveness for each instance and then employ an
MIL pooling layer to aggregate instance-level probabilities to pro-
duce bag-level probabilities. Suppose an MINN is composed of L
layers. At the beginning, each instance is fed into several fully-
connected (FC) layers with an activation function. After instance-
level probabilities are predicted from the last FC layer (i.e., the
(L� 1) th layer of the MINN), the bag-level probability is obtained
from the last layer for each bag using an MIL pooling function (such
as maximum pooling, mean pooling, and log-sum-exp pooling).
3.2. Bag-space methods

Unlike IS methods that ignore the bag structure during the
learning process, BS methods learn the distance or similarity
between each pair of bags. In short, BS methods use a suitable dis-
tance or kernel function to embed the bags using their member
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instances, and then employ a standard supervised learning
method, such as kNN and SVM, to learn the bag-to-bag relation-
ship. The following BS methods are considered for our application.

CkNN [47]: CkNN (Citation-kNN) is a variant of SI-kNN adapted
to MI data, which uses the minimal Hausdorff distance to calculate
the distance between a pair of bags so that the resulting distance is
robust to extreme instance values. The authors also introduced so-
called ‘‘reference” and ‘‘citer”, where references are the nearest
neighbors of a given bag and citers are bags that consider the given
bag as their nearest neighbor. By using references and citers collec-
tively, a bag is labeled as positive if there are more positive bags
than negative bags among its references and citers. For example,
suppose a bag has R ¼ Rþ þ R� references and C ¼ Cþ þ C� citers,
where the subscript indicates the bag label. The target bag is thus
identified to be positive if Rþ þ Cþ > R� þ C�. If there is a tie, the
bag is assigned to the negative class to mitigate the tendency to
produce false positives that occur more frequently than false neg-
atives in MI applications.

NSK-SVM [48]: NSK-SVM is an extended version of kernel
methods, in which a normalized set kernel (NSK) is proposed for
MI data. Specifically, the set kernel is defined on bags and derived
from a chosen instance-level kernel. Matching kernel, polynomial
kernel, and radial basis function kernel are common choices. To
reduce the effect of varying bag sizes, normalization is critical
and is achieved by averaging the pairwise distances between all
instances contained in two bags. Subsequently, an SVM using the
normalized set kernel is built to predict bag labels.

EMD-SVM [49]: The proposed approach employs Earth Mover’s
Distance (EMD) [50] to measure the similarity between any two
bags (say i and i0). EMD can be defined as a weighted sum of the
ground distances between all pairs of instances j; j0

�
), where

instance j (j0) is from bag i (i0), respectively. In Zhang et al. [49],
the ground distance measure is chosen to be the Euclidean distance
and the weights are obtained by solving a linear programming
problem. For bag classification, an SVM is used after transforming
the calculated distances to a Gaussian kernel function.

miGraph [51]: Motivated by an observation made in Zhou and
Xu [52] that instances are rarely independently and identically dis-
tributed (i.i.d.) in a bag, the authors propose miGraph for bag clas-
sification that can make use of the relations among instances by
treating instances as inter-correlated components of the bag. The
miGraph method represents each bag by a graph, where its nodes
are the instances. An edge exists between a pair of instances if their
Gaussian distance is smaller than some threshold (e.g., the average
distance in the bag). Since instances are potentially dependent,
their weights contributing to the bag classification are adjusted
by cliques identified in the graph. After representing all bags by
their corresponding graphs, an SVM with a graph kernel (con-
structed by using instance weights) is used to perform the classifi-
cation based on between-bag similarity. This method can also
handle i.i.d. instances by using an identity edge matrix (i.e., no
edge between any two instances).

MInD [20]: Multiple Instance learning with bag Dissimilarities
(MInD) uses bag dissimilarities as features, obtained by represent-
ing each bag by a vector of its dissimilarities to the other bags in
the training set. An SVM is then trained for bag classification. The
authors recommend using themeanmin function as the bag dissim-
ilarity measure given its superior performance in numerical exper-
iments. Specifically, the dissimilarity from bag i to bag i0 is defined
as Di;i0 ¼ 1

mi

P
jminj0d xij; xi0 j0

� �
, an average over the minimum

squared Euclidean distances from each instance in bag i (with mi

instances in total) to instances in bag i0. As a result, the dissimilar-
ity matrix is asymmetric (i.e., Di;i0 – Di0 ;i), which is more general-
ized compared with a symmetric representation.
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3.3. Embedded-space methods

As in BS methods, ES methods extract information contained in
MI data at the bag level and transform an MI problem to a standard
supervised learning problem by summarizing a bag using a single
feature vector. However, ES methods focus on instance embedding.
We discuss three methods, each using a different strategy to
embed instances to a new feature space.

BoW [19]: Bag-of-Words (BoW) provides a general framework
to represent the bag-instance relationship. Under MIL, the training
instances are used to build a word dictionary (or vocabulary). A bag
can thus be represented by a histogram over the dictionary, which
forms a new feature space. An SVM is then used to make bag clas-
sification using the new features.

CCE [53]: Constructive Clustering based Ensemble (CCE) first
assigns all instances in a training set into C clusters using the k-
means clustering method, and then represents each bag by a bin-
ary feature vector of length C: if the bag has at least one instance
belonging to cluster c, the corresponding cth feature component
is 1, and 0 otherwise. With new bag-level features created, an
SVM can be built for bag classification. Since there is no restrictions
on the choice of C, it is advised to train several classifiers based on
different clustering results and combine their predictions via a
majority vote. In this sense, CCE also takes advantage of ensemble
learning. When a new bag is given for classification, CCE re-
represents it through querying the clustering results, and then
feeds the generated feature vectors to the ensemble classifier to
predict the bag label. Note that in CCE, k-means, SVM, and majority
voting can be replaced by any other algorithms for clustering, clas-
sification and ensemble, respectively.

MILES [54]: Multiple-Instance Learning via Embedded instance
Selection (MILES) assumes a subset of instances is responsible for
bag labels. In the embedding step, each bag is mapped into a
new feature space, represented by a vector of similarity scores
between the current bag and the set of instances from all the bags.
The dimensionality of the new feature space is thereby equal to the
total number of instances, which can potentially be large, resulting
in high-dimensional features, including those redundant or irrele-
vant. Therefore, an SVM with LASSO penalty [55] is applied to
select important features as well as construct classifiers simultane-
ously. In addition, MILES can also be used for instance classification
by calculating the contribution of instances to the bag classification
based on a given threshold. Unlike other MIL methods we have dis-
cussed, the design of MILES is compatible with the PPI framework.

MI-Net [46]: Unlike mi-Net that focuses on calculating
instance-level probabilities, MI-Net is the first MINN method in
the ES category, which strives to learn bag representation from
instance features and generates bag classification directly. Suppose
an MINN has L layers. In MI-Net, after several FC layers, the MIL
pooling process aggregates instances in one bag into a single fea-
ture vector as a bag representation, which occurs in the (L� 1) th
layer. The last FC layer (i.e., the Lth layer) takes the bag represen-
tation as input and outputs bag-level probabilities with a sigmoid
activation function. Besides the above basic version, there are two
variants of MI-Net proposed in [46], one adding deep supervision
[56] and the other considering residual connections [57], which
can improve the performance sometimes.

ADeep [58]: Besides mi-Net and MI-Net, Attention-based Deep
MIL (ADeep) is an MINN method. It modifies the ES approach to
achieve better interpretability by using a novel MIL pooling
method that relies on a special case of the attention mechanism
[59], where all instances are assumed independent. Unlike tradi-
tional pooling operators such as max and mean that are pre-
defined and non-trainable, a weighted average of instances is pro-
posed, where the weights are determined by a two-layer neural
network and sum to 1 so that they are not affected by the size of
3260
a bag. Naturally, instances that are likely to be positive receive
higher weights in a bag, rendering more interpretable results. In
this sense, ADeep links the ES approach to the IS approach by pro-
viding instance weights as a proxy to instance probabilities.

3.4. Implementation

The MATLAB ‘‘MILSurvey” toolbox is made available online by
Carbonneau et al. [22]. We use this software package to implement
the MIL methods covered in Sections 3.1–3.3 except for the three
MINN methods (mi-Net, MI-Net, and ADeep) on simulated MI data
generated under either WR or PPI framework. We use Python code
available from Wang et al. [46] to implement mi-Net and MI-Net
(the basic version). Due to lack of instructions on the code usage
and data input format, we were not able to implement ADeep.
For each of the methods implemented, the default setting is used
in our evaluation. For example, for SVM-based methods, we use
the default kernel function. In cross validation, default ranges of
values for tuning parameters are used. For MINNs, default choices
of activation function, number of layers, number of neurons, and
MIL pooling method are implemented. Each selected IS method
predicts bag labels from the predicted instance labels based on
the standard MI assumption mentioned in Section 2.2. We also
refer readers to the GitHub link https://github.com/danyixiong/
MIL_Comparative_Study for more detail on implementation.
4. Simulation

We evaluate the performance of 16 MIL methods under various
simulated scenarios, which attempt to mimic realistic situations in
our cancer screening application using TCR sequences by varying
key factors that can potentially affect the performance. Consisting
of amino acid sequences, TCRs are essentially text strings that need
to be converted to numeric values before applying MIL methods. In
the analysis of TCGA data (Section 5), TCRs are converted into
numeric vectors by the Briseis encoder [38]. In our simulation,
rather than generating TCR sequences, we directly generate
numeric values for instances to simplify the process. We adopt
two data generation models based on different assumptions about
the instance-to-bag relationship. Model I adopts the standard
assumption under the WR framework; that is, a positive bag has
at least one positive instance and a negative bag only has negative
instances. Model II adopts the PPI mechanism, assuming that only
the primary instances are responsible for the bag labels. Thus, WR/
PPI plays a key role in bag composition under model I/II. In addi-
tion, for both models, we examine the impact of sample size n,
bag size m, number of features d, and proportion of positive bags
pþ on the performance of the methods. For simplicity, we assume
different bags in one dataset have a constant number of instances
and constant WR/PPI.

We randomly generate 100 replication datasets under each sce-
nario. For each replicate, we train the methods on the training set
(70%) and evaluate their performance on the test set (30%). We
evaluate the performance using the Area Under the Receiver Oper-
ating Characteristic Curve (AUROC). Since the IS method MILBoost
performs poorly under both models, we exclude it when displaying
results for better visibility.

4.1. Simulation under model I

Based on model I, each instance has a label. We separately gen-
erate positive and negative instances from two different Gaussian
mixture distributions. In our real data application, non-cancer-
specific TCRs (negative instances) are usually more diverse than
cancer-specific TCRs (positive instances) due to the existence of

https://github.com/danyixiong/MIL_Comparative_Study
https://github.com/danyixiong/MIL_Comparative_Study
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diverse antigens from bacteria, virus, and antigens caused by auto-
immune diseases, infections, etc. [60,61]. Therefore, compared to
positive instances, negative instances are simulated from a distri-
bution with a wider dynamic range. Besides the factors n;m; d; pþ
and WR mentioned above, we consider varying the number of
components in the positive instance distribution (Nþ) as well.

For each positive bag, we generate m�WRd e positive instances
from a Gaussian mixture with Nþ components and m� m�WRd e
negative instances from a Gaussian mixture with 30 components.
For each negative bag, all m instances are negative and hence gen-
erated from the same Gaussian mixture with 30 components. The
feature dimensionality is d and the mixing probability is uniform
for each component in either Gaussian mixture. We then simulate
mean vectors and covariance matrices for the mixture distribu-
tions. For each component of the Gaussian mixture for positive
instances, a d-dimensional mean vector is randomly generated
from a uniform distribution U �5;5½ �. For each component of the
Gaussian mixture for negative instances, a d-dimensional mean
vector is randomly generated from a uniform distribution
U �10;10½ �. The covariance matrices of each component for positive
and negative instances are identity matrices with the scale param-
eter being 2.5 and 5, respectively. Thus, the features are indepen-
dently generated. We vary n = 50, 100, 200, 400, 600; m = 5, 10,
20, 40, 60; d = 2, 15, 30, 45, 60; p+ = 0.1, 0.2, 0.3, 0.4, 0.5; N+ = 1,
8, 15, 22, 30; andWR = 0.05, 0.25, 0.5, 0.75, 1 and assess their influ-
ence on performing multiple instance classification. To reduce the
workload of simulation, not all combinations of the 6 parameters
are evaluated. Instead, we vary one of them at a time while fixing
all others at the basic setting, where n = 200.m = 20, d = 30, p+ = 0.3,
N+ = 15, and WR ¼ 0:5.

Fig. 2 shows bag classification performance of different MIL
methods in terms of mean AUROC under various simulation sce-
narios. Overall, all BS methods except for CkNN perform fairly well
in most scenarios, (closely) followed by the three ES methods.
Among all IS methods, mi-Net and three SVM-based methods
(MI-SVM, mi-SVM, and SI-SVM) outperform the others. Their green
lines are virtually invisible because they overlap with those of the
top performing methods and so are covered by the blue or magenta
lines. We note that IS methods appear to be more sensitive to the
change of the factors under the WR framework, as opposed to BS
and ES methods.

Next, we discuss how each factor affects the performance of MIL
methods excluding MILBoost. First, the performance tends to
improve with an increased sample size (n), especially for EMDD
and SI-kNN. Meanwhile, mi-Net and three SVM-based IS methods
and all BS and ES methods perform adequately well even when n
is as small as 50, and so as n increases, their improvement is not
as obvious. Secondly, as the bag size (m) increases, BoW (an ES
method) has improved performance, while EMDD has decreased
performance. The performance of the other methods is not much
affected by increased m. Thirdly, as the proportion of positive bags
pþ increases towards 50%, the performance of EMDD and SI-kNN
substantially improves and the performance of mi-Net and MI-
Net shows non-monotonic patterns. As the number of components
in the positive instance distribution Nþ increases, the performance
of EMDD worsens. Other methods, especially the BS methods, per-
form adequately well across these scenarios. We now discuss the
influence of WR on the performance of the methods, where WR
¼ 0:05 represents the scenario with only one positive instance in
a positive bag. As the WR increases, these methods perform better
until AUROC gets close to 100% and there is not much room left for
further improvement. When WR ¼ 0:05, mi-Net has 100% AUROC
and the BS method MInD has nearly 90% AUROC. The BS methods
except MInD exhibit the most dramatic improvement when the
WR is changed from 0.05 to 0.25. The two IS methods, EMDD
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and SI-kNN, increases at a slower pace than the other methods.
Lastly, we find that the number of features d is another factor
which can substantially affect the performance of many MIL meth-
ods, including the six IS methods, MI-Net and CkNN. The most dra-
matic improvement for these methods except EMDD occurs when
d increases from 2 to 15, and with 30 features or more, their
AUROC values are close to 100%. Meanwhile, all BS and ES methods
except CkNN and MI-Net have good performance (AUROC above
90%) even when d is 2.

Focusing our evaluation of the MIL methods on their prediction
capability for the minority class (the positive bags in this case), we
observe that their performance evaluated by AUPRC (area under
the precision-recall curve) maintains virtually the same ranking
as evaluated by using AUROC. An MIL method with higher AUROC
has higher AUPRC in general, as showed in Supplementary Fig. 1.

As discussed in Section 3, MILES (an ES method) and all IS meth-
ods can be used to classify instances. Supplementary Fig. 3 shows
instance classification performance of six methods in terms of
mean AUROC under various simulation scenarios. Besides MIL-
Boost, we exclude results from mi-Net, whose code for performing
instance classification is not available. We find that IS methods
show better performance in instance classification than in bag clas-
sification. Furthermore, though MILES can also perform instance
classification, its performance is worse than these IS methods
except when the number of features d is 2. As an ES method, MILES
performs better in bag classification. Overall, for instance classifi-
cation, regardless of the number of features, SI-kNN performs the
best.
4.2. Simulation under model II

In addition to the factors shared with model I (n;m; d, pþ), we
consider varying PPI (i.e., mean proportion of primary instances)
for model II. For instance j in bag i, let xijk denote its kth covariate
and dij 2 0;1f g be a binary variable with dij ¼ 1 indicating this
instance is primary and 0 otherwise. Each xijk is independently gen-
erated from a uniform distribution U l;u½ � with l < u. We simulate
dij from a Bernoulli distribution Ber pij

� �
, with

pij � Pr dij ¼ 1
� � ¼ U b0 þ

Pd
r¼1xijrbr

� �
, where U �ð Þ is the standard

normal cumulative distribution function (CDF), and b0 and br for
r ¼ 1; . . . ; d are regression coefficients in the probit regression
model for pij. Further, we simulate the bag label Yi from Ber pið Þ,
with pi � Pr Yi ¼ 1ð Þ ¼ U b0 þ

Pm
j¼1dij

Pd
r¼1xijrbr

� �
, where b0 and br

for r ¼ 1; . . . ; d are regression coefficients associated with the pro-
bit model for pi. In case where dij ¼ 0 for all j ¼ 1; . . . ;m, we simply
generate Yi from Ber U b0ð Þð Þ. We adjust the intercepts b0 and b0 to
vary values of PPI and proportion of positive bags pþ, respectively.
We set l ¼ �10;u ¼ 10; bj ¼ 2; bj ¼ �1

8j;PPI ¼ 0:05;0:25;0:5;0:75;1 and use the same settings as in
model I for n;m; d, and pþ. Again, we employ the vary-one-at-a-
time strategy to reduce the work load in this simulation, where
the basic setting has n ¼ 200;m ¼ 20; d ¼ 30; pþ ¼ 0:3, and
PPI ¼ 0:5.

The performance of the methods under various simulation sce-
narios is shown in Fig. 3. First, the relative performance of the
methods is quite consistent across different scenarios. NSK-SVM
and EMD-SVM are the top two performers and NSK-SVM outper-
forms the latter in nearly all the scenarios. MInD wins the third
place, followed by MILES and then miGraph. Among the remaining
nine methods, the IS methods and CkNN have poor performance in
all the scenarios, with AUROC close to 50%, which is only slightly
better than random guessing; BoW and CCE also perform poorly



Fig. 2. Mean AUROC (%) of bag classification using different MIL methods, evaluated on simulation scenarios each with 100 replicates generated under model I. IS/BS/ES
methods are distinguished by green, blue, and magenta lines.
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Fig. 3. Mean AUROC (%) of bag classification using different MIL methods, evaluated on simulation scenarios each with 100 replicates generated under model II. IS/BS/ES
methods are distinguished by green, blue, and magenta lines.

D. Xiong, Z. Zhang, T. Wang et al. Computational and Structural Biotechnology Journal 19 (2021) 3255–3268
except for the scenario with d ¼ 2. Second, the performance varies
with a wider range among BS and ES methods, as opposed to IS
methods. Overall, the performance of all methods under model II
is (much) worse than that under model I, which is as expected,
since existing methods are not equipped with the capacity to han-
dle data generated under the PPI framework.

Excluding all the IS methods and CkNN, which have steadily
poor performance, we discuss the impact of each factor on the per-
formance of the remaining MIL methods. First, increasing sample
size n tends to improve the performance. Secondly, as the bag size
m increases, the performance of EMD-SVM, MInD, MI-Net, and
MILES decreases, while the other methods are not sensitive to
the change. In particular, NSK-SVM maintains good performance
with AUROC above 80% regardless of the bag size. Thirdly, the pro-
portion of positive bags pþ appears not to have much impact on the
performance. Further, when PPI increases, most methods show
higher AUROC by capturing the increased amount of useful infor-
mation. Greater improvement is observed when PPI changes from
0.05 to 0.25. Lastly, all the methods have worse performance as the
number of features d increases. Steeper drops in AUROC occur
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when d increases from 2 to 15. Recall that under model I, the
performance of the methods shows an increasing pattern overall.
As d goes up, the signal in the simulated data becomes stronger
in general, no matter which model is used for data generation. As
the PPI framework is relatively new, none of the methods were
specifically designed for it; instead, many were designed under
the WR framework. Thus, these methods are able to capture the
stronger signal under the WR framework as d goes up but not
under the PPI framework.

In terms of AUPRC, as showed in Supplementary Fig. 2, observa-
tions about the relative performance of the MIL methods and the
impact of each factor on the performance are similar to those from
AUROC with one exception: the performance on correct prediction
for positive bags has improved as the proportion of positive bags
increases.
4.3. Computation time

We provide the runtime information of each method under the
basic setting of each model in Table 2. Fourteen methods are run



Table 2
Average computation time (with standard error) in seconds for each MIL method based on 20 datasets under the basic setting of each model. Clock time is counted from loading
data to producing classification results.

IS methods MILBoost SI-kNN SI-SVM EMDD mi-SVM MI-SVM mi-Net

Model I (WR) 9 (0.05) 13 (0.06) 17 (0.05) 24 (0.22) 22 (1.14) 33 (2.75) 13 (0.07)
Model II (PPI) 10 (0.12) 9 (0.03) 18 (4.21) 18 (1.00) 14 (0.24) 13 (0.27) 13 (0.09)

BS methods MInD CkNN EMD-SVM miGraph NSK-SVM

Model I (WR) 9 (0.03) 21 (0.05) 3 (0.50) 77 (0.38) 80 (0.08)
Model II (PPI) 13 (0.17) 9 (0.04) 3 (0.61) 20 (0.31) 21 (0.20)

ES methods BoW CCE MILES MI-Net

Model I (WR) 60 (21.84) 14 (0.36) 42 (0.21) 14 (0.07)
Model II (PPI) 20 (3.78) 14 (0.14) 20 (0.22) 13 (0.04)
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on MATLAB 2019b GUI from a computing cluster while MI-Net and
mi-Net are run in a Python environment. The average computation
time and its standard error are provided based on 20 datasets sim-
ulated under the basic setting of each model. Overall, applying MIL
methods to data generated under model I (the WR framework)
takes longer time than to data generated under model II (the PPI
framework). Furthermore, NSK-SVM, miGraph, BoW, and MILES
are more time consuming than the other methods, regardless of
the model used for data generation.
5. Real data examples

5.1. TCGA data

As a landmark cancer genomics program, TCGA characterized
over 20,000 primary and metastatic cancer samples on over thirty
cancer types with matched adjacent normal tissues. Supplemen-
tary Fig. 4 shows the number of tumor versus normal tissue sam-
ples for each of the cancer types. In the TCGA data, the number
of positive bags (tumor samples) is much greater than that of neg-
ative bags (normal tissue samples). This is because TCGA is mainly
focused on studying cancer patients. We analyze the RNA
sequences of samples from ten cancer types in the TCGA database,
including skin cutaneous melanoma (SKCM), kidney renal clear cell
carcinoma (KIRC), lung adenocarcinoma (LUAD), lung squamous
cell carcinoma (LUSC), lymphoid neoplasm diffuse large B-cell lym-
phoma (DLBC), breast invasive carcinoma (BRCA), stomach adeno-
carcinoma (STAD), ovarian serous cystadenocarcinoma (OV),
thymoma (THYM), and esophageal carcinoma (ESCA) [62–64].
These cancer types are selected as they have reasonably large sam-
ple sizes (i.e., the number of normal + tumor tissue samples) and
bag sizes (i.e., the number of TCRs in one sample).

In real applications of cancer screening, there are supposed to
be many more samples without cancer than those with cancer.
To adjust for oversampling (more positive bags than negative bags)
in TCGA data, we randomly sample positive bags so that the result-
Table 3
TCGA data: descriptive statistics including the sample size and bag size (i.e., the number

Sample size

Cancer type Total M

Proportion of positive bags 10% 50%
DLBC 225 90 6
THYM 225 216 6
ESCA 225 332 8
BRCA 225 404 5
KIRC 225 404
LUAD 225 404 4
LUSC 225 404 4
OV 225 404 5
SKCM 225 404 5
STAD 225 404 9
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ing dataset only includes a subset of positive bags for each cancer
type. Furthermore, we combine all normal tissue samples available
from the 30+ cancer types in the TCGA data to increase the number
of negative bags to 405. Mixing negative bags across datasets for
different cancer types is reasonable because the characteristics of
normal tissue samples should be similar across patients.

TCR sequences were reconstructed by MiTCR from the TCGA
RNA-sequencing data. MiTCR is a commonly used software for
reconstructingTCR sequences from next generation sequencing
data [37]. MiTCR also records the number (abundance) of each
unique TCR in each sample (bag). We exclude TCRs whose abun-
dance is 1, because they are most likely the ones that have not been
exposed to any antigens. We randomly sample 50% of the 405 neg-
ative bags (i.e., 202 normal tissues samples) to reduce the compu-
tation time and for each of the selected cancer types, we further
downsample positive bags so that the corresponding data contain
�10% positive bags. As a result, we have an equal number of pos-
itive bags (23) and the total sample size is the same (225) for all
selected cancer types. As pointed by one reviewer, in the literature
it is often preferred to apply MIL methods to balanced data. Thus,
we also include analysis on sampled TCGA datasets with 50% pos-
itive and 50% negative bags: for DLBC, THYM, and ESCA, due to a
small number of positives (Supplementary Fig. 4), the sample sizes
are 90, 216, and 332, respectively; for each of the remaining can-
cers, the total sample size is 404. Table 3 shows descriptive statis-
tics including the sample size and the number of instances for
selected cancer types after data pre-processing. We further embed
each TCR sequence into a 30-dimensional numeric vector using the
Briseis encoder, as mentioned in Section [subsec:TCR-sequencing-
data]. In addition, we include log-abundance as an additional fea-
ture for each TCR sequence.
5.2. Analysis results

We apply the 16 MIL methods to classify tumor and normal tis-
sue samples for the ten cancer types from TCGA. For model training
of instances per bag) for selected cancer types.

Bag size

ean (SD) Total Mean (SD) Total

10% 50%
.4 (13.8) 1446 11.8 (21.8) 1063
.3 (14.2) 1421 15.2 (24.5) 3277
.8 (24.5) 1979 10.2 (20.6) 3380
.3 (12.9) 1200 5.6 (12.6) 2255

6.0 (17.0) 1347 6.2 (10.3) 2518
.5 (14.5) 1018 4.9 (12.9) 1974
.9 (10.7) 1093 4.0 (6.3) 1622
.6 (11.1) 1263 9.1 (17.3) 3670
.8 (12.0) 1306 6.2 (13.2) 2515
.9 (23.9) 2221 18.3 (31.9) 7401
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and validation, a nested cross-validation (CV) procedure [65,22] is
deployed, in which the model is tuned (if the hyperparameters are
optimized over a range of values) in the inner layer CV and the per-
formance of fitted model is evaluated in the outer layer CV. In
implementation, both inner and outer layers have ten folds. The
average performance in terms of AUROC of each method is calcu-
lated from nested cross-validation.

Fig. 4a shows boxplots of mean AUROC by cancer type for differ-
ent methods using the imbalanced TCGA data, arranged in an
increasing order of the median AUROC of each boxplot. Evidently,
the performance of the methods depends on cancer type. For
example, all methods perform poorly for BRCA, KIRC, LUAD and
LUSC, all with the 75th percentile of mean AUROC below 60%
and the maximum below 70%. On the other hand, for STAD, most
MIL methods perform well and achieve AUROC at least 80%, with
the median around 85%. The median is about 80% for THYM, and
around 70% for OV, ESCA, and DLBC; for these four cancers, the best
method can achieve AUROC at least 80%, indicating adequate per-
formance given an appropriate MIL method is selected. Fig. 4c
shows boxplots of mean AUROC for different cancer types by
method, arranged in an increasing order of the median of each box-
plot. Overall, the three BS methods, EMD-SVM, MInD, and NSK-
SVM, are top performers, followed by the ES method MILES. It is
interesting to observe that these four methods also form the top
tier in our simulation under model II. By contrast, the other two
Fig. 4. TCGA data: panels (a) and (b) show boxplots of mean AUROC (%) by cancer type
panels (c) and (d) show boxplots of mean AUROC (%) by MIL method for different cancer
methods are distinguished by color (green: IS methods; blue: BS methods; magenta: ES
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BS methods CkNN and miGraph do not perform well and fall into
the bottom group along with the ES method MI-Net that performs
much worse than the others. Here, the poor performance of MI-Net
is perhaps due to the fact that it is based on deep learning, which
typically requires balanced data with a very large sample size to
perform well.

We further plot how individual methods perform by cancer
type for imbalanced TCGA data in Supplementary Fig. 5, where
we only include the five cancers with the maximum AUROC greater
than 75% and exclude the other five for which none of the methods
works adequately. EMD-SVM works very well and achieves the
best or close to the best performance for all the five cancers. MInD
and NSK-SVM both achieve the best or close to the best perfor-
mance in three out of the five cancers and their performance is
always above average. MI-Net performs the worst for all the five
cancers and CkNN is often the second worst while miGraph is
above average for three cancers but is dragged down by poor per-
formance in the other two cancers. The IS and ES methods (except
for MI-Net) somewhat stand in the middle between the two groups
of BS methods, with MILES having better performance than the
other mediocre methods.

For balanced TCGA data, Fig. 4b shows that again, the methods
perform better on some cancer types than the others, and their
median AUROC values for the top five follow the same order
STAD>THYM>OV>ESCA>DLBC as in the imbalanced case. Fig. 4d
for different MIL methods using data with 10% and 50% positive bags, respectively;
types using data with 10% and 50% positive bags, respectively. Categorization of MIL
methods).
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shows that the AUROC varies in a narrower range, indicating the
differences between the methods become less when compared to
the imbalanced case. Also, some MIL methods are more sensitive
to the balancing of classes. When pþ increases from 10% to 50%,
MILBoost and EMDD move down to the bottom group from the
middle and MInD moves down to the middle from the top. On
the other hand, the performance of MI-Net is improved as the sam-
ple size becomes larger (due to more positives) and the data
becomes balanced. Nevertheless, EMD-SVM, NSK-SVM and MILES
are still top performers. We further plot how individual methods
perform by cancer type for the balanced case in Supplementary
Fig. 6, where we only include the top five cancers with the maxi-
mum AUROC greater than 75%. In all the five cancers, EMD-SVM
has the best performance, often followed by NSK-SVM and then
MILES, while MILBoost has the worst performance. We also find
that MInD works quite well in these cancer types, hence the its
decreased performance as shown in Fig. 4d is due to its poor per-
formance on the other five cancers.

Interestingly, we observe that the MIL methods seem to per-
formworse on cancer types regarded as immunogenic [66], namely
the ones that have high levels of T cell infiltration. These include
KIRC, LUSC, LUAD and SKCM. The biological mechanism of this
observation is worth further experimental studies. But one possi-
ble explanation for this phenomenon is that the presence of tumors
in patients of such cancer types have generated a much stronger
overall activation of all T cells in the body, compared with non-
immunogenic cancer types. This may have caused infiltration of
both abundant tumor-specific and non-specific T cells in the
tumor, which creates additional difficulty for MIL to distinguish
tumor versus normal samples. Indeed, such bystander effects have
been described before [67,68].

Among the five cancer types with relatively good performance
given appropriate MIL methods are chosen, ESCA, OV, and STAD
are among the ones with the lowest five-year survival rates; DLBC
and THYM are among the most aggressive cancer types and lack
physical symptoms [69,70]. Effective detection methods for
asymptomatic cancer screening contribute substantially to reduce
the mortality of such types of cancers. Screening using TCR
sequences can be easily conducted under MIL. Such a procedure
may also shed lights on more targeted experimental cancer screen-
ing methods for aggressive cancer types including but not limiting
to the ones mentioned above.
6. Discussion

We explore a novel and important biomedical application of
MIL and discuss its unique problem characteristics. In particular,
we include a thorough discussion about two data-generation
mechanisms, WR and PPI, the latter of which has not been investi-
gated in the literature of MI classification. In our application of can-
cer screening using TCRs, both WR and PPI model frameworks are
biologically plausible. We then provide a systematic review of 16
Table 4
The best and worst MIL methods for bag classification based on our numerical evalua
distinguished by color (green and italic: IS methods; blue and bold: BS methods; magenta
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MIL methods that are applicable and can be readily implemented
in our application. We conduct extensive simulation under the
two frameworks, to benchmark these methods and to examine
impacts of various key factors on their performance. We further
apply the methods to TCGA sequencing data of ten cancer types.

Based on our simulation, we find that under either framework,
for most MIL methods, the two most influential factors are the
number of features and WR/PPI. Also, the methods appear to work
better under the WR framework. This is not surprising – as men-
tioned before, the PPI framework is relatively new and none of
the methods was originally designed for such MI data. In particu-
lar, the IS methods work poorly under the PPI framework because
their bag-level predictions often rely on the standard MI assump-
tion, which is incompatible with the PPI framework.

As for the relative performance of the different methods evalu-
ated for bag classification, we summarize our numerical results
from simulation and data examples in Table 4, to provide general
guidelines in our application for the selection of an appropriate
method. No matter whether data are synthesized or real, the top
performers are mainly from the BS category: EMD-SVM, MInD,
and NSK-SVM are the best three for our real data analysis, and they
are also in the top tier under both WR and PPI simulation models;
miGraph does well under the WR model; however, it falls in the
bottom group for real data and usually does not perform well for
simulated data from the PPI model. On the other hand, CkNN, as
a BS method, is the worst for real data and in the bottom group
under the PPI model, meanwhile it does not rank in the top group
under the WR model. The two IS methods, MILBoost and SI-kNN,
work poorly for all data; further, all the six IS methods are non-
competitive as they are never in the top groups, regardless of the
data or model types. Yet another interesting observation is that
MILES works reasonably well under the PPI model but does not
make it to the top under the WR model. This agrees with the fact
that among all, MILES is more compatible with the PPI mechanism.
Note that MILES also works quite well for real data. Collectively,
our findings suggest that results from real data in this new appli-
cation conforms more smoothly to results from the PPI framework.
Overall, for bag classification in our application, we recommend
EMD-SVM and NSK-SVM. Note that, in terms of computation time,
EMD-SVM is much faster than NSK-SVM. We suggest to avoid MI-
Net, CkNN, miGraph, CCE and perhaps all the IS methods as well.

For instance classification (if relevant), based on simulation
using the WR model, we suggest to use SI-kNN (an IS method). In
real data analysis, it is extremely difficult to obtain gold-standard
knowledge regarding whether a TCR is tumor-specific or not. Such
knowledge is not available in our study, hence the performance of
the methods for instance classification cannot be evaluated using
real data.

In this study, we use tumor resections and adjacent normal tis-
sues to serve as a proof of concept for distinguishing cancer
patients from healthy individuals via TCR sequencing of blood
samples. Admittedly, TCRs of tumor resections are not exactly
the same as TCRs from peripheral blood, which is one caveat of
tion using simulation and real data examples. Categorization of MIL methods are
: ES methods).
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the current study. However, we are not aware of any existing
peripheral blood TCR-sequencing datasets with an adequately
large number of patients comparable to TCGA, which is needed
for proper training and testing of the MIL methods.

Feature selection is not considered in this study for two reasons.
First, most MIL methods do not have built-in feature selection
capacity. Second, for BS and ES methods, a new feature space is cre-
ated from the original training instances, and the procedure for
creating the new space can be rather diverse. It is thereby difficult
to conduct head-to–head comparison of MIL methods with differ-
ent feature embedding strategies. However, when developing new
MIL methods, feature selection is definitely an important issue to
consider.

With the flux of high-volume and high-dimensional data in the
information era, we envision an increasing need for the develop-
ment of MIL methods on burgeoning applications, especially when
the PPI model is a fit and existing methods are not yet sufficient, as
demonstrated in our application. One important direction is to
develop model-based methods, dedicated to addressing MI prob-
lems where primary instances are required to be identified. One
can extend the Bayesian hierarchical model of dichotomous
response [71] to the MI setting, as a hierarchical Bayesian approach
is well suited for modeling complicated data structures. Addition-
ally, unlike most optimization-based methods, the Bayesian
approach enjoys great advantage in providing statistical inference
and interpretability.

Finally, we recognize the need to develop user-friendly and por-
table R and/or Python packages to implement existing MIL meth-
ods so that researchers in the statistical, biostatistical and
bioinformatical fields can deploy the open-source software locally
to explore their own datasets in other applications.
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