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a b s t r a c t

Cell’s physiology is affected by cultivation conditions at varying degrees, including carbon sources and 
inorganic nutrients in growth medium, and the presence or absence of aeration. When examining the 
effects of cultivation conditions on the cell, the cell’s transcriptional response is often examined first among 
other phenotypes (e.g., proteome and metabolome). In this regard, we developed DeepMGR, a deep learning 
model that predicts the effects of culture media on gene regulation in Escherichia coli. DeepMGR specifically 
classifies the direction of gene regulation (i.e., upregulation, no regulation, or downregulation) for an input 
gene in comparison with M9 minimal medium with glucose as a control condition. For this classification 
task, DeepMGR uses a feedforward neural network to process: i) DNA sequence of a target gene, ii) presence 
or absence of aeration and trace elements, and iii) concentration and structural information (SMILES) of up 
to ten nutrients. The complete DeepMGR showed accuracy of 0.867 and F1 score of 0.703 for a test set from 
the gold standard dataset. DeepMGR was further subjected to simulation studies for validation where 
regulation directions for groups of homologous genes were predicted, and the DeepMGR results were 
compared with the literature with focus on carbon sources that upregulate specific genes. DeepMGR will be 
useful for designing experiments to understand gene regulations, especially in the context of metabolic 
engineering.

© 2023 The Authors. Published by Elsevier B.V. on behalf of Research Network of Computational and 
Structural Biotechnology. This is an open access article under the CC BY-NC-ND license (http://creative

commons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Cells show a wide range of different phenotypes in response to 
cultivation conditions, including carbon sources and various in
organic nutrients in culture medium as well as the presence or ab
sence of aeration. Studying the cell’s response to a cultivation 
condition is important for understanding the cell’s gene regulation 
[1], especially for designing a cultivation condition [2,3]. An optimal 
medium is associated with the optimal growth of a chemical-pro
ducing microbial strain and its production performance for a target 
chemical. The cell’s response to cultivation conditions can be ex
amined through various techniques, but transcriptional response 
would be one of the preferred targets to study, for example by RNA 
sequencing [4,5]. Here, the process of studying the cell’s 

transcriptional response can be facilitated if it becomes possible to 
predict directions of gene regulation (i.e., upregulation, no regula
tion, or downregulation) under a specific cultivation condition. Being 
able to predict the direction of gene regulation can be particularly 
useful in metabolic engineering or bioprocess engineering where a 
range of genes, including those less studied, need to be examined 
under specific conditions of interest before conducting experiments. 
Such a resource would help design and/or minimize time-con
suming experiments (e.g., RNA-seq) to examine gene regulations.

The importance of predicting the cell’s transcriptional response 
under a specific condition has been well recognized, and relevant 
prediction models have been developed [6,7]. Representative ex
amples include: host response model (HRM) that predicts tran
scriptional responses of Escherichia coli and Bacillus subtilis upon 
addition of inducers (e.g., IPTG and arabinose) [6]; DeepCOP that 
predicts the effects of small molecules on gene regulation in cancer 
cell lines [8]; and DeepCE that predicts gene expression profiles for 
chemicals (i.e., drug candidates) [9]. These studies were focused on 
very specific additions in a medium, depending on the study 
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objectives (e.g., drug screening). Equally important question would 
be, especially in the context of metabolic engineering, to consider 
the overall effects of the entire cultivation condition, including the 
type and concentration of nutrients in growth medium as well as the 
presence or absence of aeration and trace elements (i.e., a set of 
inorganic compounds). To the best of our knowledge, such predic
tion models have not been developed that consider the overall ef
fects of cultivation condition on the cell’s transcriptional response.

In this study, we report the development of DeepMGR, a deep 
learning model that predicts the effects of culture media on gene 
regulation (hence, ‘MGR’) in E. coli (Fig. 1). DeepMGR takes DNA 
sequence of a target gene and information on cultivation condition 
(e.g., medium composition) as inputs, and classifies the direction of 
regulation (i.e., upregulation, no regulation, or downregulation) for 
the input gene as output (Fig. 1). DeepMGR is an addition to a suite of 
machine learning models developed for metabolic engineering, and 
will be useful for designing experiments, in particular growth media, 
for microbial biotechnology [10–12].

2. Materials and methods

2.1. Data collection

GenBank files of two E. coli strains, K-12 MG1655 and BW25113, 
were obtained from NCBI Nucleotide (accession numbers: 
NC_000913.3 and NZ_CP009273.1, respectively). DNA sequence of 
each gene was retrieved from these GenBank files to generate the 

gold standard dataset for DeepMGR development. A total of 80 RNA- 
seq data (70 for E. coli K-12 MG1655, and 10 for E. coli K-12 BW25113) 
were collected in this study. Among the 80 RNA-seq data, 77 data 
covering both the MG1655 and BW25113 strains were obtained from 
a Github repository (https://github.com/SBRG/precise-db) [13], and 
3 additional data on the MG1655 strain were obtained from NCBI 
Gene Expression Omnibus (GEO; accession numbers: GSM3463601, 
GSM3463602 and GSM1581602). Information on the 77 RNA-seq 
data is also available at NCBI GEO. Growth conditions corresponding 
to the 80 RNA-seq data were available in ‘Growth protocol’ of 
NCBI GEO.

Structural information of nutrients (e.g., main carbon sources) 
available in growth media was obtained from PubChem [14] through 
PUG-REST (https://pubchem.ncbi.nlm.nih.gov/docs/pug-rest; [15]). 
The structural information was subsequently converted to simplified 
molecular-input line-entry system (SMILES) with an isomeric form 
for each chemical to distinguish isomers. The collected SMILES were 
converted to Morgan fingerprints with radius of 3 and bits of 64 and 
1024 by using GetMorganFingerprintAsBitVec in RDKit 
2021.03.3. Here, Morgan fingerprint is a molecular fingerprinting 
method used in cheminformatics to represent the structural features 
of molecules [16,17]. In this study, Morgan fingerprints were con
sidered as input for DeepMGR to process nutrients beyond those 
available in the gold standard dataset.

Information on Biolog PM1 and PM2 was obtained from EcoCyc 
(https://biocyc.org/ECOLI/NEW-IMAGE?object=Growth-Media; [18]). 
Growth conditions in Biolog PM1 and PM2 involve 192 different 

Fig. 1. Overall scheme of DeepMGR that predicts the direction of gene regulation in E. coli under a specific cultivation condition. (A) Inputs of DeepMGR include DNA sequence of a 
target gene, presence (‘1′) or absence (‘0′) of aeration and trace elements, and concentration and structural information (SMILES) of up to ten nutrients. DeepMGR accepts 
information on a single gene and one cultivation condition at a time. (B) All the input data first need to be represented (or featurized) as numerical vectors. A one-hot encoded 
DNA sequence vector has a length of 15,000 (= 5 ×3000) because each base requires five elements to represent ‘A′, ‘T′, ‘G′, ‘C′, or an empty space, and genes with up to 3000 base 
pairs were considered in this study. Presence or absence of aeration and trace elements are indicated as binary features. Real numbers are used for concentration of up to ten 
nutrients. For structural information, SMILES of up to ten nutrients are encoded as Morgan fingerprints with radius of 3 and bits of 64 and 1024. (C) Feedforward neural network 
receives the featurized input data through various nodes, and classifies whether the target gene is upregulated, downregulated, or not regulated under a cultivation condition. (D) 
Classification results from DeepMGR can be further analyzed in comparison with experimental data.
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carbon sources, which showed varied growths of E. coli: growth 
observed under 80 conditions; low growth under 2 conditions; no 
growth under 101 conditions; and 9 inconsistent growths. Based on 
this information, 82 conditions were selected for simulation studies 
of DeepMGR in this study.

2.2. Quantification and normalization of RNA-seq data

Quantification and normalization were conducted for the three 
RNA-seq data (GSM3463601, GSM3463602 and GSM1581602) from 
NCBI GEO by using the following software programs, which were 
also used to process the 77 RNA-seq data available at the Github 
repository (Fig. 2): Bowtie 1.3.0 [19], Samtools 1.11 [20] and Geno
micAlignments 3.14 [21]. Briefly, Bowtie is a short-read aligner that 
maps RNA-seq reads to the two reference genomes (i.e., 
NC_000913.3 and NZ_CP009273.1, in this study), and generates Se
quence Alignment Map (SAM) files. In Bowtie, reference genome 
data for NC_000913.3 and NZ_CP009273.1 were first created using 

bowtie-build -f sequence_NC_000913.fasta re
f_sequence_NC_000913 and bowtie-build -f se
quence_NZ_CP009273.fasta ref_sequence_NZ_CP009273, 
respectively. Next, SAM files for NC_000913.3 and NZ_CP009273.1 
were obtained by using bowtie -X 1000 -n 2 − 3 3 -x re
f_sequence_NC_000913 − 1 alignment1.fastq − 2 align
ment2.fastq -S result_NC_000913.sam, and bowtie -X 1000 
-n 2 − 3 3 -x ref_sequence_NZ_CP009273 − 1 alignment1.
fastq − 2 alignment2.fastq -S result_NZ_CP009273.sam, 
respectively. These SAM files were converted to BAM files by im
plementing Samtools with samtools view -Sb re
sult_NC_000913.sam -o result_NC_000913.bam and samtools 
view -Sb result_NZ_CP009273.sam -o re
sult_NZ_CP009273.bam. GenomicAlignments, an R-based package 
to count the pre-aligned short reads, was used to calculate gene 
expression levels in log2(TPM+1) with the following arguments for 
summarizeOverlaps: mode= "IntersectionStrict"; sin
gleEnd = FALSE; and ignore.strand = FALSE, preprocess.
reads = invertStrand.

2.3. Labeling of RNA-seq data

To label each gene as upregulation, no regulation, or down
regulation, the RNA-seq processing protocol implemented by 
Sebestyén et al. [22] was adopted in this study. For this, 13 cultiva
tion data, all involving M9 minimal medium with 2 g/L glucose as a 
single carbon source [23,24], were used as a ‘control condition’. Next, 
median absolute deviation (MedianAD) was calculated for each gene 
from these 13 RNA-seq data. Finally, z-score was calculated for each 
gene expression level from all the other 67 cultivation conditions 
according to the following formula from Sebestyén et al. [22]:

=
=

×

×

z
if MedianAD

if MedianAD

&( 0)

&( 0)

Gene expression level Median
MedianAD

Gene expression level Median
MeanAD

1.486

1.253314

z-scores higher than 1.96 and those lower than − 1.96 were con
sidered as upregulation and downregulation, respectively; z-scores 
between − 1.96 and 1.96 correspond to no regulation. If MedianAD 
was zero, mean absolute deviation (MeanAD) with a scale factor of 
1.253314 was used instead [22].

2.4. Training and optimization of DeepMGR

Feedforward neural network (FNN) within DeepMGR was de
veloped by using Keras 2.4.0 with TensorFlow backend 2.3.1 [25]. 
Scikit-learn 0.23.2 [26] was used to split the gold standard dataset, 
and evaluate the model’s classification performance with respect to 
accuracy, precision, recall, and F1 score. Here, F1 score was con
sidered important in this study because the gold standard dataset 
used in this study is highly imbalanced (i.e., 32,072 upregulated 
genes and 27,639 downregulated genes in contrast to 261,889 genes 
with average expression levels among a total of 321,600 genes from 
4020 genes across the 80 conditions). The dataset was split into 
training (60%), validation (20%) and test (20%) sets for the model 
development. For the optimization of hyperparameters, Bayesia
nOptimization class in KerasTuner 1.0.1 was used to maximize F1 
score for the validation set. Hyperparameters were selected, which 
gave the greatest F1 scores for the validation set (Fig. S1 and 
Table S1).

A UMAP plot for the DeepMGR results using the test set of the 
gold standard dataset was generated by using umap-learn 0.5.0 [27]. 
Two hyperparameters n_neighbors and min_dist were set to 15 
and 0.2, respectively, after examining several different values: [5, 10, 
15, 20, 25] for n_neighbors and [0.1, 0.2, 0.3, 0.4, 0.5] for 
n_neighbors.

Fig. 2. Preprocessing of 80 RNA-seq data collected from a Github repository (https:// 
github.com/SBRG/precise-db) [13] and NCBI GEO for preparation of the gold standard 
dataset. The Github repository provides the already processed expression data that 
are presented in log2(TPM+1). RNA-seq data from NCBI GEO were quantified in 
log2(TPM+1) by using Bowtie 1.3.0 [19], Samtools 1.11 [20] and GenomicAlignments 
3.14 [21]. The quantified expression levels were converted to z-scores, which were 
subsequently used to classify upregulation, no regulation, or downregulation for a 
target gene under a specific cultivation condition (Materials and methods and ‘Pre
diction for the 4020 genes’ of Supplementary Data 3). The resulting z-scores higher 
than 1.96 and those lower than − 1.96 were considered as upregulation and down
regulation, respectively.
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2.5. Use of different machine learning methods for DeepMGR

The classification performance of different versions of DeepMGR 
was examined by using different machine learning methods, in
cluding: DeepMGR with FNN, but with additional use of convolution 
and 1-max pooling layers (hereafter, ‘DeepMGR with convolution’); 
DeepMGR with random forest (RF) in place of FNN; and DeepMGR 
with k-nearest neighbors (kNN) in place of FNN. RF and kNN were 
implemented using scikit-learn. For DeepMGR with convolution, the 
same optimization process as DeepMGR with FNN only was fol
lowed, but additional hyperparameters, such as kernel size and pool 
size, were also optimized (Table S2). For RF, n_estimators of 150 
and max_depth of 40 gave the best macro F1 score after examining 
[50, 100, 150, 200] for n_estimators and [15, 20, 25, 30, 35, 40, 45] 
for max_depth based on grid search (Table S3). For kNN, 
n_neighbors of 3 led to the best Macro F1 score after examining [2, 
3, 5, 10] via grid search (Table S4). It should be noted that the results 
presented in Table 1 come from the parameters that gave the best 
macro F1 score.

3. Results

3.1. Preparation of a gold standard dataset

Information on cultivation conditions of E. coli was considered as 
input data for DeepMGR, including DNA sequence of a target gene, 
presence or absence of aeration and trace elements, and con
centration and structural information (SMILES) of up to ten nutrients 

(Supplementary Data 1). In order to systematically examine the ef
fects of cultivation conditions on gene regulations, RNA-seq data of 
the two E. coli strains, K-12 MG1655 and BW25113, were collected, 
which all involved the use of defined media. Experimental condi
tions that involved the use of antibiotics and/or complex media were 
not considered because the number of such samples was too small 
for model training. As a result, the collected 80 RNA-seq data were 
considered to prepare the DeepMGR gold standard dataset.

The gold standard dataset also requires DNA sequences of genes. 
For this, DNA sequences of 4389 genes were extracted from the 
GenBank files of both E. coli K-12 MG1655 and BW25113; 4389 genes 
are those commonly available in the two E. coli strains. DNA se
quences of the 4389 genes were subjected to one-hot encoding 
method for featurization. Here, 369 of the 4389 genes were removed 
based on the following four criteria (Supplementary Data 2): 1) 55 
genes with more than 3000 base pairs, which correspond to 1.25% of 
the entire 4389 genes [28]; 2) 34 genes with either identical DNA 
sequence for multiple genes or multiple DNA sequences per gene in 
the GenBank file; 3) 267 genes that were either not expressed in all 
the 80 RNA-seq data, or not present in both the E. coli strains K-12 
MG1655 and BW25113; and 4) 13 genes with highly homologous 
DNA sequences, having pairwise distance values of less than 0.1 in 
comparison with homologs of these 13 genes according to Clustal 
Omega 1.2.2 [29]. Finally, the resulting 4020 genes were labeled as 
upregulation, no regulation, or downregulation for each of the 67 
RNA-seq data in comparison with a control condition (Materials and 
methods, and ‘Labeling of the 4020 genes’ of Supplementary Data 3); 
13 out of the 80 RNA-seq data, all involving M9 minimal medium 
with 2 g/L glucose as a single carbon source [22–24], were used as a 
‘control condition’. The resulting gold standard dataset includes 
32,072 upregulated genes, 27,639 downregulated genes, and 261,889 
genes with no regulation.

3.2. Development of DeepMGR to predict the direction of a gene 
regulation

DeepMGR uses an FNN to predict the direction of gene regulation 
(i.e., upregulation, no regulation, or downregulation) under a given 

Table 1 
Classification performance of DeepMGR with different machine learning methods. 
The best performance is presented in bold. 

Machine learning methods Accuracy F1 score Precision Recall

DeepMGR 0.867 0.703 0.744 0.671
DeepMGR with convolution 0.830 0.632 0.640 0.625
DeepMGR with k-nearest 

neighbors
0.813 0.544 0.600 0.512

DeepMGR with random forest 0.864 0.675 0.762 0.623

Fig. 3. Overview of the DeepMGR results using the gold standard dataset. (A) UMAP plot of the DeepMGR results for the 4020 genes. Each dot is a single gene, and its dot color 
indicates the number of correct predictions (i.e., direction of gene regulation) made among the 80 conditions from the gold standard dataset. For example, 21 red dots indicate 21 
genes, for which the number of correct predictions made was between 0 and 56 cultivation conditions. These 21 genes are: bcsZ, bioH, chiP, dacD, edd, fdo, Ifrc, hyfA, mlaF, mobB, 
nikD, phnJ, rimP, rplV, tusA, tusD, yedD, yfiE, yidP, ykgH, and ymdB. (B) Biological pathways associated with the 21 genes (red dots in the UMAP plot). Empty lines indicate that there 
are no biological pathways known to be associated with the gene.
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cultivation condition (Figs. 1 and S2). To run the FNN, DNA sequence 
of a target gene and information on a cultivation condition were 
used as input (Fig. 1A). For DNA sequence, it was first subjected to 
one-hot encoding and padding, which resulted in a matrix having a 
dimension of 5 × 3000 (each row for ‘A′, ‘T′, ‘G′, ‘C′, and an empty 
space; Fig. 1B). This matrix was subsequently flattened as a single 
vector (1 ×15,000) to be used as input for the FNN. Here, it is im
portant to note that, in DeepMGR, DNA sequence of a gene was 
considered without regulatory elements (e.g., promoter and en
hancer) because DNA sequence has been reported to contain the 
majority of information on gene expression levels [30]. Also, our 
knowledge on the regulatory components for genes in response to a 
variety of nutrients is limited, even in E. coli [31]. Therefore, we at
tempted to predict the directions of gene regulation by using the 
well-defined DNA sequence of genes.

For the information on a cultivation condition, it includes the 
presence or absence of oxygen and trace elements, and concentra
tion and SMILES of up to ten nutrients (Fig. 1B). Although informa
tion on 38 nutrients (Supplementary Data 1) was used to develop 
DeepMGR, information on nutrients other than these 38 nutrients 
can be used for a gene regulation prediction. Also, the maximum 
number of nutrients considered for the FNN input was determined 
to be ten because the maximum number of main nutrients used 
across the collected 80 RNA-seq data was nine. Additionally, the 
presence or absence of oxygen and trace elements was indicated as 
binary features because: 1) dissolved oxygen concentration was not 
available in the RNA-seq data descriptions at NCBI GEO; and 2) the 

amounts of trace elements were very small, compared with the 38 
nutrients (Supplementary Data 1). For SMILES of the nutrients, the 
corresponding Morgan fingerprints were used to represent each 
main nutrient in a medium with 64 and 1024 bits [16,17]. Use of 
Morgan fingerprints with both 64 and 1024 bits appeared to show 
the best classification performance after examining the performance 
of various combinations of Morgan fingerprints with 64, 128, 256, 
512 and 1024 bits (Table S5).

FNN of DeepMGR has a total of five layers. Its first and second 
layers receive Morgan fingerprints (both 64 and 1024 bits, and the 
radius of 3; red nodes in Fig. 1C) and concentration (light blue nodes 
in Fig. 1C) of each nutrient, respectively. Its third layer with 2646 
nodes additionally accepts one-hot encoded DNA sequence (light 
orange nodes in Fig. 1C) and binary information on aeration and 
trace elements (green nodes in Fig. 1C). The fourth layer was added 
as a result of the model optimization (Table S1). The output layer 
classifies the direction of gene regulation as upregulation, no reg
ulation, or downregulation (Fig. 1 C,D). The best-performing model 
was determined by implementing Bayesian optimization [32] with 
20 different hyperparameter sets (Table S1 and ‘Prediction for the 
4020 genes’ of Supplementary Data 3). Using the test set, DeepMGR 
showed accuracy and F1 score of 0.867 and 0.703, respectively. 
Macro F1 scores for predicting the upregulated and downregulated 
genes were 0.591 and 0.595, respectively.

To further evaluate the prediction performance of DeepMGR, a 
UMAP plot was prepared that displays the number of correct pre
dictions (i.e., direction of gene regulation) made for the 4020 genes 

Fig. 4. DeepMGR results for predicting the regulation directions for groups of homologous genes. A total of 54 homologous genes were clustered as 14 groups on the basis of 
analysis using Clustal Omega. ‘Consistency’ indicates the number of consistent predictions made for each group across the 80 different cultivation conditions from the gold 
standard dataset.
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across the 80 conditions (Fig. 3A). The results showed that the cor
rect predictions were made for 3999 genes in at least 57 or more 
cultivation conditions. The remaining 21 genes were the ones that 
showed relatively poor predictions; for these 21 genes, correct 
predictions were made for only 0–56 cultivation conditions (red dots 
in Fig. 3A). Interestingly, 11 out of the 21 genes were not assigned 
with biological pathways, and the remaining 10 genes were all as
sociated with different pathways (Fig. 3B). Taken together, DeepMGR 
appeared to make correct predictions for most of the genes (i.e., 
3999 genes for 57 or more cultivation conditions), and no particular 
biological features were found among the 21 genes that led to the 
relatively poor predictions.

3.3. Classification performance of DeepMGR with different machine 
learning methods

Next, the classification performance of different versions of 
DeepMGR was examined by using different machine learning 
methods in DeepMGR in order to justify the use of current archi
tecture of the FNN. In addition to the original DeepMGR considered 
above, following versions were additionally considered in this ana
lysis (Fig. S2): DeepMGR with convolution; DeepMGR with RF in 
place of FNN; and DeepMGR with kNN in place of FNN (Table 1). For 
DeepMGR with convolution, convolution and 1-max pooling layers 

were additionally considered because they were reported to effec
tively capture the sequence information [33]. These variant models 
were trained with the same training and test sets used for the ori
ginal version of DeepMGR with FNN, but the hyperparameter sets 
were independently optimized for each version (Tables S1–S4); 
Bayesian optimization was used for DeepMGR with convolution, and 
a set of hyperparameters were examined for DeepMGR with RF 
(Table S3) and DeepMGR with kNN (Table S4). As a result, the ori
ginal DeepMGR showed the highest accuracy and F1 score, followed 
by DeepMGR with RF, DeepMGR with convolution, and DeepMGR 
with kNN (Table 1). This analysis partly justifies the use of DeepMGR 
with FNN for further subsequent analyses, and other DeepMGR 
versions were no longer considered.

3.4. Predicting directions of regulation for groups of homologous genes

First, we challenged DeepMGR to determine if it can classify a 
group of homologous genes into the same direction of regulation, 
based on the assumption that the homologous genes would show 
the same response under a given condition. For this, we obtained 14 
groups of genes, involving a total of 54 genes, where each group 
contains multiple homologous genes according to Clustal Omega 
(Fig. 4). These 54 genes were subjected to DeepMGR under 80 dif
ferent conditions that were available in the gold standard dataset 

Fig. 5. DeepMGR results for 47 genes across the 82 Biolog conditions. For example, nagA, nagB and nagE become overexpressed by 2-acetamido-2-deoxy-D-glucose present in a 
medium [34], and additional five groups are also presented likewise (i.e., acetic acid [35]; D-galactose [34]; D-ribose [36]; D-xylose [37]; and glycerol [38]). (a) These 47 genes were 
reported to be upregulated by carbon sources presented on the y-axis. (b) Yellow boxes indicate the DeepMGR results for the 47 genes when they were exposed to their regulating 
carbon sources.
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(Fig. 4 and Supplementary Data 4). As a result, genes in the same 
group overall showed similar directions of regulation, while dif
ferent groups of genes showed notably different directions of reg
ulation under 80 different conditions; the consistent prediction 
results ranged from 54 (from group 1 in Fig. 4) to 80 out of the 80 
different conditions (from groups 3, 5, 6, 8, 10, 11, 12 and 13 in Fig. 4). 
These prediction results partly showed that DeepMGR classifies di
rections of gene regulation by taking into account DNA sequences.

3.5. Predicting directions of regulation for genes from Biolog data

Next, DeepMGR was implemented under 82 different Biolog con
ditions. Among the growth media in Biolog PM1 and PM2, which were 
all conducted using M63 minimal medium with 192 different carbon 
sources (https://biocyc.org/ECOLI/NEW-IMAGE?object=Growth-Media; 
[18]), E. coli was reported to survive using 82 carbon sources, and E. coli 
did not grow under other remaining conditions. In this analysis, the 
regulation directions were predicted for a total of 47 genes under the 82 
Biolog conditions, and they were compared with the literature (Fig. 5
and Supplementary Data 5). These 47 genes were selected because 
these genes were reported to be upregulated by specific carbon sources, 
which also correspond to the Biolog conditions [34–38]; the carbon 
sources upregulating these 47 genes include 2-acetamido-2-deoxy-D- 
glucose, acetic acid, D-galactose, D-ribose, D-xylose, and glycerol (Fig. 5). 
Also, 69 out of the 82 Biolog conditions include nutrients not covered by 
the gold standard dataset (e.g., acetoacetic acid, dextrin, and maltose), 
providing an opportunity to rigorously validate DeepMGR. As a result of 
the predictions using DeepMGR, many of these genes (28 out of 47 
genes) were predicted to be upregulated when their upregulating 
carbon source was available in the cultivation condition. This analysis 
partially validates DeepMGR’s performance; however, obtaining addi
tional experimental data on carbon sources that regulate specific genes 
will enable a more rigorous validation and updating of DeepMGR.

4. Discussion and conclusion

In this study, we developed a deep learning model DeepMGR that 
predicts the direction of gene regulation under a specific cultivation 
condition in comparison with M9 minimal medium with glucose as a 
control condition. DeepMGR takes DNA sequence of a target gene, 
presence or absence of aeration and trace elements, and con
centration and SMILES of up to ten nutrients as inputs. Once de
veloped, DeepMGR underwent two distinct simulation studies: 
predicting the regulation directions for groups of homologous genes 
(Fig. 4), and comparing the simulation results to the literature, fo
cusing on six carbon sources that regulate specific genes (Fig. 5). 
While the simulation studies showed overall positive results for 
DeepMGR, further research opportunities were also clearly ob
served.

First, the most critical limiting factor in developing DeepMGR 
was the insufficient volume of RNA-seq data obtained from a variety 
of clearly defined cultivation conditions. Such data were somewhat 
available for E. coli, but they were not available for other re
presentative organisms, such as Corynebacterium glutamicum and 
Bacillus species. This problem consequently resulted in a specific 
architecture of DeepMGR, for example consideration of up to ten 
nutrients in the input layer of the FNN. Upon more availability of 
RNA-seq data from diverse cultivation conditions and also from 
other organisms, the architecture of DeepMGR could be updated for 
wider applications. Next, to improve the biological explainability of 
the model prediction results, gene regulatory elements such as 
promoters and 5′-UTRs can be additionally considered. These chal
lenges became evident during the development of DeepMGR. By 
successfully addressing them, it will be possible to develop a more 
robust model suitable for various biotechnology applications.
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