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A B S T R A C T   

Background and objective: The brain-computer interface (BCI) system based on steady-state visual 
evoked potentials (SSVEP) is expected to help disabled patients achieve alternative prosthetic 
hand assistance. However, the existing study still has some shortcomings in interaction aspects 
such as stimulus paradigm and control logic. The purpose of this study is to innovate the visual 
stimulus paradigm and asynchronous decoding/control strategy by integrating augmented reality 
technology, and propose an asynchronous pattern recognition algorithm, thereby improving the 
interaction logic and practical application capabilities of the prosthetic hand with the BCI system. 
Methods: An asynchronous visual stimulus paradigm based on an augmented reality (AR) interface 
was proposed in this paper, in which there were 8 control modes, including Grasp, Put down, 
Pinch, Point, Fist, Palm push, Hold pen, and Initial. According to the attentional orienting 
characteristics of the paradigm, a novel asynchronous pattern recognition algorithm that com-
bines center extended canonical correlation analysis and support vector machine (Center-ECCA- 
SVM) was proposed. Then, this study proposed an intelligent BCI system switch based on a deep 
learning object detection algorithm (YOLOv4) to improve the level of user interaction. Finally, 
two experiments were designed to test the performance of the brain-controlled prosthetic hand 
system and its practical performance in real scenarios. 
Results: Under the AR paradigm of this study, compared with the liquid crystal display (LCD) 
paradigm, the average SSVEP spectrum amplitude of multiple subjects increased by 17.41%, and 
the signal-noise ratio (SNR) increased by 3.52%. The average stimulus pattern recognition ac-
curacy was 96.71 ± 3.91%, which was 2.62% higher than the LCD paradigm. Under the data 
analysis time of 2s, the Center-ECCA-SVM classifier obtained 94.66 ± 3.87% and 97.40 ± 2.78% 
asynchronous pattern recognition accuracy under the Normal metric and the Tolerant metric, 
respectively. And the YOLOv4-tiny model achieves a speed of 25.29fps and a 96.4% confidence in 
the prosthetic hand in real-time detection. Finally, the brain-controlled prosthetic hand helped 
the subjects to complete 4 kinds of daily life tasks in the real scene, and the time-consuming were 
all within an acceptable range, which verified the effectiveness and practicability of the system. 
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Conclusion: This research is based on improving the user interaction level of the prosthetic hand 
with the BCI system, and has made improvements in the SSVEP paradigm, asynchronous pattern 
recognition, interaction, and control logic. Furthermore, it also provides support for BCI areas for 
alternative prosthetic control, and movement disorder rehabilitation programs.   

1. Introduction 

Brain-computer interface (BCI) is based on the neural electrical activity generated by the brain, providing a communication and 
control pathway that does not depend on the conduction of peripheral nerves and muscles [1]. For some patients with normal brain 
function but physical disabilities, BCI technology can provide a way for people to interact with equipment or the environment [2]. As 
one of the most flexible parts of the human body, the hand covers a large part of the physical interaction between humans and the 
environment. Therefore, for patients with upper limb disabilities, it is a significant task to use BCI technology to restore their hand 
functions as much as possible. Many scholars have researched BCI-based prosthetic hand systems and achieved outstanding progress. 
In the first aspect, by studying the mechanism of brain cognition and neural activity, developing a user intention decoding algorithm, 
to use an electroencephalogram (EEG) to control an external intelligent prosthetic hand. For example, some scholars have made 
gratifying progress in the research on algorithm decoding accuracy [3,4], control logic naturalness and flexibility [5], and perception 
fineness [6]. The second aspect is the construction of BCI-driven neuro-rehabilitation prosthetic systems designed to modulate pa-
tients’ brain activity and facilitate their neuro-rehabilitation, thereby restoring hand function. For example, some scholars have 
developed a BCI-controlled exoskeleton hand to help stroke patients with rehabilitation training, and they have also achieved exciting 
results [7,8]. 

The research in this paper belongs to the first aspect, and the representative paradigm in BCI-based prosthetic hand systems is 
steady-state visual evoked potential (SSVEP). It is an EEG component produced by the brain in response to steady-state visual stimulus, 
mainly in the occipital lobe (V1) [9]. SSVEP is an exogenous EEG signal that is largely unrelated to the spontaneous cognitive activity 
of the brain. Due to the obvious rhythmic assimilation effect of SSVEP, its characteristic information is easier to quantify, and it has a 
higher information transmission rate (ITR) and generalization ability [10]. At present, the research on SSVEP-BCI, especially in the 
control of external equipment based on the feedforward pathway, mainly includes visual stimulators, evoked paradigms, and SSVEP 
signal decoding [11–14]. 

Currently, the mainstream visual stimulators are liquid crystal displays (LCDs) and light-emitting diodes (LEDs). As the graphic 
display device of the modern computer system, LCDs cover most of the SSVEP research in recent years. With LCDs, the visual stimulus 
can be generated by computer programs with human-controlled precision and degrees of freedom (DOF) [15]. LCDs perform well in 
BCI systems for character input. Users can input characters to the computer by staring at the virtual keyboard on the LCD, and the ITR is 
higher than 300bit/min [16,17]. However, for the BCI used for external device control, especially the prosthetic hand system, the user 
needs to stare at the LCD on the side to receive visually evoked stimulus while manipulating the prosthetic hand, so the user cannot 
consider the LCD, the current environment, and the manipulated object at the same time. Unlike the SSVEP-BCI system used for 
character input, LCDs reduce the level of human-computer interaction during external device control and also increase the danger of 
certain scenarios [18]. 

AR-SSVEP paradigm enhancement. With the development of display devices, Augmented reality (AR) technology has injected fresh 
blood into the field of portable display [19]. Some scholars have tried to integrate AR and BCI and conducted feasibility studies and the 
development of related systems [20–23]. AR is a form of Virtual Environment (VE), which is mainly divided into Video see-through 
(VST) AR and Optical see-through (OST) AR. Both use Head-Mounted Displays (HMDs) to fuse virtual images into the real world, 
enabling users to view and interact with virtual elements and the real world in real time in the same field of view [24]. VST-AR 
combines an enclosed HMD with a head-mounted camera, while OST-AR uses a partially transmissive HMD placed in front of the 
user’s eyes. Presenting visual stimuli to users via OST-AR can overcome the limitations of LCDs and improve the portability and 
flexibility of SSVEP-BCI [25]. 

Asynchronous pattern recognition and control of prosthetic hand. In the aspect of the visually evoked paradigm, scholars have carried 
out research on the graphical presentation and coding methods of visual stimulus. The representative ones include checkerboard 
stimulus [11], Newton’s ring stimulus [26], sinusoidal coding, joint frequency-phase modulation (JFPM) method [27], joint frequency 
and space modulation [28], etc. However, most of the research on visually evoked paradigms is aimed at increasing the number of 
codes, classification accuracy, and information transfer rate. In a prosthetic hand BCI system, the user’s interaction with the prosthetic 
hand and the environment is crucial. BCI can be divided into the synchronous system and asynchronous system according to whether 
there is a clock trigger signal. In a synchronous system, users rely on the received clock trigger signal to perform interactive operations 
[29]. Asynchronous systems do not have this limitation, and users can send or not send commands at their own will. This requires the 
BCI system to actively detect whether the user intends to enter a control command, that is, to detect the status of Non-intentional 
Control (NC) and Intentional Control (IC) [30]. To realize the user’s initiative in the external device control of BCI, the construc-
tion of an asynchronous BCI system is crucial. At present, more and more scholars have begun to pay attention to this direction and 
have proposed asynchronous detection algorithms [31–33]. 

Machine vision assistance. We believe that in addition to asynchronous detection algorithms, excellent asynchronous interaction 
logic is more important. This determines the friendliness of the BCI system in practical applications. In most BCI systems used for 
external device control, researchers are more focused on allowing users to input all the commands of the BCI system [34,35]. However, 
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with the complexity of the interaction logic of the BCI system, too many instructions will make people unable to handle them. 
Therefore, the introduction of artificial intelligence (AI) can replace humans to make regular instructions under certain circumstances 
[36]. Object detection is one of the basic components of computer vision, which aims to detect the location and category of specific 
objects in an image through a camera [37]. Object detection has become the basis of many vision tasks, and it also provides more 
possibilities for the interaction of BCI systems. 

There are some related studies, (1) in terms of user intent decoding methods: Jie Pan et al. improved a CCA method based on phase 
constraints. It fixes the phase of the sinusoidal reference signal by visual latency estimated from calibration data to better characterize 
the temporal characteristics of SSVEP [38]. Qingguo Wei et al. proposed a training data-driven CCA algorithm, which can be used to 
design spatial filters to improve the performance of SSVEP-based BCI [39]. To rationally use the fundamental frequency and harmonic 
components of SSVEP, Xiaogang Chen et al. proposed a filter bank CCA algorithm, and the algorithm was verified on a 40-target 
character input system [40]. In recent years, deep learning methods have also been introduced into SSVEP-BCI. Kwak et al. used a 
convolutional neural network (CNN) to perform pattern recognition on the EEG of SSVEP under dynamic stimulation conditions, with 
an accuracy rate of 94.03% [41]. Waytowich et al. constructed a compact CNN to perform pattern recognition on the EEG of SSVEP 
with twelve stimulation modalities and obtained an average accuracy of 80% [42]. The study found that many SSVEP decoding 
methods based on deep learning did not reflect a better recognition effect than CCA and its derivatives, but increased the complicated 
training process. (2) In terms of asynchronous control of the prosthetic hand: Parini et al. utilized a spatial filter based on a common 
spatial pattern (CSP) to maximize/minimize the variance of IC/NC signals and then classify the two [32]. Bin Xia et al. used the CCA 
algorithm to calculate the ratio between the second-largest coefficient and the largest coefficient and then classified the IC/NC status 
by comparing the relationship between predefined thresholds and ratio values [33]. Kaori et al. implemented the classification of 
IC/NC states by combining multiset CCA spatial filtering with a support vector machine (SVM) [43]. Xin Zhang et al. used CNN to 
identify IC/NC states and also achieved good results [31]. (3) In terms of AR-SSVEP paradigm enhancement and multi-technology 
integration: Yufeng Ke et al. designed a high-speed online AR-SSVEP paradigm, and verified the validity of this paradigm online by 
controlling the tasks of the manipulator [44]. Lingling Chen et al. proposed a robotic arm asynchronous control system based on SSVEP 
in an AR environment. The integration of AR-SSVEP paradigm enhancement technology and asynchronous control technology was 
realized on the control task of the manipulator [45]. Xiaogang Chen et al. combined AR-SSVEP paradigm enhancement technology and 
machine vision technology to design and implement a robotic arm control system, proving that the introduction of machine vision 
technology has played a positive role in the brain-controlled robotic arm system [46]. To sum up, although related research has made 
exciting progress, most of the research has not solved the above three levels of problems at the same time: firstly, AR-SSVEP paradigm 
enhancement technology to improve user intent decoding accuracy; Secondly, the prosthetic hand asynchronous control technology to 
optimize the flexibility of human-computer interaction; Finally, machine vision assistance technology to improve the efficiency of 
human-computer interaction. 

Therefore, a novel brain-controlled prosthetic hand method based on AR-SSVEP enhancement, asynchronous control, and machine 
vision assistance was proposed. The major contributions of the paper can be summarized in three aspects. (1) An AR visual stimulus 
paradigm and (2) an EEG asynchronous decoding algorithm in the case of AR fusion were proposed. (3) The prosthetic hand 
manipulation interaction strategy was better constructed using object detection and behavior judgment. Specifically, eight continuous 
control modes and stimulation modes were set up for the prosthetic hand with 8 DOF. Based on this, an asynchronous visual stimulus 
paradigm in the AR environment was constructed, and the stimulus frequency and stimulus presentation method of each stimulus 

Fig. 1. The experimental platform. The experimental platform consists of a 32-channel EEG cap, an EEG amplifier, a pair of OST-AR glasses, a 
portable computer, an 8-DOF prosthetic hand, and a micro camera. All components are connected by wired or wireless means. 
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mode was designed. In addition, to achieve asynchronous decoding of EEG signals, we proposed an asynchronous pattern classifier 
based on center extended canonical correlation analysis and support vector machine (Center-ECCA-SVM). Then, with the object 
detection and behavior judgment model based on the YOLOv4 algorithm, the intelligent start-stop and stimulus paradigm switching of 
the visual stimulator was realized. Thus, the smooth control logic of the prosthetic hand BCI system was improved. The remainder of 
this paper is organized as follows. Section 2 describes the materials and methods, mainly including experimental materials, experi-
mental paradigms, data processing steps, and related algorithms. The results are presented in Section 3. Remarks and discussions are 
presented in Section 4, followed by the conclusion in Section 5. 

2. Materials and methods 

2.1. Subjects and experimental platform 

Twelve subjects (9 males, and 3 females, aged 23–28 years) in good physical condition with normal corrected visual acuity in both 
eyes participated in this experiment. Before the experiment, the subjects were informed about the content and procedure of the 
experiment, and simply wear AR glasses to get familiar with the visual stimulus interface. All experiments were performed in a quiet 
room without strong electromagnetic interference. Written informed consent was obtained from each participant before the experi-
ment. The Institutional Review Board of Xi’an Jiaotong University approved the proposed experiment, and all experiments were 
conducted following the Declaration of Helsinki. 

The experimental platform consists of a 32-channel EEG cap, an EEG amplifier (Neuracle, NeuSen W32), OST-AR glasses (Shixiang 
Technology, G350), a portable computer (Intel i5-1135G7, 2.4 GHz), an 8-DOF prosthetic hand (Inspire Robot Technology, RH56DFX- 
2R), and a micro camera (1080p, 30fps). The display refresh rate of the OST-AR glasses is 60 Hz, the resolution is 2560 × 1440. The 
experimental platform is shown in Fig. 1. EEG is acquired by an EEG amplifier and sent to a portable computer via a wireless local area 
network (WLAN). The portable computer sends visual stimuli to AR glasses via the USB 3.0 protocol. The prosthetic hand receives 
control commands from the portable computer through the serial communication interface. 

2.2. Mode design and visual stimulus 

A flexible prosthetic hand with 8 DOF was selected as the control object of the BCI system. The DOF includes: (1) The flexion/ 
extension DOF of the index finger, middle finger, ring finger, and little finger (4 DOF). (2) The flexion/extension DOF and sideways 
swing DOF of the thumb (2 DOF). (3) The pitch DOF and swing DOF of the wrist (2 DOF). We set up 8 control modes, namely, Grasp 
(Fig. 2 (a)), Put down (Fig. 2 (b)), Pinch (Fig. 2 (c)), Point (Fig. 2 (d)), Fist (Fig. 2 (e)), Palm push (Fig. 2 (f)), Hold pen (Fig. 2 (g)), and 

Fig. 2. The final pose state of the prosthetic hand in each control mode. There are 8 control modes, Figure (a) shows Grasp, Figure (b) shows Put 
down, Figure (c) shows Pinch, Figure (d) shows Point, Figure (e) shows Fist, Figure (f) shows Palm push, Figure (g) shows Hold pen and Figure (h) 
shows Initial. 
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Initial (Fig. 2 (h)). Each control mode corresponds to the stimulus mode with the same name, so there are 8 stimulus modes in total. The 
final pose state of the prosthetic hand in each control mode is shown in Fig. 2. 

The images of each stimulus mode are presented in AR glasses using white-colored squares (aspect ratio 2:1), arranged in a 2 × 4 
array, the layout method referred to previous research [18]. Silhouettes and names of hand movements are centered in squares to 
provide visual labels. The first-person view of the visual stimulus interface is shown in Fig. 3. The visual stimulus interface is presented 
to the user via optical see-through head-mounted displays (OST-HMD). The virtual interface is 45 cm away from the human eye. The 
user can directly see the environment and control objects through the area near the "+" symbol. We delineate patterns of visual 
stimulus interface regions. The area of the stimulus image array was set as the IC area, and the area near the "+" symbol where the 
environment could be directly seen was set as the NC area. In this paper, the NC mode was named “Center Mode". 

Transparency-based sinusoidal modulation [47] was applied to the stimulus images to achieve flickering. The mathematical model 
can be described as: 

Fi =
1
2
×Mi ×

(

sin
(

2πfi ×
n
fs
+φi

)

+ 1
)

(1)  

In the formula, n = 1,2,3⋯, which represents the sequence of refresh frames of AR glasses. fs represents the display refresh rate of the 
AR glasses, and n/fs represents the n-th refresh time of the screen. Fi represents the RGB matrix of the i-th stimulus image after si-
nusoidal modulation. Mi represents the RGB matrix of the i-th stimulus image before sinusoidal modulation. fi represents the frequency 
of the sinusoidal modulation of the i-th stimulus mode. φi represents the phase of the sinusoidal modulation of the i-th stimulus. 

We take 11 Hz, 12 Hz, 13 Hz, 14 Hz, 15 Hz, 16 Hz, 17 Hz, 18 Hz as the modulation frequency, and take 0π、 0.5π、 π、 1.5π、 0π、 
0.5π、 π、 1.5π as the initial phase of each stimulus mode. 

2.3. Experimental setup 

In the experiments, the EEG cap and amplifier were used for EEG acquisition. Electrode distribution followed the International 
10–20 system [48]. The reference electrode (Ref) was located on the scalp near the parietal lobe. The ground electrode (GND) was 
located on the scalp near the prefrontal lobe. The P3, Pz, P4, PO3, PO4, O1, Oz, and O2 channels near the occipital lobe were selected 
as the EEG acquisition channels. The sampling frequency was 1000 Hz. The electrode impedance was less than 15 kΩ. 

There are two experiments, the first experiment carried out the comparison and evaluation of technical indicators by setting a 
control group and an experimental group. The second experiment was mainly for specific tasks in real-life scenarios, and the purpose 
was to verify the effectiveness and convenience of the developed method and the brain-controlled prosthetic hand system. 

2.3.1. The first experiment 
There were two paradigms in the first part experiment, the experiment in the AR environment was set as the experimental group, 

and the experiment in the LCD environment was set as the control group. The purpose was to compare and verify the effectiveness of 
SSVEP signal decoding under AR visual stimulus. In addition, to verify the asynchronous SSVEP pattern recognition algorithm pro-
posed in this paper, the experimental content about EEG acquisition in Center mode was added to the experimental group. The 
experimental paradigm is shown in Fig. 4. 

Experimental group: Each subject wore an EEG cap and OST-AR glasses, and sat in a chair naturally and relaxed, facing in any 
direction. They gazed at stimulus images in AR glasses or the external environment according to the cues in the experimental 

Fig. 3. The first-person view of the visual stimulus interface. The images of each stimulus mode are presented using white-colored squares (aspect 
ratio 2:1), arranged in a 2 × 4 array. Silhouettes and names of hand movements are centered in squares to provide visual labels. The user can directly 
see the environment and control objects through the area near the "+" symbol. The upper half of the interface is the IC mode area, and the lower half 
is the NC mode area. 
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paradigm. Blink freely during the experiment. Each subject completed 8 rounds of the experiment, with a 5-min rest between each 
round. Each round of experiments consisted of 80 trials. In the first 4 rounds, they were asked to watch 8 stimulus modes in turn, with 
10 trials for each pattern. Before each trial, there was a cue of the stimulus label (duration 0.5s). In the last 4 rounds, subjects were 
asked to focus on the prosthetic hand through a see-through area centered on the "+" symbol. The stimulus time of each trial was 3s. 
There was a 2s rest period between trials. The first 4 rounds of experiments represent the experimental data of 8 stimulus modes (that 
is, the data of the IC state), and the last 4 rounds of experiments represent the experimental data of the Center mode (that is, the data of 
the NC state). IC and NC status data are not mixed together. 

Control group: Each subject sat relaxed in a chair and looked at the LCD screen of a 13-inch laptop. The screen was placed 45 cm 
away from the subject’s eyes. The visual stimulus pictures on the LCD screen were arranged in the same way as in the AR paradigm. 
And the details are shown in Fig. 5. Subjects gazed at stimulus images in the LCD according to cues in the experimental paradigm. The 
subjects were free to blink during the experiment. Each subject completed 4 rounds of experiments, with a 5-min rest between each 
round. Each round of experiments consisted of 80 trials. Subjects were asked to watch 8 stimulus modes in turn, with 10 trials for each 
pattern. Before each trial, there was a cue of the stimulus label (duration 0.5s). The stimulus time of each trial was 3s. There was a 2s 
rest period between trials. 

2.3.2. The second experiment 
We set 4 common life scene tasks, namely, Pouring water - Drinking water (Fig. 6 (a)), Opening the door (Fig. 6 (b)), Taking a pen - 

Writing (Fig. 6 (c)), and Typing (Fig. 6 (d)), as shown in Table 1. Four subjects were randomly selected from the 12 subjects to 
participate in the second experiment. And the brain-controlled prosthetic hand system developed in this paper was used to perform 
these 4 tasks in sequence. To facilitate the evaluation of the performance of the method and system, the sequence of the prosthetic hand 
patterns in each task was set, and the subjects were informed in advance. The sequence of prosthetic hand modes prescribed in each 
task is shown in Table 1 ("Hold” means that the user communicates the “action hold” command to the prosthetic hand through the NC 
mode, that is, the user only observes the environment and the prosthetic hand through the AR glasses, and does not change the action 

Fig. 4. The experimental paradigm. There are two paradigms in the experiment, the experiment in the AR environment is set as the experimental 
group, and the experiment in the LCD environment is set as the control group. The blue part represents a visual cue in the interface that reminds the 
subject. The red part represents that the subject needs to follow the cue to look at the corresponding mode. The green part represents rest. Patterns 
A-H have different meanings in the experimental and control groups, see notes in the figure for details. (For interpretation of the references to color 
in this figure legend, the reader is referred to the Web version of this article.) 

Fig. 5. Schematic diagram of the visual stimulation interface of the LCD screen and the spatial position of the human eye. The visual stimulus 
pictures on the LCD screen are arranged in the same way as in the AR paradigm. 
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of the prosthetic hand. This mode can appear when the two actions of the prosthetic hand switch, or the user’s subjective intention). 
The experimental scene is shown in Fig. 6. The time-consuming of each task was recorded, and if the “cup” or “pen” dropped halfway, 
the task was judged to be failed. 

Fig. 6. The second experimental scenario. Figure (a) shows the task scenario of Pouring water - Drinking water. Figure (b) represents the task 
scenario of Opening the door. Figure (c) shows the task scenario of Taking a pen - Writing. Figure (d) represents the task scenario of Typing. 

Table 1 
Introduction of 4 real-life scenario tasks.  

Task Description Instruction Sequence 

(1) Pouring water - 
Drinking water 

The user controls the prosthetic hand to pick up the cup and pour a fixed amount of 
water into another cup, then put down the original cup, pick up the cup filled with water 
and complete the drinking action, and finally put the cup back in place. 

Hold – Grasp – Hold – Put down – Hold – 
Grasp – Hold – Put down - Initial 

(2) Opening the door The user controls the prosthetic hand to grab the door handle, open the door, then push 
the door to enter, and finally release the door handle. 

Hold – Fist – Hold – Put down - Initial 

(3) Taking a pen - 
Writing 

The user controls the prosthetic hand to pick up the pen on the table, maintains a good 
pen-holding posture with the assistance of the left hand, then writes the prescribed 
Chinese characters on the paper, and finally puts the pen back on the table. 

Hold – Pinch – Hold – Put down – Hold - Hold 
Pen – Hold – Put down - Initial 

(4) Typing The user controls the prosthetic hand to perform a “Point” gesture, and taps the 
keyboard to type out the prescribed Chinese characters. 

Hold – Point – Hold - Initial  
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2.4. Data preprocessing 

Signal preprocessing included (1) removal of trend term and (2) 8–40 Hz Butterworth band-pass filter. The preprocessing process 
was designed to remove noise, artifacts, and power-frequency interference in the EEG [49]. 

2.5. Center-ECCA-SVM algorithm for pattern recognition 

2.5.1. ECCA algorithm 
ECCA [50,51] is the abbreviation of extended canonical correlation analysis, which is an algorithm based on CCA [52], and 

additionally adds the individual SSVEP signals of each stimulus mode as individual reference templates. Then the comprehensive 
correlation coefficient between the SSVEP signal to be classified and the standard reference template and the personal reference 
template is obtained. The ECCA algorithm can realize SSVEP stimulus pattern recognition with reference to individual characteristics. 

First, the algorithm needed to obtain the user’s personal reference template V{q} and the standard reference template Y{q} for each 
stimulus pattern. V{q} and Y{q} were obtained by averaging the pre-collected samples of each stimulus mode of the subject. 

Then, according to the calculation process of the CCA algorithm, optimization and dimension reduction was performed between the 
SSVEP signal to be classified X, the personal reference template V{q} and the standard reference template Y{q}, respectively. The 
optimization criterion was to maximize the canonical correlation coefficient ρmax. Six spatial filter coefficients were obtained by 
singular value decomposition (SVD): W1

X, W1
V{q} , W2

X, W1
Y{q} , W2

V{q} , W2
Y{q} . The optimization formula is as follows: 

arg max
W1

X ,W
1
V{q}

ρmax

(
X,V{q}) arg max

W2
X ,W

1
Y{q}

ρmax

(
X,Y{q}) arg max

W2
V{q} ,W

2
Y{q}

ρmax

(
V{q},Y{q}) ρmax(S1, S2)=

WS1
T cov(S1, S2)WS2̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(

WS1
T cov(S1, S1)WS1

)(
WS2

T cov(S2, S2)WS2

)√

(2)  

Among them, the spatial filter coefficients W1
X, W2

X, W2
V{q} , and W1

Y{q} were selected, and the correlation coefficient vector r̂{q} was 
obtained according to the following formula: 

r̂{q} =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

r{q}
1

r{q}
2

r{q}
3

r{q}
4

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

ρ
(

W2
X

T X,W1
Y{q}

T Y{q}
)

ρ
(

W1
X

T X,W1
X

T V{q}
)

ρ
(

W2
X

T X,W2
X

T V{q}
)

ρ
(

W2
V{q}
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(3) 

Then, the comprehensive correlation coefficient r{q} of the SSVEP signal to be classified X in each stimulus mode was obtained. As 
shown in the following formula: 

Fig. 7. The asynchronous paradigm strategy. When the BCI system recognizes the current EEG signal as the NC mode, it suspends the recognition of 
the stimulus mode and avoids interfering operations with external devices. When it is recognized as IC mode, the system sends control commands to 
the prosthetic hand according to the recognition result of the stimulus mode. 
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r{q} =
∑4

u=1
sign

(
ru

{q}) ·
(
ru

{q})2 (4) 

The final pattern recognition result τ was obtained according to the following formula, which means that the recognition result was 
the τ-th stimulation pattern. 

τ= arg max
q

r{q}, q = 1, 2, 3…Q (5)  

where Q represents the number of stimulus modes in the SSVEP paradigm. 

2.5.2. Asynchronous paradigm strategy 
In the application of prosthetic hand manipulation, the BCI system needed to have a mode without control command output. This 

means that the user conveyed the operation intention of “no command output” to the BCI system. In daily use, this mode was 
indispensable and occupied a high proportion. In asynchronous BCI systems, this mode was usually named NC mode. Instead, the mode 
in which the user intends to enter commands was named IC mode [53]. When the BCI system recognized the current EEG signal as the 
NC mode, it suspended the recognition of the stimulus mode and avoided interfering operations with external devices. When it was 
recognized as IC mode, the system sent control commands to the prosthetic hand according to the recognition result of the stimulus 
mode. The details are shown in Fig. 7. 

Attentional orienting refers to the active and selective allocation of attention to the current specific visual field by the human eye. 
Different attentional orienting has different effects on processing in the visual cortex of the brain. Attention can be divided into overt 
attention and covert attention according to whether directional behavior can be observed through head or eye movements. When the 
human eye receives periodic visual stimuli with overt attention or covert attention, SSVEP features at corresponding frequencies are 
generated in the EEG. Compared with covert attention, overt attention contributes more to the perceptual effect in the center of the 
retina, and the SSVEP feature magnitude is higher [54]. 

Each visual stimulus appeared in the user’s field of vision. And the unfixed stimulus image could also affect the user’s covert 
attention at the same time. When the user was in the IC state (setting the stimulus mode of fixation as A), overt attention in stimulus 
mode A resulted in a spectral energy boost at this frequency in the EEG. When the user was in the NC state, the control object and the 
environment became the overt attention of the user, and the covert attention of the 8 stimulus images also had additive effects on the 
EEG. 

Therefore, referring to the above characteristics, we proposed an asynchronous pattern classifier based on Center-ECCA-SVM. 

Fig. 8. The flowchart of the Center-ECCA-SVM algorithm. The process described in the figure mainly reflects the calculation process of the input 
feature vector of the SVM model, also known as the feature extraction process. 
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2.5.3. Center-ECCA-SVM algorithm 
The Center-ECCA-SVM algorithm added a personal reference template for covert attention (named Center-personal reference 

template in this paper) and a standard reference template for covert attention (named Center-standard reference template in this 
paper) to the ECCA algorithm. The flowchart of the Center-ECCA-SVM algorithm is shown in Fig. 8. 

Center-personal reference template E represents that when the user was in the NC state (when the user gazed at the environment 
and the prosthetic hand through the "+" area), the EEG signal was affected by the covert attention of the 8 stimulus images. This 
phenomenon resulted in the mixed superposition of multiple weak SSVEP features. The Center-personal reference template was ob-
tained by averaging the pre-collected EEG samples in Center mode. 

Center-standard reference template Z was obtained by superimposing the standard reference template signals of each stimulus 
mode. The formula is shown below: 

Z=

⎡
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⎥
⎥
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，ω{q} = 2πf {q} / fs (6)  

In the formula, Z represents the Center-standard reference template. Q represents the number of reference templates (number of 
stimulus modes). ω{q} represents the angular frequency of the q-th stimulus mode. m represents the time series, m = 1,2,3…M, where 
M was the number of sampling points for a single trial. L represents the number of harmonics of the Center-standard reference 
template. f{q} represents the stimulus frequency of the q-th stimulus mode. fs represents the signal sampling frequency. 

The specific pattern recognition process of the Center-ECCA-SVM algorithm is as follows:  

(1) The ECCA operation was performed on the SSVEP signal to be classified X with a personal reference template V{q} and standard 
reference template Y{q}, and the comprehensive correlation coefficient r{q} of each stimulus mode was obtained.  

(2) The ECCA operation was performed on the SSVEP signal to be classified X with Center-Personal Reference Template E and 
Center-Standard Reference Template Z, and the comprehensive correlation coefficient rc of Center mode was obtained.  

(3) Fast Fourier transform (FFT) was performed on the SSVEP signal to be classified X, and the spectral amplitude F{q} at the 
stimulus frequency corresponding to each stimulus mode was obtained.  

(4) r{q}、 rc、 F{q} was standardized (mean equal to 0, standard deviation equal to 1) to obtain r{q}
s 、 F{q}

s 、 Fc
s .  

(5) r{q}
s 、 F{q}

s 、 Fc
s as input to the SVM model and then trained. 

The algorithm involved 8 stimulus patterns, so the algorithm constructed an asynchronous pattern classifier by obtaining 9 kinds of 
comprehensive correlation coefficients and the spectral amplitudes of 8 kinds of frequencies. 

2.6. Algorithm training and statistical analysis 

The training process of the Center-ECCA-SVM algorithm is as follows:  

(1) Feature extraction process: According to the algorithm process, the comprehensive correlation coefficient and the spectral 
amplitude of each stimulus frequency were obtained to form the feature vector of each sample. The feature vectors of the 
training set samples were then normalized. The expectation and standard deviation of the normalization process were then 
applied to the test set samples to obtain the normalized feature vectors of the test set samples.  

(2) The training process of SVM: The input data of SVM was N × F standardized feature vectors (N represents the number of training 
samples, and F represents the number of features). The kernel function of SVM adopted Radial Basis Function (RBF). The grid 
parameter optimization method based on cross-validation was adopted to determine the optimal C parameter and gamma 
parameter. The variation range of parameter C was [2− 6, 26]. The variation range of the parameter gamma was [2− 6, 26]. The 
parameter tuning process adopted three-fold cross-validation. The exponential step size of meshing for both parameters was 1. 
SVM model training was performed using MATLAB’s LIBSVM toolbox. 

We used two training forms to explore the performance of the algorithm, respectively training the SVM model with different 
proportions of training samples. Because IC mode could be subdivided into 8 stimulus modes, while Center mode had no subdivision. 
Therefore, to reduce the time-consuming of subjects in the experiment, the proportion of NC training samples was appropriately 
reduced. The training samples are divided into IC/NC state disparate samples (4:1) and balanced samples (2:1). 
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Before SVM training, the EEG samples of the 8 stimulus modes were assigned 8 labels respectively. EEG samples in Center mode 
were assigned one label. There were a total of 9 classification labels. In the model testing stage, 8 stimulus modes were output as IC 
mode, and Center mode was output as NC mode. 

We separately trained and tested the model on the EEG data of all subjects. We trained and tested the model according to 4-fold 
cross-validation [55]. The data analysis time of the classifier was 2.0s, and the electrodes selected 8 channels (P3, Pz, P4, PO3, 
PO4, O1, Oz, O2) in the occipital lobe area. 

In addition, considering the actual application of the prosthetic hand system, it may cause danger if the NC mode was misidentified 
as the IC mode. For example, when the user manipulated the prosthetic hand to keep holding the cup in the NC state, if it was mistaken 
for a put-down instruction, the cup would fall. However, if the IC state was mistakenly recognized as the NC state, the system keeps the 
original state. Although it was a misidentification, it was less dangerous. 

Therefore, in this paper, we set a novel metric to judge the performance of the classifier, named “tolerant classification accuracy”. 
Under this metric, the misidentification of IC state as NC state was tolerated as correct, as a rough measure of the safety level of the 
asynchronous pattern classifier for the prosthetic hand system. 

2.7. Intelligent start-stop method of visual stimulator 

For the peripheral control of the prosthetic hand, the friendliness of human-computer interaction is crucial. (1) It should be 
considered that wearing AR glasses for a long time and receiving visual stimuli will interfere with the user’s daily life. (2) And the 
asynchronous pattern recognition algorithm cannot achieve 100% accuracy, so an intelligent system switch is necessary. Therefore, we 
realized the intelligent start-stop of the visual stimulator based on object detection and behavior judgment. When wearing AR glasses, 
users could avoid the continuous flickering of stimulating images, and comfort was improved. The misrecognition probability of 

Fig. 9. The smart start-stop strategy of the visual stimulator. A miniature camera is integrated on the AR glasses, and the image is transmitted to the 
portable computer in real time for object detection. When the user wants to manipulate the prosthetic hand, he needs to bring the prosthetic hand 
close to the grasped object. If the user does not want to control the prosthetic hand, just move the prosthetic hand out of the field of view. If it is 
detected that the prosthetic hand and the interactive object enter the field of view of the camera at the same time, the host computer program 
performs behavior judgment and changes the standby state of the visual stimulator. 
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asynchronous pattern recognition could be reduced. 
The smart start-stop strategy of the visual stimulator is shown in Fig. 9. A miniature camera was integrated into the AR glasses, and 

the image was transmitted to the host computer in real-time for object detection. When the user wanted to manipulate the prosthetic 
hand to perform a task, he needed to use the arm and elbow joints to drive the prosthetic hand close to the grasped object. If the user 
did not want to control the prosthetic hand, just move the prosthetic hand out of the field of view. If it was detected that the prosthetic 
hand and the grasped object enter the camera field of view at the same time, the host computer program performed behavioral 
judgment and changed the standby state of the visual stimulator. 

The object detection model adopted YOLOv4 [56]. The process of model construction and training is as follows: (1) data set 
acquisition, (2) data set calibration, (3) data augmentation [57], (4) dividing the data set and test set, (5) k-means clustering [58] to 
obtain the prior frame of the data set, and (6) YOLOv4 network training. Considering the computing power load, we trained and 
verified the YOLOv4 and YOLOv4-tiny [56] models. 

The image dataset was obtained by shooting videos of various angles, action switching, and interaction with various objects of the 
prosthetic hand and intercepting them in frames. The original samples are 6340 frame pictures. The manual dataset calibration 
software used LABELIMG [59]. Data augmentation generated twice the number of samples by random contrast, brightness, and image 
flipping. The training set and test set accounted for 85% and 15% of the total samples, respectively, and were divided randomly. The 
YOLOv4 and YOLOv4-tiny model was built with the DARKNET framework [56]. YOLOv4 and YOLOv4-tiny models run on CPU (Intel 
i5-1135G7). 

3. Result 

3.1. Comparison of EEG features between AR and LCD paradigms 

In the previous section, we divided the experimental group and the control group. After averaging, data preprocessing, and fast 
Fourier transform (FFT), the spectral amplitude and signal-noise ratio (SNR) of the average EEG signal of each stimulus mode were 
obtained. The comparison of SSVEP features of AR and LCD visual stimulus paradigms is shown in Table 2, and the histogram is shown 
in Fig. 10. 

The EEG signal evoked by the LCD paradigm (control group) had an average spectral amplitude of 1.3091 μV and an average SNR of 
11.9537 dB at the stimulus frequency. The EEG signals evoked by the AR paradigm (experimental group) had an average spectral 
amplitude of 1.5371 μV and an average SNR of 12.3745 dB at the stimulus frequency. Compared with the control group, it increased by 
17.41% and 3.52% respectively. 

3.2. Comparison of EEG decode between AR and LCD paradigms 

To verify the performance of the AR paradigm in EEG decoding, the ECCA algorithm was used as a stimulus pattern classifier to 
decode the EEG signals of multiple subjects under the AR and LCD paradigms. At different data analysis times (0.3s–3.0s), the average 
classification accuracy and ITR of the two paradigms are shown in Table 3, and the comparison histogram is shown in Fig. 11 (a) and 
Fig. 11 (b). 

Both the LCD paradigm and the AR paradigm achieved the best accuracy in the data analysis time of 3s, which were 94.24 ± 4.72% 
and 96.71 ± 3.91%, respectively. The classification accuracy of stimulus patterns for both paradigms improved with the increase of 
data analysis time. When the data analysis time is less than 0.8s, the accuracy of the LCD paradigm is better than that of the AR 
paradigm, but the accuracy of both is relatively low. When the data analysis time is longer than 1.0s, the AR paradigm is better than the 
LCD paradigm. 

Both paradigms obtained the highest ITR in the data analysis time of 1.5s, which are 60.19 ± 12.34bit/min and 67.47 ± 14.00bit/ 
min, respectively. The same as the accuracy rate, when the data analysis time is less than 0.8s, the ITR of the LCD paradigm is better 
than that of the AR paradigm. When the data analysis time is longer than 1.0s, the AR paradigm is better than the LCD paradigm. 

Table 2 
The comparison of SSVEP features of AR and LCD visual stimulus paradigms.  

Stimulus mode AR paradigm LCD paradigm 

Spectral magnitude (μV) SNR (dB) Spectral magnitude (μV) SNR (dB) 

Grasp/11 Hz 2.1355 16.1002 1.7575 12.1402 
Put down/12 Hz 1.4673 12.3245 1.4223 10.5597 
Pinch/13 Hz 1.7631 12.0741 1.3483 12.3182 
Point/14 Hz 1.4182 9.2222 0.8893 12.6861 
Fist/15 Hz 1.7145 11.3432 1.6611 13.308 
Palm push/16 Hz 1.6687 12.7218 1.2505 12.107 
Hold pen/17 Hz 1.2466 12.3544 0.9474 10.3119 
Initial/18 Hz 0.8826 12.8555 1.1966 12.1981 
Average value 1.5371 12.3745 1.3091 11.9537  
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3.3. Comparison of EEG decode between ECCA and other algorithms 

To verify the superiority of the ECCA algorithm, under the AR-SSVEP paradigm, CCA, filter bank canonical correlation analysis 
algorithm (FBCCA) [40], task-related component analysis algorithm (TRCA) [60], and the sum of squared correlations algorithm 
(SSCOR) [61] were selected to compare the decoding performance. Firstly, the hyperparameters of each algorithm were set to ensure 
its optimal performance, and then the classification effect was tested on the EEG signals of the AR-SSVEP discrete stimulation mode. 
Table 4 represents the hyperparameter selection and tuning range settings for the above algorithms. 

Fig. 12 (a) and Fig. 12 (b) respectively show the average decoding accuracy and ITR of various algorithms in different data analysis 
time. It shows that with the increase of data analysis times, the average correct rate of all algorithms shows an increasing trend. At the 
same time, due to the common influence of the average correct rate and the data analysis time, the ITR of all algorithms shows a trend 
of increasing first and then decreasing. Moreover, since the increase of data analysis time will reduce the real-time performance of 
system control, it is not possible to blindly increase the data analysis time to improve classification accuracy. The SSVEP-BCI system 
needs to select an appropriate data analysis time. In detail, under the data analysis time of 0.8–2.0s, the ECCA (proposed in this paper) 
algorithm has better average classification accuracy and ITR than the FBCCA and CCA algorithms. Under the data analysis time of 
2.2s–3.0s, the performance of the FBCCA algorithm is slightly better than ECCA. The TRCA and SSCOR algorithms are inferior in the 
average classification accuracy and ITR. To sum up, the ECCA algorithm has shown excellent classification performance in the discrete 
EEG signal recognition of the AR-SSVEP paradigm, especially in the case of short data analysis time, it has the best decoding per-
formance. By comprehensively considering the classification accuracy rate, ITR, and real-time interaction of prosthetic hand control 
scenarios in different data analysis times, this paper selects the data analysis time of 2s for follow-up research. 

3.4. Asynchronous pattern recognition results 

The Center-ECCA-SVM asynchronous pattern classifier was divided into two training sample proportions: disparate samples and 
balanced samples. The data analysis time of the classifier was taken as 2.0s. There were 9 categories of pattern recognition, including 8 

Fig. 10. Histogram of SSVEP feature contrast under AR and LCD visual stimulus paradigms. The dark blue and light blue legends represent the 
spectral magnitudes at eigenfrequencies in the AR and LCD paradigms, respectively, as measured by the principal axes. The dark and light green 
legends represent the SNR at eigenfrequencies in the AR and LCD paradigms, as measured by the secondary axis. The black dashed box represents 
the mean value. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 

Table 3 
The average classification accuracy and ITR of the two paradigms at different data analysis time (0.3s–3.0s).  

Data analysis time (s) LCD paradigm AR paradigm 

Accuracy (%) ITR (bit/min) Accuracy (%) ITR (bit/min) 

0.3 27.29 ± 5.76 8.49 ± 5.08 26.20 ± 4.74 7.95 ± 4.26 
0.5 45.90 ± 9.45 29.16 ± 9.29 42.26 ± 3.87 24.01 ± 5.44 
0.8 64.99 ± 10.03 49.99 ± 14.52 63.89 ± 7.80 48.90 ± 12.78 
1.0 70.92 ± 8.91 52.56 ± 13.79 72.33 ± 11.31 56.52 ± 18.93 
1.2 75.94 ± 9.66 53.94 ± 15.06 81.42 ± 9.49 64.31 ± 15.89 
1.5 85.70 ± 7.47 60.19 ± 12.34 89.25 ± 8.28 67.47 ± 14.00 
1.8 88.52 ± 6.29 56.43 ± 10.27 92.74 ± 6.16 64.04 ± 10.04 
2.0 90.23 ± 5.95 54.34 ± 8.57 94.84 ± 4.92 62.15 ± 7.79 
2.2 90.90 ± 5.06 51.21 ± 7.02 95.46 ± 5.53 58.83 ± 8.33 
2.5 92.54 ± 3.81 48.15 ± 6.58 96.03 ± 4.73 53.68 ± 6.69 
3.0 94.24 ± 4.72 43.21 ± 5.74 96.71 ± 3.91 46.81 ± 5.01  
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categories of IC status and 1 category of NC status. The pattern recognition accuracy of the classifiers with the two sample proportions 
under the normal metric and the tolerant metric is shown in Table 5. 

The comparison histogram is shown in Fig. 13. Classifiers trained on balanced samples achieved the best classification performance 
on multiple subjects. The average accuracy was 94.66 ± 3.87% under the normal metric and 97.40 ± 2.78% under the tolerant metric. 
Subject S03 obtained the best classification results, the accuracy under the two metrics were 98.13% and 100%, respectively. 

3.5. Evaluation of object detection model 

The YOLOv4 and YOLOv4-tiny models were trained, and the training results are shown in Fig. 14 (a) and Fig. 14 (b) respectively. 

Fig. 11. Histogram of the average classification accuracy and ITR of the two paradigms under different data analysis time (0.3s–3.0s). Figure (a) 
shows the comparison of classification accuracy, with the green and purple legends representing the LCD and AR paradigms, respectively. Figure (b) 
represents the comparison of ITR, with orange and blue color legends representing LCD and AR paradigms, respectively. (For interpretation of the 
references to color in this figure legend, the reader is referred to the Web version of this article.) 

Table 4 
Hyperparameter selection and tuning range settings for each algorithm.  

Algorithm Settings 

CCA Select the number of template harmonics: 1~4 
FBCCA Select the number of Filter Bank sub-bands: 1–5, the number of template harmonics: 1~4 
TRCA Select the number of Filter Bank sub-bands: 1~5 
SSCOR Select the number of Filter Bank sub-bands: 1~5 
ECCA Select the number of template harmonics: 1~4  
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Mean Average Precision (MAP) refers to the mean precision under different Recalls. The model could draw a PR curve (Precision- 
Recall curve) for the detection results of each type of object, and then calculate the Average Precision (AP) (the area under the PR 
curve, the higher the AP value, the better the model performance). MAP is the average of AP values for each category [62]. 

Loss is obtained from the loss function. The loss function is used to evaluate the degree of deviation between the predicted value and 
the true value. The better the loss function, the better the performance of the model [63]. The YOLOv4 model uses CIOU Loss as its loss 
function [56]. 

After 4000 iterations of the neural network, the MAP of the YOLOv4 model reached 94.2%, and the loss dropped to 1.2656. The 

Fig. 12. Figure (a) represents the average decoding accuracy of various algorithms in different data analysis time. Figure (b) represents the average 
ITR of various algorithms in different data analysis time. 

Table 5 
The pattern recognition accuracy of the classifiers with the two sample proportions under the normal metric and the tolerant metric (for all subjects 
who only participated in the first experiment).  

Subject Disparate samples Balanced samples 

Normal metric Tolerant metric Normal metric Tolerant metric 

S01 97.00% 99.00% 97.50% 99.17% 
S02 95.25% 98.75% 94.58% 98.13% 
S03 97.75% 99.50% 98.13% 100.00% 
S04 87.50% 94.00% 87.92% 93.96% 
S05 95.00% 96.75% 96.88% 99.58% 
S06 94.50% 98.50% 97.50% 98.33% 
S07 96.50% 98.00% 95.21% 97.71% 
S08 85.75% 90.00% 89.58% 92.29% 
Average value 93.66% ± 4.50 96.81% ± 3.26 94.66% ± 3.87 97.40% ± 2.78  

Fig. 13. Histogram of the pattern recognition accuracy of the classifier with two sample proportions under the normal metric and the tolerant 
metric. The gray legend represents the classification accuracy under Disparate samples, and the orange legend represents the classification accuracy 
under Balanced samples. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 
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MAP of the YOLOv4-tiny model reaches 90.8%, and the loss drops to 0.2565. The YOLOv4-tiny model has lower loss and less 
fluctuation. 

We choose the YOLOv4-tiny model for online scene verification, and the real-time detection speed is measured by frame per second, 
which refers to the number of image frames processed by the object detection program per second [56]. Fig. 15 (a) and Fig. 15 (b) 
shows the scene where the user manipulates the prosthetic hand to interact with objects, which is displayed by the computer’s 
graphical interface. The green detection box represents the prosthetic hand, and the blue box represents the interactive object. When 
the user brings the prosthetic hand close to the object, both detection boxes turn red. The average detection speed of the YOLOv4-tiny 
model in real-time is 25.29fps, and the average confidence level of the prosthetic hand is 96.4%. Fig. 16 (a) and Fig. 16 (b) shows the 
start-stop of the stimulus interface from the user’s first perspective. 

3.6. Experiment results of real-life scenarios 

The completion time of subjects in each task scenario is shown in Table 6. Except for one subject, the other subjects successfully 
completed the 4 life-scenario tasks, with an average time-consuming of 39.6 ± 6.0s, 24.5 ± 10.1s, 50.5 ± 6.0s, and 26.2 ± 11.2s, 
respectively. One of the subjects failed both the Pouring water - Drinking water task and the Taking a pen - Writing task. The reason is 
that the two commands “Hold” and “Put down” were incorrectly recognized during the task, resulting in the drop of the cup and pen. 

Fig. 14. The training results of YOLOv4 and YOLOv4-tiny models. Figure (a) represents the Loss and MAP changes of the YOLOv4 model over 4000 
iterations. Figure (b) represents the Loss and MAP changes of the YOLOv4-tiny model over 4000 iterations. 

Fig. 15. The computer graphics interface for the scene where the user manipulates the prosthetic hand to interact with the object. The green 
detection box represents the prosthetic hand, and the blue box represents the interactive object (Fig. 15 (a)). When the user brings the prosthetic 
hand close to the object, both detection boxes turn red (Fig. 15 (b)). The frame per second is displayed in the upper left corner. (For interpretation of 
the references to color in this figure legend, the reader is referred to the Web version of this article.) 
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Since there was no chance of correction in this situation, the experiment was deemed a failure. In summary, the average time spent on 
each task was within the acceptable range for daily life, the number of misrecognition during the experiment was kept at a low level, 
and most of them were self-correcting. The 4 scene tasks designed in the experiment cover common hand movements in daily life, and 
the practical application effects of the AR visual stimulation paradigm, asynchronous EEG decoding algorithm, and interaction strategy 
described in this paper were tested through experiments. It proved the effectiveness and convenience of the brain-controlled prosthetic 
hand system developed in this paper. 

4. Discussions 

Firstly, an ablation experiment analysis of the ECCA-AR method was performed. Secondly, the importance of human-computer 
interaction experience from the perspective of the practicality of brain-controlled prosthetic hands was discussed. In more detail, it 
was elaborated from three aspects of AR-SSVEP paradigm enhancement, asynchronous pattern recognition and control, and machine 
vision assistance. Finally, the experimental details, limitations, and future research directions of this study were discussed. 

4.1. Analysis of ablation experiments 

The purpose of the ablation experiments is to validate the contributions made by the paradigm improvements and method im-
provements. Six conditions were set up, namely (1) CCA-AR, (2) FBCCA-AR, (3) TRCA-AR, (4) SSCOR-AR, (5) ECCA-AR and (6) ECCA- 
LCD. Details are shown in Table 7. Under the unified AR-SSVEP paradigm, comparing the decoding accuracy and ITR between various 
methods (that is, the first 5 conditions), to verify the contribution of the method improvement to the system. Under the unified ECCA 
method, comparing the decoding accuracy and ITR between the two paradigms (that is, the latter two operating conditions), in order to 
verify the contribution of the paradigm improvement to the system. The decoding accuracy and ITR were obtained from the exper-
imental data of all subjects participating in experiment one. 

By comparing the first five conditions, it was found that the classification accuracy and ITR of ECCA-AR (proposed in this paper) 
were the highest when the data analysis time was 2s, indicating that the ECCA method was superior to other methods. It has 
contributed to the brain-controlled prosthetic hand system in decoding ability and ITR. By comparing the latter two conditions, it was 
found that the classification accuracy and ITR of ECCA-AR were the highest when the data analysis time was 2s, indicating that the AR- 
SSVEP paradigm proposed in this paper was superior to the conventional LCD-SSVEP paradigm. From a paradigmatic perspective, 
EEG’s ability to represent user intent was facilitated, and the system’s ITR was also improved. 

Fig. 16. The start-stop of the stimulus interface from the user’s first perspective. When the prosthetic hand approaches the interactive object (the 
interactive behavior is detected) (Fig. 16 (a)), the stimulus interface is turned on, and the signal detection and control module of the BCI system 
operates at the same time (Fig. 16 (b)). 

Table 6 
The task completion time in each scenario.  

Number Pouring water - Drinking water Opening the door Taking a pen - Writing Typing 

1 35.1s 16.2s 44.3s 18.6s 
2 37.3s 20.1s 50.9s 20.5s 
3 46.4s 22.7s 56.3s 23.0s 
4 fail 39.1s fail 42.8s 
Average 39.6 ± 6.0s 24.5 ± 10.1s 50.5 ± 6.0s 26.2 ± 11.2s  
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4.2. Interaction and application in AR-BCI 

Considering the practicality of the BCI-based prosthetic hand, especially as an alternative device for disabled patients, there are 
generally 4 requirements: (1) Excellent user intent recognition accuracy. (2) Smooth and seamless human-machine interaction process. 
(3) Broad application generalization ability. (4) Excellent portability and affordable price. 

Many published papers investigate various BCI system paradigms [2,64] and recognition algorithms [65,66]. Most of them focus on 
improving the accuracy of intent recognition, which is a very meaningful research direction. But the interactive experience of the BCI 
system is equally important. Many rigorous BCI experimental paradigms can indeed achieve good recognition accuracy. However, in 
practical applications, subjects’ mental states, environmental changes, and body shaking are all potential interference factors [67]. In 
addition, the interaction logic and strategy of the BCI system also play an important role. However, few studies have been carried out in 
this area. 

This paper focuses more on the interaction of the BCI system. As a visually evoked paradigm, SSVEP is a BCI paradigm with 
excellent generality and accuracy [9]. For the prosthetic hand control system, the LCD-based SSVEP-BCI system has defects in 
interaction, which cannot consider both visual stimulus and control objects [15]. Therefore, this study uses augmented reality tech-
nology to construct an AR visual stimulus paradigm. Due to the importance of asynchronous performance in BCI systems for equipment 
control, we investigate asynchronous pattern recognition algorithms. In addition, the continuous visual stimulus will inevitably cause 
the user’s disgust, and will also reduce the stability of the BCI system. Therefore, the automatic intelligent start-stop of the BCI system 
is also worth studying. 

4.3. Rationality of the AR visual stimulus paradigm 

AR can integrate real environment and virtual information and be perceived by human eyes. As a head-mounted display, OST-AR 
glasses can convey stimulus information to the human eye just like LCD. In addition, compared with VST-AR, OST-AR glasses bring 
users a more portable and friendly interactive experience. Most of the existing AR-SSVEP studies are based on VST-AR [68], and the 
AR-SSVEP system for alternative prosthetic hand control is not involved. 

We design the AR visual stimulus paradigm for the application scenario of prosthetic hand control. The results of the feature 
comparison experiment showed that under the AR paradigm, the average spectral amplitude of the EEG signal at the stimulus fre-
quency was 1.5371 μV, and the average SNR was 12.3745 dB. Compared with the LCD paradigm, it increased by 17.41% and 3.52% 
respectively. In this experiment, the feature level of the AR paradigm is higher than that of the LCD paradigm, which is different from 
previous related papers. We speculate that the reasons may be: (1) The LCD paradigm of this paper uses a 13-inch laptop, rather than 
the desktop display (above 20 inches) of the related paper. The lack of portability of a desktop computer is contrary to the prosthetic 
hand system. Compared with the 13-inch LCD, the OST-HMD brings a larger visual perception area to the subjects. And according to 
the principle of visual imaging, the image is projected to the left eye and the right eye respectively, and the stimulus intensity is 
stronger. (2) The excellent AR paradigm design brings a stronger sense of immersion to the subjects, improves the overt attention of 
each stimulus mode, weakens the covert attention from other stimulus modes and environments, and enhances the SSVEP 
characteristics. 

In addition, we designed a decoding comparison between the LCD paradigm and the AR paradigm at different data analysis times 
(0.3s–3.0s). It can be seen from the results that the two paradigms obtained the best accuracy in the data analysis time of 3s (94.24 ±
4.72% and 96.71 ± 3.91%, respectively). With the increase of data analysis time, the classification accuracy of the stimulus mode of 
the two paradigms increased, and the trend slowed down after 2.0s. ITR first increased and then decreased, and both reached the peak 
at 1.5s (60.19 ± 12.34bit/min and 67.47 ± 14.00bit/min, respectively). The experimental results conform to the common charac-
teristics of previous studies [40,69]. The change of ITR is caused by the mutual restriction of the accuracy rate and the data analysis 
time. Although the accuracy rate has a positive impact on the ITR, the increase of the data analysis time will reduce the ITR. It can be 
seen from the histogram that when the data analysis time is less than 0.8s, the performance of the LCD paradigm is better than that of 
the AR paradigm. But at this time, the accuracy and ITR of both are low, which cannot support the normal operation of the prosthetic 
hand system. When the data analysis time is longer than 0.8s, the AR paradigm has better performance. Although the ITR is the highest 
at 1.5s, the accuracy still has a large range of increase. Excessive data analysis time will also reduce the real-time performance of the 
system. 

Table 7 
The average classification accuracy and ITR under various conditions.  

Number Conditions Accuracy (%) ITR (bit/min) 

1 CCA-AR 90.90 55.79 
2 FBCCA-AR 93.10 58.63 
3 TRCA-AR 74.21 35.39 
4 SSCOR-AR 60.63 22.75 
5 ECCA-AR 94.84 62.15 
6 ECCA-LCD 90.23 54.34  
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4.4. Asynchronous pattern recognition logic and algorithm performance analysis 

The NC mode indicates that the user conveys the operation intention of “no command output” to the BCI system. This model is 
indispensable and is one of the main ways to implement asynchronous BCI systems [53]. For example, in a synchronization system, the 
user needs to manipulate the prosthetic hand to hold the water cup for 10 s, during which the BCI system will continue to perform EEG 
recognition. If there are only 8 motion control modes, the user needs to keep staring at the Grasp stimulus. If it is mistakenly recognized 
as a command such as put down or a palm push, the water glass will fall. In the asynchronous system, when the BCI system recognizes 
the current EEG signal as NC mode, there will be no command output. In published studies, a stimulus mode was assigned to the NC 
mode. This approach does not fundamentally improve the level of interaction. The user still needs to keep looking at the stimulus image 
representing the NC mode to output the NC state command. Especially for the application scenario of prosthetic hand control, the user 
is required to keep looking at the prosthetic hand to interact with the environment, rather than staring at the stimulus image all the 
time. 

Covert attention often exists as a distractor in SSVEP-BCI based on overt attention. This inspired us to implement asynchronous 
systems. In our study, an asynchronous algorithm can be constructed by the effect of covert attention of stimulus images on EEG in 
“Center mode”. The Center mode just allows users to directly gaze at the environment and control objects, which is very consistent with 
the interaction logic of the BCI system. 

From the experimental results, under the data analysis time of 2.0s, the Center-ECCA-SVM asynchronous pattern classifier trained 
on balanced samples obtained better accuracy on multiple subjects (normal metric: 94.66 ± 3.87%, tolerant metric: 97.40 ± 2.78%). 
Among them, the accuracy rate of subject S03 reached 100% under the tolerant metric. This algorithm can distinguish the user’s IC and 
NC states in the AR paradigm under the premise of ensuring smooth interaction. Using the sliding time window, the user can actively 
switch the control state of the prosthetic hand under the continuous visual stimulus. For the better performance of the classifier under 
balanced samples, we speculate that the reason is that: IC status can be subdivided into 8 stimulus modes. The Center mode has no 
subdivision, but due to changes in environmental information and the movement of the user’s line of sight, the triggering factors of the 
signal are more complex. The more training samples in the Center mode, the more diverse NC mode features can be learned by the 
classifier. Additionally, we speculate that as the Center mode samples increase further, there may be more samples of stimulus mode 
that are misclassified as Center mode. The accuracy under the tolerant metric is improved, while the accuracy under the normal metric 
is decreased. This will be verified in future studies. 

4.5. Enhancement of interactive experience by system intelligent start-stop 

For the prosthetic hand system: (1) Wearing AR glasses for a long time and receiving visual stimuli will confuse users. (2) The 
asynchronous pattern recognition algorithm cannot be 100% accurate. The intelligent system switch can help users wear AR glasses for 
a long time and enhance the user interaction experience. In our research, based on the YOLOv4 algorithm, the object detection and 
behavior judgment of prosthetic hands and interactive objects was realized, which is used as the basis for intelligent switches. 

It can be seen from the training results that after 4000 iterations, both the YOLOv4 model and the YOLOv4-tiny model tend to be 
stable. The MAP of the YOLOv4-tiny model is 90.8%, which is 3.4% lower than the YOLOv4 model. However, the loss of the YOLOv4- 
tiny model is lower, and the fluctuation is smaller, which may be because the YOLOv4-tiny model is shallower and has a smaller 
number of parameters, so the model is less difficult to fit. The YOLOv4-tiny model tends to be stable after about 3200 iterations, and the 
training time of 4000 iterations is reduced by 5 times compared with the YOLOv4 model, so it has excellent CPU usage and recognition 
speed, as well as good detection performance. 

During the verification process of the online scene, the average detection speed of the YOLOv4-tiny model in real-time reached 
25.29fps, and the average confidence of the prosthetic hand reached 96.4%. This is sufficient as a command basis for the prosthetic 
hand system to start-stop. In addition, we can further limit the CPU occupancy in the object detection program and use the performance 
more for the EEG signal decoding process. In our study, the standby state of the BCI system can be woken up at any time, which can be 
understood as a system mode rather than a system shutdown at the power level. 

4.6. Details in the experiment 

We recruited 12 subjects to participate in both experiments, and none of the subjects had done similar visual BCI experiments. In 
this study, we put more emphasis on the interaction and practical application of the BCI system, so we did not conduct the experimental 
deployment as rigorously as in previous studies [44]. We will make the slightly depressing BCI experiment a little bit more routine, and 
here we do the following: (1) Considering that when the user wears the prosthetic hand to complete daily activities, he cannot 
concentrate as highly as the experimental process. Therefore, we reminded the subjects to allow slight body movements and blink at 
will during the experiment. (2) The real-life environment cannot have less interference than the EEG experimental environment, so we 
asked the subjects whether they needed to listen to music. Five of the 12 subjects accepted the offer. We did not analyze and study this, 
and it is not clear whether music influenced the experimental results. But we think this is more towards situations that are common in 
everyday life. (3) We did not ask the subjects to refrain from speaking. During the experiment, 3 subjects had short and low-pitched 
communication with the experimental supervisor, mostly about questions and suggestions about the experimental paradigm. These 
experimental data are still included in the experimental data analysis. (4) One of the subjects reported that the SSVEP stimulator made 
her feel a certain degree of visual fatigue and discomfort. This may be one of the reasons why she failed both the Pouring water - 
Drinking water task and Taking a pen – Writing task. 
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4.7. Limitations and future studies 

There are still some limitations worthy of further study. Twelve subjects were recruited for the experimental study, all healthy 
subjects. Intuitively, SSVEP is a visually evoked EEG signal, and experiments on healthy subjects have good guiding significance [70]. 
However, online experimental verification of disabled patients and feasibility study of system wearing are also necessary, and we will 
carry out this study in the future. At the same time, we will continue to increase the number of subjects and expand the research, such 
as the study of individual differences and gender differences. 

In this paper, AR glasses are used as the carrier of visual stimulus, and the portable computer is used as the host computer to 
complete data processing and control. This does not achieve the most lightweight system structure. There are already AR glasses 
equipped with computing chips and operating systems, such as the Microsoft HoloLens series [71]. However, due to the limitation of 
computing power, such AR glasses cannot fully carry the BCI system in this paper. In future research, a higher level of portability can be 
achieved by improving the computing power of AR glasses chips or optimizing programs. 

Studies have shown that the high-frequency SSVEP paradigm can alleviate visual fatigue to a certain extent and can expand more 
instruction sets for the BCI system [72]. However, the high-frequency stimulus has higher requirements on the refresh rate of the 
display device. And because the EEG signal characteristics induced by the high-frequency stimulus are relatively weak, the signal 
decoding needs to be improved [73]. In the future, more attention can be paid to the research of high-frequency SSVEP to further 
improve the comprehensive performance of the BCI system. In addition, the layout of stimulus pictures in the AR-SSVEP paradigm 
[18], the joint modulation scheme of the stimulator [28], and the high-precision decoding method based on spatial filters [74] are the 
key directions of research, and further exploration is required. 

5. Conclusion 

The AR-based visual stimulus paradigm, asynchronous pattern recognition method, and system intelligent start-stop interaction 
method have been studied in this paper, respectively. In the AR paradigm, the average SSVEP feature amplitude of multiple subjects 
was increased by 17.41% compared with the LCD paradigm, and the average stimulus mode recognition accuracy was increased by 
2.62%. Under the data analysis time of 2s, the Center-ECCA-SVM classifier achieves excellent asynchronous decoding performance 
(Normal metric: 94.66 ± 3.87%, Tolerant metric: 97.40 ± 2.78%). The YOLOv4-tiny model also brings excellent recognition speed and 
accuracy to the intelligent start-stop of the system. Moreover, the brain-controlled prosthetic hand helped the subjects to complete 4 
kinds of daily life tasks in the real scene, and the time-consuming were all within an acceptable range, which verified the effectiveness 
and practicability of the system. In summary, this study builds a smooth prosthetic hand manipulation and interaction logic and 
provides support for BCI areas for alternative prosthetic control, and movement disorder rehabilitation programs. 
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