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(hERG) K� Channel Deactivation Gating from the Solution
Structure of the EAG Domain
Received for publication, November 1, 2010, and in revised form, December 1, 2010 Published, JBC Papers in Press, December 6, 2010, DOI 10.1074/jbc.M110.199364

Frederick W. Muskett‡1, Samrat Thouta§, Steven J. Thomson§2, Alexander Bowen§, Phillip J. Stansfeld¶3,
and John S. Mitcheson§4

From the ‡Department of Biochemistry, Henry Wellcome Building, University of Leicester, Lancaster Road, Leicester LE1 9HN, the
§Department of Cell Physiology and Pharmacology, Medical Sciences Building, University of Leicester, University Road,
Leicester, LE1 9HN, and ¶Structural Bioinformatics and Computational Biochemistry, University of Oxford, South Parks Road,
Oxford OX1 3QU, United Kingdom

Human ether-à-go-go-related gene (hERG) K� channels have
a critical role in cardiac repolarization. hERG channels close
(deactivate) very slowly, and this is vital for regulating the time
course and amplitude of repolarizing current during the car-
diac action potential. Accelerated deactivation is one mecha-
nism by which inherited mutations cause long QT syndrome
and potentially lethal arrhythmias. hERG deactivation is highly
dependent upon an intact EAG domain (the first 135 amino
acids of the N terminus). Importantly, deletion of residues
2–26 accelerates deactivation to a similar extent as removing
the entire EAG domain. These and other experiments suggest
the first 26 residues (NT1–26) contain structural elements re-
quired to slow deactivation by stabilizing the open conforma-
tion of the pore. Residues 26–135 form a Per-Arnt-Sim do-
main, but a structure for NT1–26 has not been forthcoming,
and little is known about its site of interaction on the channel.
In this study, we present an NMR structure for the entire EAG
domain, which reveals that NT1–26 is structurally independ-
ent from the Per-Arnt-Sim domain and contains a stable am-
phipathic helix with one face being positively charged. Mu-
tagenesis and electrophysiological studies indicate that
neutralizing basic residues and breaking the amphipathic helix
dramatically accelerate deactivation. Furthermore, scanning
mutagenesis and molecular modeling studies of the cyclic nu-
cleotide binding domain suggest that negatively charged
patches on its cytoplasmic surface form an interface with the
NT1–26 domain. We propose a model in which NT1–26 ob-
structs gating motions of the cyclic nucleotide binding domain
to allosterically stabilize the open conformation of the pore.

The human ether-à-go-go-related gene (hERG)5 encodes
pore-forming subunits for channels that conduct the cardiac
delayed rectifier potassium current (IKr) (1, 2). This current is
essential for normal cardiac action potential repolarization
(3). Altered hERG (Kv11.1) channel function, either due to
pharmacological block by medications or inherited mutations,
is a major cause of long QT syndrome (4–8), an abnormality
of ventricular repolarization that causes prolongation of the
QT interval and predisposes affected individuals to arrhyth-
mia and sudden cardiac death (9, 10).
The critical role of hERG in cardiac repolarization derives

from its unusual voltage-dependent gating properties, charac-
terized by slow opening and closing of the activation gate but
very fast onset and recovery from inactivation (1, 2, 11–16).
hERG currents are relatively small during the plateau phase of
the ventricular action potential, because most channels are in
the nonconducting inactivated state. However, during repo-
larization, hERG current increases due to rapid recovery from
inactivation followed by slow closure of the activation gate
(deactivation). These distinctive gating properties make IKr
highly responsive to membrane potential during the plateau
of the action potential (17–19). Slow deactivation has a major
influence on the physiological time course of IKr (20) and en-
sures hERG channels are available to oppose asynchronous
and arrhythmogenic stimuli (19, 21). Long QT syndrome mu-
tations that increase the rate of hERG deactivation reduce IKr
amplitudes, decrease the contribution of this current to car-
diac repolarization, and increase the potential for life-threat-
ening arrhythmias (16, 22, 23).
The structural basis for the slow deactivation gating of

hERG is only partially understood. Like other Kv channels,
the pore and voltage sensing domains are formed by the co-
assembly of four subunits each with six transmembrane-span-
ning helices. hERG channels also have large intracellular N
and C termini (24). The C terminus includes a region homol-
ogous to the cyclic nucleotide binding domain (cNBD) of cy-
clic nucleotide-gated channels, although key residues for
binding to nucleotides are not conserved and the functional
role of this structural domain is unclear (25, 26). The N termi-
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nus is �400 residues long, with residues 1–135 referred to as
the EAG domain because it is a highly conserved and defining
feature of the EAG channel family (24). hERG channel deacti-
vation is greatly accelerated by deleting either the whole N
terminus or just the EAG domain (12–14, 16, 27). The crystal
structure for residues 26–135 of the EAG domain has been
solved and shown to fold into a Per-Arnt-Sim (PAS) domain
(16). Unfortunately, the crystal structure did not resolve the N
terminus 1–26 (NT1–26) region, which is now known to be
the functionally critical domain for slowing deactivation gat-
ing (16, 27). Deletions within the NT1–26 domain result in
accelerated deactivation rates similar to deleting the whole N
terminus (13, 16, 27). Moreover, intracellular application of a
peptide corresponding to residues 1–16 partially recovers
deactivation kinetics to the N-terminal truncated (�2–354)
channels and to a similar extent as dialyzing in the EAG do-
main (16, 27). These studies are consistent with the NT1–26
domain binding to a receptor site (that has yet to be identi-
fied) and stabilizing the open state of the pore. The precise
role of the PAS domain remains uncertain, but it may control
access of the NT1–26 domain to its binding site and dynami-
cally regulate deactivation gating through interactions with
the pore, cNBD, and voltage-sensing domain (28).
In this study, we have used NMR spectroscopy to resolve

the structure of the whole EAG domain, including the
NT1–26 domain. Our results indicate that NT1–26 is in two
parts, with amino acids 1–10 being highly dynamic and flexi-
ble, whereas amino acids 11–24 form a stable amphipathic
helix. One face of this newly resolved NT1–26 structural ele-
ment is positively charged. Neutralizing basic residues pro-
foundly accelerates deactivation and mimics deleting the N
terminus. Charge reversal mutations of an acidic patch of the
cNBD suggest this is where NT1–26 binds. We propose a
model in which deactivation gating is mediated by the
NT1–26 domain binding to negatively charged crevices in the
cNBD, maintaining it an open conformation and thus allos-
terically stabilizing the open state of the pore.

EXPERIMENTAL PROCEDURES

Protein Sample Preparation and NMR Spectroscopy—The
EAG domain (residues 1–135) was subcloned into an Esche-
richia coli expression vector with a C terminus hexahistidine
tag as described previously (29). All NMR experiments were
performed on Bruker DRX or AvanceII spectrometers operat-
ing at either 600 or 800 MHz that were fitted with cryogeni-
cally cooled probe heads. Experiments used 350-�l samples of
the uniformly 15N- or 13C/15N-labeled EAG domain (0.5 mM)
dissolved in 20 mM sodium acetate buffer, pH 5.0, containing
0.5 mM DTT, 0.5 mM EDTA, 0.2 mM 4-(2-aminoethyl)benze-
nesulfonyl fluoride, 0.02% (w/v) sodium azide, at 25 °C. The
samples were prepared in 95% H2O and 5% D2O. Detailed
descriptions of the multidimensional experiments used to
obtain the near complete sequence-specific 1H, 13C, and 15N
assignments have been reported previously (29). Additionally,
15N-NOESY-HSQC (30) and 13C-NOESY-HSQC (31) spectra
were acquired with an NOE mixing period of 100 ms. These
spectra were recorded over �68 h, with acquisition times in
the indirect dimensions of �16 ms for 1H and �7 and �11

ms for 13C and 15N, respectively, and for 80 ms in the real
time domain. Water suppression was achieved using the gra-
dient-based WATERGATE method (32). Two-dimensional
15N/1H-HSQC spectra were also acquired from a sample of
the 15N-labeled EAG domain dissolved in D2O to identify any
slowly exchanging amide protons in the protein (33). All
NMR data were processed essentially as described previously
(29) using Topspin (Bruker Biospin Ltd.), and the resulting
spectra were analyzed using the program Sparky (T. D. God-
dard and D. G. Kneller, Sparky 3, University of California, San
Francisco).
Structure Calculations—The family of converged structures

was determined using the program CYANA (34), as described
previously (35, 36). Hydrogen bond constraints, involving 50
residues with slowly exchanging backbone amide signals and
where the hydrogen bond acceptor was unambiguous in
preliminary structures, were added to the final round of calcu-
lations. Backbone torsion angle constraints derived from
the protein backbone dihedral angle prediction program
TALOS� (37) were included in both stages of the calculation.
The 82 structures with no restraint violations (NOE violations
�0.5 Å and �5° for dihedral angles) were refined with two
cycles of restrained molecular dynamics simulated annealing
with the AMBER 10 package (38) using the following proto-
col. Structures were initially energy-minimized (2000 steps),
followed by 20 ps of simulated annealing in vacuum and then
by 20 ps of simulated annealing using a generalized Born sol-
vent model (39). The system was heated to 1200 K over the
1st ps, annealed at a constant temperature for 5 ps, and then
cooled to 0 K during the remaining 14 ps. Force constants
were 30 kcal mol�1 Å2 for distance constraints and 1000 kcal
mol�1 rad�2 for dihedral angle constraints. The 20 structures
with the lowest AMBER energy and with no distance con-
straint violation greater than 0.24 Å were selected. Analysis of
the final family of structures obtained was carried out using
PROCHECK-NMR (40) and MOLMOL (41).
Homology Modeling and Protein-Protein Docking—Homol-

ogy models of the cNBD and C-linker of hERG were built us-
ing Modeler (42), with the HCN2 crystal structure as a tem-
plate (Protein Data Bank code 1Q5O) (25). 2000 initial
docking configurations for the N-terminal domain bound to
the cNBD were generated using ZDOCK (43) for each of the
82 elucidated NMR conformers. The ZDOCK output was
then re-scored and ranked using ZRANK (44). The top 10
complexes for each NMR conformer were saved for cluster
analysis. Clustering of the 710 docked complexes was per-
formed using the single linkage method in g_cluster, which is
part of GROMACS molecular dynamics suite (45).
To optimize the interactions between NT1–10 and the

cNBD C-helix acidic patch, Modeler was used to apply dis-
tance restraints between the Arg4/Arg5/His7 and Asp843/
Glu847/Asp850/Glu857 clusters, for a set of docked solutions
that bound to the side of the cNBD. An optimal model was
then selected from this group based on good agreement with
the known interaction data. To test the validity of this model
as a docked conformation of the EAG domain, ZDOCK was
used to re-dock the modeled structure onto the cNBD.
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Site-directed Mutagenesis and Electrophysiology—Site-di-
rected mutagenesis was performed using the QuikChange
mutagenesis technique (Stratagene, La Jolla, CA) on the hERG
pXoom construct (kindly provided by Dr. Thomas Jespersen)
(46). Plasmid DNA was linearized with XbaI, and in vitro
transcription was performed using T7 RNA polymerase
(mMessage mMachine, Ambion, Austin, TX). Xenopus laevis
oocytes were isolated, defolliculated, maintained in culture,
and injected with wild type or mutant cRNA as described pre-
viously (47). Whole cell currents were recorded in Xenopus
oocytes using a two-electrode voltage clamp (48). Microelec-
trodes were filled with 3 M KCl and the tips broken to give
resistances of 1.1–1.5 megaohms. Recordings were made at
room temperature 1–5 days after cRNA injection. Data were
low pass filtered and sampled at 5 kHz and saved to computer
for off-line analysis using a digidata 1320A data acquisition
system (Molecular Devices, Sunnyvale, CA). Oocytes were
perfused with a NaCl-based solution containing (in mM) NaCl
96, KCl 2, CaCl2 2, MgCl2 1, HEPES 5, pH 7.6. The properties
of mutants were directly compared with WT hERG recorded
in the same extracellular solution.
Voltage Protocols and Data Analysis—The time- and volt-

age-dependent kinetics of deactivation were measured using a
fully activated I-V protocol. hERG currents were activated and
inactivated with a 1-s prepulse to �40 mV, and tail currents
were measured with 5-s pulses to potentials between �160
and �30 mV. The decay phase of tail currents were fit with a
single exponential function as shown in Equation 1,

I � A � exp�t/�� � C (Eq. 1)

where � is the time constant of deactivation; A is the ampli-
tude of deactivating current, and C is the steady state current.
Analyses of the kinetics of deactivation were performed using
Clampfit software (Molecular Devices, Sunnyvale, CA). Al-
though a double exponential function provides a more accu-
rate fit, a monoexponential fit facilitates quantitative compar-
isons between WT hERG and hERG mutants. Data are
presented as means � S.E. (n 	 number of cells). Statistical
comparisons were performed using unpaired Student’s t test
where appropriate. Differences were considered significant at
p � 0.05.

RESULTS AND DISCUSSION

Solution Structure of the EAG Domain—As 90.6% of the
proton resonances were assigned by NMR spectroscopy, the
combined automated nuclear Overhauser effect (NOE) as-
signment and structure determination protocol (CANDID)
(49) were employed for structural calculations. The 20 struc-
tures with the lowest AMBER energy and with no distance
constraint violations greater than 0.24 Å were selected for
analysis. The NMR constraints and structural statistics are
summarized in Table 1, and the structures have been depos-
ited in the Protein Data Bank (accession code 2L1M).
Superimposing the protein backbone for the family of solu-

tion structures demonstrates that the EAG domain is very
well defined by the NMR data (Fig. 1A). The PAS domains in
the NMR structures are in excellent agreement with the crys-

tal structure by Morais Cabral et al. (16), with an average
backbone root mean square deviation. of 0.92 � 0.65 Å (Fig.
1B). The secondary structure locations in the PAS domain of
the NMR structure (particularly the �-helices) are virtually
identical, although the �-sheet regions are less regular. What
is unique to the NMR structures are the coordinates for the
NT1–26 domain that were not detectable in the electron den-
sity of the crystal structure (Fig. 1C). The NT1–26 region is
structurally independent from the PAS domain and can
be subdivided into two parts. Met1–Pro10 showed very sharp
signals in the NMR spectrum, and these residues have only
short range (i, i � 1) NOE information, indicating a highly
dynamic, extended structure. On the other hand, Gln11–Gly24
exhibited a significant number (30%) of medium range (i,
i� �2 � 4) NOE assignments, and this coupled with the
backbone shift data signify these amino acids form a well de-
fined �-helix with equally well ordered side chains (Fig. 1C).
The helix starts with the polar residues Gln11 and Asp12, but
the remainder of the helix is amphipathic. One side is com-
posed of entirely hydrophobic residues (Phe14, Leu15, Ile18,
Ile19, and Phe22), and the other side is formed from either
charged or polar residues (Thr13, Asp16, Thr17, Arg20, Lys21,
and Glu23). NOE assignments for Met1–Gln25 do not show
influences from the PAS domain. The dynamic nature of the
NT1–26 domain, and lack of tertiary structure, may be im-
portant for its gating function and indicate it is highly unlikely
to bind to the PAS domain. A search of the Protein Data Bank
data base showed that of the 20 PAS domain structures with
the most three-dimensional conformational similarity to
hERG (Z scores 
7.5), 8 started with a helix of four or more
residues. Although many PAS domains form dimers and use
an N-terminal amphipathic helix (50, 51) to stabilize this in-
teraction, there was no evidence of dimerization in the data
collected for the hERG PAS domain.
Deactivation Gating Requires a Positively Charged Surface

on the NT1–26 Domain—Calculation of the electrostatic sur-
face of the NT1–26 domain revealed that it is highly positively

TABLE 1
NMR constraints and structural statistics

Total NOE distance constraints 2131
Short range (i, i �1) 1204
Medium range (i, i� �4) 414
Long range (i, i � 
5) 513
Total dihedral angle constraints 241
� 122
	 119
Violations
Maximum distance violation 0.24 Å
Maximum dihedral angle violation 0°
Energies
Mean AMBER energy �5333.22 kcal mol�1

Mean NOE energy 1.259 kcal mol�1

Deviations for idealized geometry
Bond lengths 0.0103 � 5.98 � 10�5 Å
Bond angles 2.103 � 0.019°
r.m.s.d. from mean structurea
Backbone atoms (N, C�, C
) 0.49 � 0.08 Å
All heavy atoms 1.00 � 0.09 Å

Ramachandran plot
Residues in most favorable regions 84.2%
Residues in additionally allowed regions 15.3%
Residues in generously allowed regions 0.5%
Residues in disallowed regions 0%

a Residues are 26–135. r.m.s.d. means root mean square deviation.
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charged on one side and neutral or slightly negatively charged
on the opposite side (see Fig. 2, A and B). Basic residues are
clustered within the unstructured region (Arg4, Arg5, and
His7) and in the amphipathic helix (Arg20 and Lys21). Electro-
physiological recordings were made from Xenopus oocytes

injected with cRNA encoding either WT hERG or mutants in
which basic residues were substituted with neutral Ala resi-
dues (see Fig. 2C). A two-step voltage protocol was applied in
which the currents are fully activated (and inactivated) with a
prepulse to �40 mV and then tail currents were elicited with
test pulses to potentials between �50 and �130 mV. The de-
cay of the tail currents is due to channel deactivation. The
deactivation rate was substantially faster in R4A/R5A and
R20A/K21A hERG than the WT channel (Fig. 2, C and D).
The deactivation rates of WT and mutant hERG were com-
pared by fitting the tail currents with an exponential function.
Mutating basic residues to Ala either individually or in pairs
significantly (p � 0.05, n 	 5–9) accelerated deactivation
rates (Fig. 2D). Mutating Arg4 and Arg5 to Leu also acceler-
ated deactivation, demonstrating that it was the positive
charge rather than residue size that was functionally critical.
In contrast, mutation of the acidic residue Asp16 (on the op-
posite side of the amphipathic helix), to Ala or Phe, had no
significant effect on deactivation at �130 mV and even
slowed it at �70 mV. These mutations suggest that decreas-
ing the negative charge (and thus extending the positive elec-
trostatic surface) of the helix further stabilizes NT1–26 inter-
actions with its binding site, but in a voltage-dependent
manner, and implies that the interactions of the helix are sub-
tly different at the two potentials. Mutation of Phe14 on the
hydrophobic face of the helix had relatively minor effects on
deactivation at �70 and �130 mV.
We then asked if breaking the amphipathic helix by substi-

tuting Pro would disrupt deactivation gating. The deactiva-
tion rate of I18P (at a central position within the helix) was
extremely rapid and similar to rates in NTK hERG, in which
the N terminus has been deleted (Fig. 2D). Interestingly, the
D16P mutation had the reverse effect and significantly slowed
deactivation. Thus, breaking the helix or inserting a kink at
position 16 appears to favor stronger interactions of NT1–26
with its binding site. Together, the NMR structure along with
the functional studies indicate that NT1–26 forms an inde-
pendent domain that is connected but not bound to the PAS
domain. The positive face and the �-helical element of the
NT1–26 domain form a surface that is necessary for stabiliz-
ing the open state of the channel.
Could the cNBD Form a Complex with NT1–26 to Regulate

Deactivation?—Previous studies have implicated the cNBD
and S4-S5 linker as sites of interaction with the EAG domain
of hERG (13, 23, 47). Given the functional importance of basic
residues on the NT1–26 domain, we searched for acidic re-
gions on the voltage sensor, pore, and cNBD and C-linker (a
region connecting S6 of the pore to the cNBD) that could
form charge-charge interactions with the N terminus. Fig. 3B
shows the electrostatic surface of a homology model of the
hERG channel cNBD and C-linker based on the crystal struc-
ture of HCN2 (25). The model shows four large acidic patches
on or close to the cNBD C-helix (25), in a region symmetri-
cally orientated around the central pore of the cNBD, and on
the surface facing away from the membrane and presumed to
be largely exposed to the cytoplasm. We hypothesized that
these negatively charged regions could form interaction sites
for the NT1–26 domains with a 1:1 stoichiometry. These

FIGURE 1. Structure of the NT1–26 domain of hERG. A, superposition of
the protein backbone (Ser26 to Val132) for the family of 20 lowest energy
structures calculated using AMBER. B, comparison of the protein backbone
of the PAS domain crystal structure (red, Protein Data Bank accession code
1BYW) with the family of NMR structures (blue). C, peptide backbones (blue)
of Met1–Gln25 from the 20 NMR structures in A superimposed to illustrate
the amphipathic helix extending from Glu11–Gly24. The helix is represented
by a ribbon with the hydrophobic residues in magenta and the charged or
polar residues in cyan. For clarity, only the side chains of residues in the he-
lix are shown.
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acidic patches are due to a high density of Glu and Asp resi-
dues at positions 843, 847, 850, 857, and 864 in and around
the cNBD C-helix. Within the central pore is an additional
group of acidic residues at positions 840, 836, and 837. Acidic
residues were systematically mutated to Lys, and the effects
on deactivation rates were measured as described above. All
the charge reversal mutants on surface positions of the cNBD

significantly accelerated deactivation at �130 mV by a factor
of 2.0–2.7-fold (p � 0.05, n 	 5–8), with E857K and D847K
having the most pronounced effects (Fig. 3, C and D). These
results suggest that alterations to the electrostatic surface of
the cNBD accelerate deactivation in a manner that is consis-
tent with a charge-charge interaction with the NT1–26
domain.

FIGURE 2. A positively charged electrostatic surface on the NT1–26 domain is critical for normal deactivation. A, surface views of the EAG domain of
hERG with the residues colored according to their electrostatic potential; areas of significant negative charge are shown in red and significant positive
charge in blue and neutral in white. The NT1–26 domain extends out to the left of the molecule and is extensively positively charged on one side. B, 180°
rotation of the structure in A about the horizontal axis. Labeled residues in A and B indicate those that when mutated significantly perturb deactivation gat-
ing. The position of the Ile18 residue is indicated with an arrow. Arg20 and Lys21 residues are located adjacent and to the right of Ile18 but are obscured in
this orientation of the structure. C, representative current traces illustrating differences in rates of deactivation compared with WT hERG for channels in
which charged NT1–26 residues have been mutated. Prepulses to �40 mV were applied before stepping down to a range of negative potentials. For clarity,
only tail currents at potentials of �50 to �130 mV in 20-mV increments are shown. D, time constants for deactivation at �70 and �130 mV from single ex-
ponential fits of tail currents from NT1–26 mutants.* indicates time constants that are significantly different from WT hERG (p � 0.05, n � 5).
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FIGURE 3. Deactivation is regulated by electrostatic interactions between the NT1–26 domain and the cNBD. A, schematic representation of structural
domains of the hERG channel, illustrating the intracellular location of the cNBD (and C-linker) with respect to the transmembrane pore and voltage sensor
domains (S1–S6). Ext, extracellular; Int, intracellular. B, surface view of the homology model of the cNBD of hERG with residues colored (as in Fig. 2A) accord-
ing to their electrostatic potential. C, representative current traces (normalized to the peak tail current amplitude) to enable comparison of tail current time
courses for WT hERG (black), E847K (red), and E857K (blue). D, time constants for deactivation for cNBD mutant currents, measured as described previously.
Most mutations accelerated deactivation at both �70 and �130 mV. D864K was unusual in that deactivation at �70 mV was slowed. Asterisk indicates time
constants that are significantly different from WT hERG (p � 0.05, n 	 5). E, modeled complex of the EAG domain (green) and the cNBD and C-linker. Four
molecules of the EAG domain interact with the tetrameric cNBD. Residues in purple and yellow are those mutated by Al-Owais et al. (23), and residues in red
are acidic, and residues in blue are basic. Label a is the unstructured Met1–Pro10 region; b is the amphipathic helix (Gln11–Gly24), and c is the PAS domain.
F, modeled complex rotated 90° about the horizontal axis and 45° about the central vertical axis relative to the image in E. G, expanded view of part of mod-
eled complex showing interactions of one EAG domain (green) with two cNBDs (red). The C-linker is not shown. The NT1–26 amphipathic helix (b) sits in a
cleft at the interface of two adjacent cNBDs. The unstructured Met1–Pro10 region interacts with the C-helix of one of the cNBDs.
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AModeled Complex for Domain Interaction—Using the
NMR structure presented here and guided by the effects of
mutations on the gating kinetics of the hERG channel, we
built a model of the EAG-cNBD and C-linker interaction. The
optimal docked conformation of the EAG domain to the
cNBD is shown in Fig. 3, E–G. In this binding orientation,
the PAS domain interacts with the outer surface of the �-roll
component of the cNBD, in close contact with the residues
identified by Al-Owais et al. (23) to perturb deactivation gat-
ing. The NT1–26 extends via a surface crevice toward the
C-helix acidic patch, with Arg4, Arg5, and His7 able to interact
with Asp843, Glu847, and Asp850.

In the apo-state crystal structures of the MlotiK1 channel,
the cNBD C-helix is revealed to move in response to the ab-
sence of ligand (52, 53). This motion is in the direction of the
crevice occupied by the NT1–26 helix in the docking (Fig.
3G). Thus, the binding of the deactivation domain to the
cNBD may mimic the binding of cyclic nucleotides to the
CNG or HCN channels by tethering NT1–10 to the C-helix
and obstructing the gating motions of this helix. This would
retain the channel in an active conformation, hence slowing
channel deactivation. The exact mechanism for the transfer of
the cNBD motions to the C-linker and channel pore remains
uncertain.
Sequence alignment between hERG and the other EAG

family members shows that although the acidic patch on the
cNBD C-helix is well conserved in other ERG channels, it is
only partially conserved in ELK channels and almost absent in
EAG channels, except at the position corresponding to hERG
Asp843. This may contribute to differences of deactivation
gating between EAG family members despite the virtual se-
quence identity within the EAG domain.
The cNBD mutations did not perturb deactivation gating to

the same extent as NT1–26 mutations. The reason is unclear,
but it could occur because the cNBD negatively charged re-
gion is extensive, and multiple sites of interaction with
NT1–26 may exist. Thus single or double mutations to the
cNBD may not be sufficient to prevent binding with NT1–26,
particularly as this domain is so flexible. We also cannot en-
tirely rule out other sites of interaction. We analyzed our ho-
mology models of hERG to look for other potential interac-
tion sites for the NT1–26 domain closer to the voltage sensor
and pore, but no compelling sites were identified that were
consistent with the NMR structure. Clearly, this may reflect
the limitations of homology models, and further studies are
required to elucidate the precise interactions.
AMechanistic Model for hERG Channel Deactivation—We

have provided evidence that the NT1–26 domain has a posi-
tively charged surface that is critical for deactivation gating.
Mutation of basic residues profoundly accelerates channel
closure. In addition, we have identified a negative surface on
the cNBD that has a 4-fold symmetry, and when acidic resi-
dues are mutated, they result in qualitatively comparable ef-
fects on deactivation to mutation of the N terminus. Based on
this, we propose a model in which the NT1–26 binds via elec-
trostatic interactions to the cNBD to stabilize it in an open
conformation. In HCN channels, the cNBD is proposed to be
mechanically coupled to the activation gate on the channel

pore by the C-linker domain (25). cAMP binding to the HCN
cNBD results in conformational rearrangements that are
transduced to the pore (25). There is good sequence and sec-
ondary structure homology between hERG and HCN chan-
nels in both the C-linker domain and cNBD (24.5% identical
and 41.7% similar). Therefore, it is reasonable to expect com-
parable bidirectional coupling between the activation gate and
cNBD in hERG. hERG channels are not gated directly by cy-
clic nucleotides (25); however, our results suggest the intrigu-
ing possibility that binding of the NT1–26 domain to the
cNBD is transduced to the channel pore to maintain it in the
open conformation. Thus, the stabilization of the open state
of hERG by binding of the NT1–26 domain may be analogous
to the similar effect of cyclic nucleotides on HCN and CNG
channels (54).
Conclusions—Our study sheds significant new insight into

the role of the EAG domain on deactivation gating. Mutations
to hydrophobic patches on the surface of the EAG domain
and the cNBD increase deactivation rates (16, 23). Homology
modeling indicates that the EAG domain can interact with
the cNBD at this hydrophobic interface without constraining
the ability of the NT1–26 domain to form electrostatic inter-
actions with the acidic patch of the cNBD (Fig. 3, E–G). The
NMR data indicates that the NT1–26 domain functions as an
independent functional domain and is unlikely to bind to the
PAS domain. Mutations in the voltage sensor (55–57), S4-S5
linker (13, 47, 58), and C-terminal end of S6 (59–61) can also
profoundly influence deactivation. It remains to be deter-
mined if the EAG domain regulates deactivation by directly,
or allosterically, interacting with these other regions of the
channel. Mutational analysis alone provides limited insights
into protein-protein interactions, particularly if the interfaces
are relatively large or involve multiple interacting partners.
However, the model presented here is self-consistent and in-
corporates the work of others (16, 23). High resolution struc-
tures of EAG-domain complexes with other channel domains
should shed further light on the mechanistic basis of deactiva-
tion gating in hERG.
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