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Summary

The spatial relationship, or degree of colocalization,
between two or more types of molecules in live cells is
commonly detected using fluorescence microscopy. This
spatial distribution can be used to estimate the interaction
between fluorescently labelled molecules. These interactions
are usually quantified by analysing the correlation and/or
the overlap between images, using the Pearson’s and
Manders’ coefficients, respectively. However, the correlation
and overlap coefficients are parameters not designed
to quantify molecular interactions. Here we propose
a new colocalization coefficient specifically designed to
quantify the interactions between molecules. In well-defined
thermodynamic ensembles, this coefficient can in principle
be used to calculate relevant statistical thermodynamic
quantities such as binding free energies.

Introduction

A fundamental task in common fluorescence microscopy is to
infer from a single or a collection of images the underline
interactions between fluorescently labelled molecules. In
biology, for example, this could be the interaction between
proteins. These interactions are usually enhanced or reduced
by several factors, such as posttranslational modifications,
changes in the expression levels of interaction partners,
drugs designed to target these interactions, etc. To gain a
deeper insight into these biological processes is of fundamental
importance to quantify these interactions. This can be
accomplished by analysing the relative spatial distribution
between the molecules from the fluorescent images, a
procedure termed colocalization analysis (Demandolx &
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Davoust, 1997, Costes et al., 2004, Bolte & Cordelieres, 2006,
Zinchuk et al., 2007, Zinchuk et al., 2011).

Colocalization analysis requires the simultaneous or serial
detection of two or more fluorescently labelled molecules.
The image obtained for each colour, or channel, is
stored as three-dimensional arrays in which two of the
three dimensions store the pixel position and the other
dimension stores the fluorescence intensity. To characterize
the interaction between fluorescently labelled molecules
several parameters have been developed commonly called
colocalization coefficients. Their usefulness depends on several
factors such as the underlying biological process of interest,
the noise level of the images and the information that needs
to be extracted. To study interactions that require a resolution
below the diffraction limit several methods based on Forster
(or Fluorescence resonance energy transfer (FRET) have been
developed (Pawley, 2006). Fluorescence resonance energy
transfer-based methods can be used to study only interactions
of pair of molecules below the diffraction limit, in a range of
1 to 10 nm. However, biological interactions can expand a
much broader range and in many cases this high-resolution
level is not necessary. For these cases the two most commonly
used colocalization coefficients are the Pearson’s coefficient
(R) and the Manders’ coefficients (Manders et al., 1992,
Manders et al., 1993). The first one is a measure of the local
correlation between signals and the second is a measure of
the overlapped fraction of each signal. Although we could
intuitively expect that the correlation and overlap between
the signals would increase if there is attraction, or decrease if
there isrepulsion between the molecules, thisisnotnecessarily
the case. The correlation and the overlap between images
are useful tools to gain a qualitative idea of the underlying
molecular interactions but they cannot be used to quantify
these molecular interactions.

We can use a simple one-dimensional example to show that
correlation and overlap are not reliable, or not well-defined
parameters to quantify molecular interactions. Imagine two
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Fig. 1. Intensity or spatial distribution of two kinds of particles, R and G, in
aone-dimensional space. These distributions indicate a degree of repulsion
between particles R and G. Both Manders’ coefficients are 1, indicating
that the overlap between the two signals is complete. The coefficient R
indicates that there is absolute anticorrelation between the two signals.
The Hoe indicates that the particles repel each other and this repulsion
can still be bigger even when there is anticorrelation between the signals.

densely packed kinds of molecules, where the instantaneous
distribution of each molecule type is given by the spatial
distribution functions shown in Figure 1. This could be
visualized as two kinds of interacting liquids in a thin tube.
These distributions show clearly a degree of repulsion between
particlesR and G and that the strength of the repulsion between
these two types of molecules can still be higher, in a more
extreme case of repulsion the molecular distributions would
not overlap. However, the Manders’ coefficients reach their
maximum value, indicating that the overlap between the
two signals is complete. The Pearson’s coefficient indicates
that there is absolute anticorrelation between the two signals.
Both results correctly describe the overlap and the correlation
between these two types of molecules but these parameters
clearly cannot be used to quantify the underlying interaction
between the molecules. For example, the repulsion between
the two types of molecules can still be stronger leading to
a stronger separation between the two molecules. However,
R has already reached a maximum value and would not
recognize this difference. In other words, R is indicating that
there is repulsion but cannot quantify the strength of the
repulsion.

Here we propose a colocalization coefficient that
characterizes the interaction between molecules inspired in
the following molecular-based picture: if the intensity I in the
pixel of an image is proportional to the number of labelled
moleculesin thatregion, then the probability to find amolecule
r in the same pixel as a molecule g can be obtained from an
image by,

N,
Z;’:‘] Ir; Ig;

N, N, :
(Zm) (2t 19)

Hp = (1)
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b R=-1/3

Fig. 2. Twoimages were the red and green signals mutually exclude each
other. In (a) the two signals cover in equal amounts the whole image while
in (b) there are empty pixels. In (b) although the images do not colocalize
Ris more than —1.

where Ir; and Ig; is the intensity of the channels r and g in the
pixel i and N, is the total number of pixels. If the molecules
do not interact, and are therefore randomly distributed over
the available number of pixels N,,, then H, = 1/ N,,. This last
value can help to stress the interpretation of H, i.e. if the
particles are randomly distributed then the probability to find
a given particle r colocalizing with, or at the same pixel i of, a
given particle g is inversely proportional to the total number of
pixels and this particular result is independent of the number of
particlesr and g. Usually, in biology, it is of interest to compare
colocalization results of molecules distributed in different cells
that exhibit high morphological variability. Therefore, it is
reasonable to normalize this probability relative to its random
distribution,

N,
Np Zi=pl Iri Igi
N, N, ’
) (S 1)

in this way when the particles do not interact, or are randomly
distributed, then Hg.; = 1. More strictly, this normalization
should be done by multiplying H, by the area of integration.
In the case of images this is proportional to N, but other
normalization conditions can be implemented accordingly
depending on the case. We can see in the example shown in
Figure 1 that this coefficient has a value somewhere between
0O and 1, less than the random value of 1, indicating that there
is repulsion between the particles. However, this repulsion
can still be higher such that there could be complete mutual
exclusion, in this case it would be H,,.y = 0. The coefficient R
reaches a minimum because, although the repulsion between
the particles could have a higher strength, the signals are
already anticorrelated. It should be emphasized that even
when the particles could have absolute mutual exclusion, this
does not necessarily mean that R will be equal to —1. This
can be visualized with a simple example shown in Figure 2.
In both cases, Figures 2 (a) and (b), the red and green signals
do not colocalize. However, only for case (a) R is —1 while in
the case (b) R is —1/3. The reason can be understood if we
keep in mind that R is a measure of correlation and in (b)

Heoerp = ( (2)
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there are pixels that are not being occupied by any of the two
signals. This fact enhances the correlation between the signals
(i.e. both signals are excluded simultaneously from the empty
pixels) although the signals, or molecules, themselves do not
colocalize.

A fundamental reason why H,..;; works better to quantify
interactions can be understood by looking at it from a statistical
thermodynamic point of view. In statistical thermodynamics
the fundamental parameter used to calculate interactions
between molecules is the probability distribution of the
molecules. The actual strength of the interactions can be
calculated from this parameter using different equations
where the specific form will depend on the particular
thermodynamic ensemble. In this way, the Hg.y can be
used to numerically calculate the interactions in well-
defined thermodynamic ensembles. Although, live biological
systems are clearly out of thermodynamic equilibrium,
several processes can still be well approximated within
certain conditions with a given thermodynamic ensemble.
For example, to study the spontaneous binding of two proteins
in a cell in several cases it can be assumed that within the
average binding time, the volume, temperature and number
of molecules remains constant and therefore the system can be
assumed to be approximately in a canonical ensemble. In this
case the free energy of the system is given by the Helmholtz
free energy. In this regime, the H,.y could be used to estimate
the relative Helmholtz-free energy, F, or the average work
required to get the two molecules in the same pixel using,

F= _M%LOQ (Ht'ol’f]') ’ 3)
where kg is the Boltzmann constant and T the temperature
of the system. This allows connecting this particular
colocalization coefficient with well-defined thermodynamic
quantities.

In the example shown in Figure 1, ifthe system would also be
in a canonical ensemble this would mean that the Helmholtz-
free energy can be used to calculate the interactions between
these two types of molecules. Furthermore, we will show
that this coefficient can in principle also be used to calculate
several thermodynamics parameters in other thermodynamic
ensembles such as the grand canonical ensemble. This can
be achieved through a simple generalization of this coefficient
and using the Kirkwood-Buff theory (Kirkwood & Buff, 1951).

Next we present and characterize the Hg,, as a
colocalization coefficient. We compare it with other well-
established colocalization coefficients using simple examples
to characterize the cases in which each coefficient could be
useful. We discuss the behaviour of each coefficient when
different sources of noise are present. Finally, we apply the
H,oefr to analyse the colocalization between sites of replication
and particular chromatin regions along the cell cycle, using
the H..y and R coefficients to analyse biological images with
different signal-to-noise ratios.

Description of commonly used colocalization coefficients

The coefficient R, the overlap coefficient (Over) and the
Manders’ coefficients (Mg and M) are widely used to measure
the degree of correlation or overlap between two signals
(Manders et al., 1993, Zinchuk et al., 2007, Zinchuk &
Grossenbacher-Zinchuk, 2009). Among them, R is the oldest,
best characterized and most commonly used,

S (I = (Ir) (Ig; — (Ig))
\/(Zf“:ﬂl (I —(n)7) (S (19— 19))?)

This coefficient measures the correlation between two
signals, in this case Ir; and Ig;. As we showed, if particles r and
g interact, they will display a correlated signal. However, as
mentioned before, signal correlation isnot sufficient to describe
the strength of the interaction between particles.

The Overlap coefficient can be obtained from R by removing
the average values,

R= . (4)

N,
Zi:l IY',‘ Igi

S 0) (22 1a)

A disadvantage of this coefficient is that it does not have a
clear interpretation such as R and the Manders’ coefficients.
The Manders’ coefficients have a clear interpretation and
characterize very well the fraction of overlapped signal of each
channel. The Manders’ coefficients have been introduced to
solve the strong influence that the ratio of the number of
objects in each signal channel has over R and the Overlap
coefficients. To solve this, the degree of colocalization is
expressed separately for each channel as,
MR _ Zlf\‘:‘yl\}ri,cdou , M; — Z;\ilwlgi,Coloc . (6)
ity I 221 1gi
These coefficients are clearly much better for characterizing
the overlap between the signals than the Overlap coefficient.
If particles r and g attract each other, it is expected that the
signals will display a higher overlap. However, if the overlap is
high, this does not necessary imply any underling attraction
between the particles, as showed in the example of Figure 1.
Each coefficient has a different range of values that
characterize different regimes. In the case of R, if the signals
are strictly correlated then R = 1, if the images are strictly
uncorrelated then R = -1, and if there is no correlation, or
random correlation, between the signals R = 0. The Overlap
and Manders’ coefficient have only two characteristic values, 1
iftheimages fully overlap, and O ifthere isno overlap. Similarly
to R, the H,. also has three characteristic regions of values.
The difference is that the H, characterizes interactions. If
the particles repel each other it is expected that He.; <1,
if the particles do not interact and therefore the signals are
randomly distributed H...y = 1, and ifthe particles attract each
other H >1. In particular, if there is no overlap between

Over =
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the signals H,.y = O and if both signals are concentrated in a
single pixel Hepeff = Np.

The He,efr, R, and Over coefficients implicitly do not exclude
any part of the image under consideration. However, the
Manders’ coefficient Mr (Mg) implicitly excludes from the
computation any region of the image where the R (G) signal
is zero. This implicit exclusion can be particularly useful to
narrow theregion ofinterest. The other aspect ofinterestisthat
the equations listed only consider the case of the interaction
of two signals or molecules but in some cases it is of interest
to study simultaneously the binding or colocalization of more
than two molecules labelled with different dyes. Therefore, we
discussin the Supplementary material, part (i) and (ii), possible
generalizations of the H,,.;y and R to consider these cases. The
results presented in Tables 1-3 are expanded in Tables 1-3 of
the supplementary material to include these parameters.

The colocalization coefficients considered so far compare
signals at each individual pixel. In the case of the Hy, the
result can be interpreted as a magnitude that is proportional
to the probability of finding a given particle R in the same
pixel as a given particle G. Analogously, in the case of R, the
results can be interpreted as the average correlation of the
signal R and the signal G at each pixel. This analysis does
not provide information about interactions or correlations
between signals that go beyond one pixel. This can be critical if
we consider the interaction or correlation between molecules
mediated by other molecules. In this case if molecules within
a region do not directly interact, the colocalization analysis
could wrongly indicate that the signals are not correlated. To
take into account this possibility we consider next a spatial
generalization of the colocalization coefficients.

Spatial correlation

Studding the spatial correlation between images has a wide
spectrum of applications. This can be used to obtain relevant
structural information to further characterize the interaction
between molecules. This structural information can also be
used to align images and reduce noise (Wu et al., 2010,
Zinchuk et al., 2011). In biology, there are several cases
in which different molecules could interact with each other
but still be separated by a distance greater than the pixel
size. There are several important biological examples in
which the interaction between molecules is mediated by
other intermediate molecules along a given pathway. For
example an extracellular signalling protein can bind to a
receptor located at the cell plasma membrane and activate
a pathway leading to the translocation of a cytosolic protein
to the nucleus. In this example, the interaction between
the signalling protein and the cytosolic one is mediated by
membrane receptors and other downstream proteins that lead
to the translocation of the cytosolic protein into the nucleus.
This is the case for example of the nerve growth factor that
binds to TrkA receptors leading to the nuclear translocation
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of protein kinases such as mitogen-activated protein kinase
(Sorkin & Von Zastrow, 2002).

In these cases it is necessary to evaluate these coefficients
between particles located in different pixels and in this sense
colocalization can be thought as a special case of spatial
correlation. The spatial generalization of the coefficients can
be done as follows, for the Heefr

N,
NP Zi:l (Iri Zr<Ai}'<r+A Igl)
N, N,
(Zi:ll Iri) (Zizll Igi) (Z)’<Ai}'<r+A 1)

Hegepr (r) = - (7)

and for R
R(r) =

Z;’l ((17’; - <'”’>)Z,»<Aii<"+A (19; - (Ig)))
(Z»-<Aii<1‘+A 1) \/(Z,\:‘l (Iri — (1"»2) (2111 (Igi = (1{1))2)
(8)

Where A is the thickness of the interval evaluated at a distance
rand Aj is the distance between the pixel i and pixel j. The
extra lower summation is used to normalize the equation by
the number of pixels counted in the g channel for each distance
r. The spatial generalization of the other coefficients can be
done in a similar way.

The spatial generalization of the H.y, Eq. 7, provides a
natural connection with the Kirkwood-Buff theory (Kirkwood
& Buff, 1951), which is the most powerful theory of solution.
This theory only requires the knowledge of integrals over
the distance of radial distribution functions, to calculate
thermodynamic properties such as compressibility, partial
molar volumes and chemical potentials.

Next we present three applications of the colocalization
coefficients. First, we will consider a couple of simple abstract
examples, one that resemblesinteracting particles and another
one for abstract images. Finally, we will show and discuss
the results of these coefficients on biological images. To these
biological images we will also apply the two spatial correlation
coefficients.

Application to simple abstract models of interacting particles

To gain more insight into the colocalization coefficients,
we present now a simple example that mimics interactions
between molecules and where the average quantities for all
the parameters can be exactly evaluated. In this example, we
consider two kinds of particles labelled in red and in green,
which are free to move between the pixels, the area of each
pixel is assumed to be big enough to hold all the particles.
The interaction between particles can be either: (a) Two or
more particles can be absolutely bound and always colocalize.
(b) Repel each other such that there is absolute exclusion
between two particles, being always in different pixels. (c)
No interaction, and the particles move randomly relative to
each other. Based on these three kinds of interactions, we
constructed different cases and computed the average value
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Table 1. Average colocalization coefficients for R (red) particles and G (green) particles located at 4 and 9 discrete positions. In (a)—(d), (i), (j) we consider
4 R and 3 G particles, and in (e)—(h) 4 R and 4 G particles. In (a) and (e) all the particles are randomly distributed. (b) One G particle is bounded to one
R particle. (c) It is considered two R particles individually bound to two G particles and two R particles bound to a single G particle. In (d) and (h) all
particles are bound. (f) Each R particle is individually bound to a G particle. (g) It is considered 3 R and 3 G particles all bound together and 1 R bounded
to 1 G.In (i) and (j) it is considered the case of repulsion, as indicated by the arrows, between R and G particles. Herce et al. 2012.

nr and ng N, Hepef R Over Mg Mg
EEEN 4 1 0 0.571 0.578 0.685
(@) EE Nl 9 1 0 0.317 0.297 0.375
HEN 4 1.25 0.250 0.688 0.686 0.789
(b) N 9 1.667 0.278 0.508 0.473 0.583
I I r 4 2 0.906 0.965 1 1
(© 9 3.667 0.934 0.953 1 1
' 4 4 1 1 1 1
(d) 9 9 1 1 1 1
EEEN 4 1 0 0.606 0.685 0.685
(e) OO & E 9 1 0 0.351 0.375 0.375
I I I I 4 1.75 1 1 1 1
® 9 3 1 1 1 1
- I 4 2.875 1 1 1 1
(g) 9 6 1 1 1 1
= . . .
(h) 9 9 1 1 1
EEN 4 0.916 ~0.084 0.532 0.542 0.648
(i) (R 9 0.916 —0.035 0.294 0.275 0.349
[N | 4 0.833 ~0.166 0.493 0.507 0.613
) m 9 0.833 ~0.069 0.270 0.253 0.323

for each coefficient over all the possible configurations for
each case. We computed these average values over all possible
conformations for images composed of four and nine pixels.
Similarly, in biological studies, one or several images are also
used to obtain statistical relevant information.

In (a) the particles do not interact and therefore there is a
random distribution over the pixels. The H,,; and R all have
well-defined values; this is not the case with the Overlap and
Manders’ coefficients. In (b) a red and a green particle are
bound. In this case, the probability to find a green particle
and red particle in the same pixel increases and, as expected,
there is an increase in all coefficients relative to their value
for the random distribution (a). In (c) every green particle
is bound to at least one red particle and we can see that
the Manders’ coefficients reach their maximum value while
the rest coefficients only reach this maximum value when all
particles are bound together as in case (d). In (e) there is an
extra G particle relative to (a), and there are equal number of
particles of each type. In this case the value of H,,.y and R do
not differ, each coefficient indicates that the particles do not
interact and are not correlated respectively. This information

is more difficult to obtain using both Manders’ and the Overlap
coefficients.

If the numbers of particles are the same R, Overlap and
Manders’ do not distinguish between cases (f), (g) and (h).
The reason is that in these cases the signals will be absolutely
correlated and overlapped. Since the H,.,; measures the
probability to find an R and a G particle at the same position
relative to the same probability when the particles do not
interact and are randomly distributed, its maximum can only
be reached when all the particles are bound together as in
case (h).

We can see that when the particles repel each other all
coefficients decrease relative to their random values. In the
case of R and the H.,; this random value is O and 1,
respectively, independently of the problem.

Colocalization coefficients, besides being commonly used to
study biological molecules through the analysis of images,
are also commonly used to compare the degree of similarity
between images. Therefore, next we will consider the
evaluation of the coefficients on abstract images as was done
originally by Manders (Manders et al., 1993).

© 2013 The Authors
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Table 2. Colocalization coefficient results obtained after different combinations of abstract images composed of equal objects. In the first two rows are

shown the pair of images taken as the red (R) and green (G) channel and in the rest of the rows the colocalization coefficients for each pair of images.

Herce et al. 2012.

R channel

G channel

Hcoeff 134 10.023 3.34 0

R 1 0.7298 0.189 -0.081
Over 1 0.75 0.25 0

Mg 1 0.75 0.25 0

Mg 1 0.75 0.25 0

4.455 13.4

10.023
0.2396 0.4855 0.235
0.289 0.5 0.25
0.25 0.25 0.0833
0.333 1 0.75

Application to simple abstract images

We can obtain a further insight into the features of each
parameter by looking at abstract images. In Table 2, we use
similar images as the ones introduced by Manders (Manders
et al., 1993), which contain patterns of objects defined by
Gaussian intensity distributions. Each Gaussian object in the
image has a diameter of 12 pixels full with at half maximum.
Each image contains 256 x 256 pixels. In Table 3 we also
considered images with other objects, such as Ah and Bh
where the objects have the same shape but with a different
intensity, Ainv is image A inverted, Abin and Abin inverted
are binary images, ARd isimage A with added Gaussian noise,
and Rd a randomly generated image.

We can see in Table 2 A-A, that when the two images are
the same, and therefore, the signals are perfectly correlated
and overlapped the R, Mg,g, and Over reach their maximum
values. The H., is bigger than 1, indicating that if the
images are showing two kinds of particles then these particles
attract each other. This attraction could still be higher if
all the particles would be concentrated in the same pixel
and this is why the H still does not reach its maximum
value.

In A-B, the numbers of Gaussian objects in B are the same as
in A, but only 75% of them overlap with the Gaussian objects
in A. This reduces the correlation and therefore R and reduces
all overlap coefficientsto 0.75. This alsoreduces the H since

Table 3. Colocalization coefficient results obtained after different combinations of abstract images composed of different objects. In the first two rows are

shown the pair of images taken as the red (R) and green (G) channel and in the rest of the rows the colocalization coefficients for each pair of images.

Herce et al. 2012.

R channel

G channel

A-Ainv Abin-Abinlnv

© 2013 The Authors
Journal of Microscopy © 2013 Royal Microscopical Society, 249, 184-194
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this signal would indicate that there is less probability that a
given particle R would be in the same pixel as a given particle
G.In A-C, the amount of Gaussian objects in C are the same as
in A but only 25% of them overlap with the Gaussian objects
in A. This further reduces the correlation and therefore R and
all overlap coefficients to 0.25. This accordingly reduces the
Hcoej]'-

In A-D, there is no overlap between the Gaussian objects
in the images. This results in R being close to O that could
be wrongly interpreted as a random correlation between the
objects. If these objects would represent particles and the
image would contain a statistical significant number of these
particles, then R might seem to indicate that there is no
interaction between the particles. However, if the particles
were not able to overlap this would indicate that there
is repulsion between them. This apparently contradictory
effect is simple to understand if we keep in mind that R
measures correlation and that correlation cannot be strictly
associated with interactions. In this case, although the
Gaussian objects in the two channels are not correlated
giving negative contributions to the R, in the image there
are also significant regions where there are simultaneously
no objects in both channels, adding a significant positive
correlation. These two contributions compensate in this case,
resulting in an overall almost O value for R. A simpler example
was presented in Figure 1. This clearly does not mean that
the objects are randomly distributed. If the objects would
represent labelled molecules, the image would indicate that
they repel each other. Otherwise, at least some of the objects
would overlap. Therefore, this example demonstrates that
correlation should be used very carefully when it is used
to parameterize the interaction between labelled molecules
from images. The H,,;; would indicate that there is absolute
repulsion between the objects since thereisno overlap between
them.

In A-F, the two images have different number of objects but
all the objects in the G channel colocalize with the objects in
the R channel. In this case the H,,,y indicates that the relative
interaction between the particles captured in each channel is
the same as in the case A-A. However, the correlation and
overlap between the signals is reduced and therefore all the
other coefficients are reduced relative to the case A-A.

In Table 3 A-Bh, the number of objects are the same but in
the G channel the objects have the same Gaussian distribution
but their intensity is four times more intense in the first
quadrant composed of nine objects in the upper left relative to
the quadrant in the lower left and it is gradually reduced from
left to right. If these signals can be interpreted as interacting
molecules, this conformation would indicate that it is equally
probable to find an R particle with a G particle than in the case
A-A. This would indicate that the attraction between particles
in both channels is the same as in the case AA. However, the
correlation between the channels is reduced and R has a lower
value.

In Bh-Bh, both signals are more concentrated indicating an
increased probability to find an R particle with a G particle and
this is reflected in an increase in the Heoey.

In A-Ainv, the G channel is the inverted image of the
R channel. This case is analogous to the one-dimensional
example shown in Figure 1. If each channel can be interpreted
as interacting molecules, then this will indicate that there is
repulsion between the molecules. However, since there is a
partial overlap between both channels this repulsion is not
absolute, particles repel but thermal fluctuations for example
could partially break the energetic barrier imposed by this
repulsion producing partial overlap. Although the repulsion is
not absolute, the signals are absolutely anticorrelated bringing
R to its minimum. Furthermore, in this case the R channel is
almost completely overlapped with the G channel. Therefore,
Manders’ coefficient shows that the R channel fully overlaps
with the G channel. However, this result also cannot be linked
to the underlying molecular interactions.

In Abi-Abii, the signals of both channels do not overlap.
This case would indicate an absolute repulsion between the
molecules of each channel. Therefore, the probability of finding
a particle in the R channel colocalizing with a particle in the
G channel is zero and the H, is zero. In terms of the free
energy, this would indicate that the energetic cost of bringing
the particles of each channel to the same pixel is infinite. For
example, if the system is in a canonical ensemble then the free
energy is proportional to the logarithm of the H,y and in this
case this value would be infinite.

In A-Rd, the G channel is randomly distributed relative to
the R channel indicating that there is no interaction between
the particles of each channel. This brings the H, close to one
and, since there is also no correlation, R is close to zero.

In this last case a Gaussian noise was added to the image.
Further, in microscopy images there are several other sources
of noise that could make more difficult to interpret the results.
Therefore, next we will use a pair of these abstract images to
characterize the behaviour of each parameter as some of these
sources of noise are progressively increased.

Noise analysis

Several sources of noise are present in standard fluorescence
microscopy images, which affect the colocalization coefficients
in different ways. To simulate the sources of image
deterioration that commonly appear in confocal imaging and
look at the effect on the colocalization parameters, images were
gradually degraded with background, crosstalk and Poisson
noise.

Homogeneous background

This kind of noise is usually generated by ‘dark current’ (DC),
which is a relatively small electric current that flows through
the photo multipliers even when no photons are entering the

© 2013 The Authors
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Fig. 3. Colocalization coefficients dependence on added homogeneous
background noise (BG) on the pair of images in Table 2 column A-G. In
the first and last columns, the images without any noise addition and
with the addition of 20% background noise are presented, respectively.
In the plots of each coefficient, the background noise is linearly increased
between 0 and 20% of the average pixel value of each image.

device. This can be simulated by,

Ripc = Ri + Bpc (9)
and

Gipc =G;+ Bpc, (10)

where B is a constant value that represents the uniform
background. For the R and G channels we choose the pair of
images in Table 2 column A-G. In Figure 3 we show the result
for a variable background noise, which is linearly increased
between 0 and 20% of the average pixel value of each image.

We can see that this kind of noise has the strongest effect on
Manders’ since it increases drastically the overlap between the
images. The coefficient R and Overlap values remain almost
constant and the H,,. has an effect that is proportional to the
added noise.

Crosstalk

This kind of noise could be caused by cross-reactivity of the
fluorescent probes and signal leak between channels produced
by an inappropriate filtering of the signal by the optical
components ( Manders et al., 1993, Gavrilovic & WAHIby,
2009). This kind of noise can be simulated using

Ri,cross :(1 _05) Ri +ﬂG1 (11)
and
Gi,vross :(1 _IB)Gi + o R; (12)

where o and B represent the crosstalk factors. In this case,
we varied o and g8 such that the crosstalk in each pixel was
between 0 and 20% of the pixel intensity value in the opposite
channel (Fig. 4).

There is a strong effect on all the coefficients except on the
H,o.y where the change is proportional to the crosstalk noise
added to the images.
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Fig. 4. Colocalization coefficients dependence on added crosstalk noise
(CT) on the pair of images in Table 2 column A-G. In the first and last
columns the images without any noise addition and with the addition
of 20% noise of the average pixel signal value in the opposite channel
are shown. In the plots of each coefficient, the crosstalk noise is linearly
increased between 0 and 20% of the average pixel signal value in the
opposite channel.

Poisson noise

The major source of noise in a confocal image is usually
quantum noise, originated mainly by statistical quantum
fluctuations of the number of photons detected. This kind of
noise can be simulated using a Poisson distribution,

_rc (Ri.CHXC)
P{Ri,noise = X} =e RC (Ixic)' (13)
and
_g.c(Gi.C (2.C)
P{Gi.noise = X} =e (JI‘C(Té)!s (14)

where P is the probability that a grey value of the image with
the added noiseisequal to X. The number of simulated photons
per grey-value is represented by C.

Instead of variably adding noise, we degraded independently
the images adding Poisson noise in a signal to noise ratio of 1
db. Then we applied a threshold to the signal and we gradually
decreased it. In this case we compared two independently
degraded images generated from Table 2 column A-A. In
Figure 5 we can see these images at the initial and maximum
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Fig. 5. Colocalization coefficients values after independently adding
Poisson noise on the pair of images in Table 2 column A-A, and then
progressively decreasing the threshold in each of them. The images with
the highest threshold (1) and the lowest threshold (20) considered are
presented, as well as the signal to noise (S/N) ratio for each threshold
considered.
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Fig. 6. Application of the H,. and R to biological samples and impact of thresholding. In the first three rows confocal time lapse microscopy images
of the same cell at different stages of the cell cycle are shown. The heterochromatic regions are labelled in red and the replication sites are labelled in
green. For details on the labelling and acquisition procedures see (Casas-Delucchi et al., 2011b). The first five columns depict the images after applying
a high threshold. The rest of the columns show the same images but with a low threshold. The 4™ and 5™ rows display the Heoeyp and R results for
40 images acquired throughout the cell cycle at 30-minute intervals. The left insets present the spatial correlation functions obtained using Egs. (7)
and (8), where the axes r is the distance between pixels and in the figure is shown the correlation up to a distance radius of 20 pixels. The right inset
shows an amplified view of the plot for the Heor. The software used to perform these analyses has been made open source and can be downloaded from

http://cardoso-lab.org/pages/software.htm).

cutoff considered in position 1, and the minimum cutoff value
considered at position 20.

An interesting aspect of this kind of noise is that R, the
overlap and the Manders’ coefficients all increase, after a
certain value of increasing noise, indicating higher correlation
and overlap. The H,, still decreases progressively to arandom
value. We will show next that in real images obtained from
biological samples a similar effect is takes place.

Next, we consider the behaviour of R and the H.; on
confocal images obtained from actual biological samples
considering two levels of thresholding to increase the signal to
noise ratio.

Biological application to cell-cycle analysis

Before a cell can divide, its DNA must be completely duplicated,
a process called DNA replication, which happens during
the synthesis (S-) phase of each cell cycle. DNA replication
takes place in a defined spatiotemporal order. In general,
euchromatic, gene-rich, domains reside in the interior of the
nucleus and replicate in early S-phase, whereas the gene-poor

heterochromatin occupies clustered domains and replicate
mostly in late S-phase (Leonhardt et al., 2000, Casas-Delucchi
etal.,, 2011a, Casas-Delucchi et al., 2011b).

In Figure 6 sites of active replication are labelled in green
and heterochromatic regions, also called chromocentres, are
labelled in red. The images were acquired following a single
cell along the cell cycle as described in Casas-Delucchi, van
Bemmel et al. 2011. To reduce the background noise a
local threshold was applied. This local threshold consisted
on calculating the average intensity on a square patch of
40 pixels around each pixel was measured and if the pixel
intensity was less than 1.2 (high threshold), or 1.0 (low
threshold), times higher than this average the pixel was
made equal to zero. The software we developed to perform
these calculations can be downloaded from http://cardoso-
lab.org/pages/software.htm).

We can see that in early S-phase there is anticorrelation
between the two signals indicating that the replication is
occurring mostly outside of the heterochromatic regions.
However, in the late S-phase, as the replication foci
accumulate in the heterochromatic regions, the colocalization
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sharply increases. The coefficients R and H,.; qualitatively
agree. However, if we lower the threshold of the images, the
colocalization according to R increases significantly while the
Heoefr gets closer to 1. This indicates that, although the signals
can be more correlated according the R, the H,,, correctly
indicates that the signals are more randomly distributed when
the threshold is reduced. This behaviour is similar to the one
shown in Figure 5 for the Poisson noise that enhances the
correlation between the signals when the noise increases. In
the inset we show the spatial correlation, Egs. (7) and (8),
between the signals. In this case, the spatial correlation of
the replication sites relative to the heterochromatic regions
is presented. As the distance to the heterochromatic regions
increases the correlation between replication sites relative and
heterochromatic regions approximates to 1 in the case of the
Hyep and to O in the case of R indicating that the signals
become randomly as the distance between the two signals
increases.

Conclusions

The interaction between molecules is a fundamental
parameter of interest in science. Here, we showed that in
microscopy image analysis this parameter can be properly
quantified using the Hyy. Furthermore, in a well-defined
thermodynamic ensemble this coefficient can in principle be
used to calculate thermodynamic quantities such as binding
free energies. We generalized this analysis to not only the time
dimension but in particular to the spatial dimension.

To illustrate the behaviour of the H,,.;y and other commonly
used colocalization coefficients under different conditions,
we presented two simple examples in detail. Analysing
all the possible configurations of a simple example of
interacting molecules, we were able to show that indeed
the H.p is the only coefficient that has a proper range to
quantify interactions between molecules. Analysing abstract
images we could see that even if the H.,., is specially
suited to quantify interactions, it can also complement the
information provided by R and the Manders’ coefficients to
compare images. Each coefficient quantifies colocalization
by measuring complementary quantities, a measure of the
strength of the interaction between the molecules can be
obtained by the H,r, a measure of the correlation between
the signals can be obtained using the R, and a the degree
of overlap between the signals can be obtained using the
Manders’ coefficients.

Several sources of noise are always present in the
acquisition of microscopy images. Therefore, we analysed the
individual effect of the most common sources of noise on
the colocalization coefficients. We found that, as expected,
background noise and crosstalk have the strongest effect on
Manders’ coefficient. Background noise has no effect on the
R. This can be understood if we keep in mind that a constant
addition in the signal does no change the relative increase
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or decrease of a signal and therefore this cannot affect the
correlation between signals. The most surprising result is
the effect of the Poisson noise in the images. The correlation
and the Manders’ coefficient initially decrease with increasing
levels of noise and after a certain level the noise increases the
correlation and the overlap between the signals. The H
instead shows a steadily decrease toward 1 as the signal to
noise ratio decreases. We show that a similar effect is present
as the threshold of microscopy images is decreased.

The Hyey and R can be naturally affected by the relative
number of molecules captured in each channel. When there
is a big difference between the numbers of molecules captured
in each channel the coefficients could indicate no interaction
or correlation even when the molecules might attract each
other. Thisisnot a problem for the Manders’ coefficients, which
were specifically designed to correct this behaviour. Here, we
also propose simple generalizations of the H,; and R (such
as Hg g, Hrg, Pr.g and Pgg, see Supplementary material) to
improve the behaviour of these coefficients when there is a
big difference in the relative number of molecules in each
channel.

The resolution of biological images has recently increased
beyond the diffraction limit making possible to resolve
individual molecules (Baddeley et al., 2010, Grunwald et al.,
2008, Schermelleh et al., 2008). In this case, even when
molecules might not colocalize they might have a range of
attraction orrepulsion that goesbeyond a single pixel. Here, we
generalize the concept of colocalization to spatial correlation
functions where colocalization is a particular case.

Finally, we applied the generalized H.;; and R to quantify
the interaction between replication sites and heterochromatic
regions along the cell division cycle. This shows a stronger
attraction of the replication foci toward the chromocentres as
the cell enters late S-phase. With low noise the H.,;; and R
qualitatively agree. However, when the noise is increased, R
displays an artifactual higher colocalization of replication sites
with the heterochromatic regions even in the G1 phase. This
effect is consistent with the enhancement of the correlation
between the images induced by Poisson noise as we simulated
with model images. On the other hand, when the noise
is increased the H.. correctly describes a more random
behaviour between the molecular signals.
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Additional Supporting Information may be found in the online
version of this article at the publisher’s web site:

Fig. 1. Qualitative representation of an image with two
channels, red and green, and different possible regions of
interest. (a) The region of interest is the whole image. (b) The
region of interest is defined by the pixels where the signal of
the red or green channel is higher than zero. (c) The region
of interest is defined by the pixels where one of the signals is
greater than zero, in this case the red signal. (d) The region
of interest is defined as the pixels where both channels have a
signal greater than zero.
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