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Abstract

Chemical reactions inside cells are generally considered to happen within fixed-size com-
partments. However, cells and their compartments are highly dynamic. Thus, such stringent
geometrical assumptions may not reflect biophysical reality, and can highly bias conclu-
sions from simulation studies. In this work, we present an intuitive algorithm for particle-
based diffusion in and on moving boundaries, for both point particles and spherical particles.
We first benchmark our proposed stochastic method against solutions of partial differential
equations in appropriate scenarios, and further demonstrate that moving boundaries can
give rise to super-diffusive motion as well as time-inhomogeneous reaction rates. Finally,
we conduct a numerical experiment representing photobleaching of diffusing fluorescent
proteins in dividing Saccharomyces cerevisiae cells to demonstrate that moving boundaries
might cause important effects neglected in previously published studies of cell
compartmentalization.

Introduction

Moving boundaries can have significant effects in the simulation of biological systems. For
instance, it has been suggested that rapidly changing geometries in dividing cells might be
important factors driving asymmetric cell division [1], while growing domains have already
been identified as important elements in accurate models of cell migration [2] and tumour
growth [3], among many examples.

Previous work in the area has mainly focussed on deterministic approaches, which might
prove unsuitable for many biological applications. This is especially the case when the popula-
tion of reactants can be on the order of only a few individuals, or when noise may propagate
within the system causing non-classic effects [4]. In a stochastic setting, there are some exam-
ples of growing domains in the context of the reaction-diffusion master (Eq 2), where particles
diffuse on a discrete lattice, and each particle is assumed to be evenly-distributed within each
voxel on the lattice. However, there are significant drawbacks to the master equation approach:
in the limit of a very fine lattice, master equations cease to account for bimolecular reactions
[5]; and the discrete nature of the lattice fails to account for particle size, making it problematic
to account for volume exclusion effects. Perhaps even more importantly for our purposes is
that master equation approaches can introduce inaccuracies at boundaries [6] for several types
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of boundary conditions. Thus, there is an outstanding need for a simulation methodology
incorporating both moving boundaries and stochastic effects, without the introduction of the
artefacts that the reaction-diffusion master equation suffers from.

Alternative approaches for simulating stochastic reaction-diffusion systems with moving
boundaries might draw from existing methodologies available for static domains. Potentially
promising approaches which do not suffer from the aforementioned drawbacks treat space con-
tinuously, and can broadly be placed into two categories: simulators with fixed time steps, and
simulators with adaptive time steps. For simulation techniques with adaptive time steps [7, 8], the
general approach is to consider imaginary domains around each diffusing particle such that the
imaginary domain of one particle does not overlap with that of another. Analytical forms for the
Green's functions for single particles can then be used to calculate the first hitting times to each
imaginary domain boundary, and to propagate the particles at each time step chosen according to
the smallest first hitting time. This allows the simulator to consider particles independently of
each other at different time steps, in which case analytical solutions from single particle systems
can be used. For interactions with boundaries, analytical forms for the Green's function with the
appropriate boundary are needed. Extending such approaches to moving boundaries can become
problematic, since Green's functions must be calculated for problems with moving boundaries,
every time step. In general, these are not equations that lend themselves to analytical solutions, so
numerical approaches become necessary for most simulation domains. Schemes for handling
these problems do exist, such as moving finite elements [9], or Level-Set methods [10]. These
approaches are commonly used to investigate problems involving solving partial differential
equations (PDEs) across phase-changes, and they can be generalized to time-varying domains.
However, these numerical approaches can entail significant computational costs, which makes
using them unfeasible, especially when simulating systems with many particles. It is possible to
choose an adaptive time step such that at most one particle interacts with a boundary per adaptive
time step, thus limiting the required number of PDEs with moving boundaries to be calculated to
a single instance. However, this would limit the adaptive time step to take small increments, and
by consequence greatly hinder the numerical efficiency of the algorithm.

In this paper, we propose that the most promising approach for simulating reaction-diffu-
sion in and on moving boundaries in feasible computational timeframes is to build on the basis
of particle-tracking methods [11]. The crux of the algorithm is to choose a fixed time step, and
propagate particles according to distributions consistent with their Green's functions in free-
space. If a particle should fall outside the domain after a time step, it can be mapped back into
the domain according to some rules. While such approaches have been used in static domains
[11], we address here their applicability to dynamically changing domains.

We demonstrate the accuracy of our approach by numerically showing that particle-trackers
can give sample paths consistent with corresponding PDEs in scenarios with moving bound-
aries. This investigation is conducted for point particles, as well as spherical particles with finite
radii. Additionally, we investigate the effect of moving boundaries on mean-squared displace-
ments, and how they can give rise to unexpected, non-standard reaction rate profiles. As a final
application, we numerically investigate photobleaching in a dividing S. cerevisiae cell. This pop-
ular experiment has so far only been investigated in static domains, and we demonstrate here
that moving boundaries can induce important effects that had not been accounted for so far.

Results
Formulation

We assume the probability of a particle to simultaneously react and collide with a moving
boundary to be negligibly small, thus allowing us to consider particle-boundary and particle-
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particle events separately. With this in mind, our aim is to construct a simulator that generates
sample paths consistent with a suitable partial differential equation (PDE), i.e. the diffusion
equation, for the probability density of a single particle with moving boundaries. After con-
structing this diffusive motion, interactions between particles may be added by established
techniques.

For the following sections, we consider a closed time-dependent domain Q; € R (d e N)
with a smooth boundary I';. We denote the region outside of the boundary by Q;. For every x €
I',, we denote the velocity and the outward normal vector to the boundary by v,(x) =
W v and ny(x) = (1), 6. n), respectively. Note that we consider a d-
dimensional Euclidean space so as to provide a general setting for our algorithm.

Diffusion and reaction events within moving boundaries. We assume that the probabil-
ity density function (PDF), P, of a single particle in {2, undergoing Brownian motion obeys the
following relation:

oP ‘
i DV’P for x €Q, with VP = —(v,n,)P on T, (1)

where the boundary condition has been derived by imposing the conservation of probability.
Namely, assuming that the boundary condition takes the form VP = g(P, v, n,) forallx € I',,
the following must hold:

d oP
T J Pdx = Jadx + J(vt.nt)PdX

Q; Q I

- J(g(Pv Vis nt) + (Vt'nt)P)dX =0,

Iy

where the first equality follows by applying Leibniz’s integral rule. The second equality follows
directly from the Divergence Theorem, namely by equating the rate of change of probability in
the domain with the flux of probability through the domain boundary. Comparing terms yields
the boundary condition in Eq 1. It is worth noting that for a static domain, v,(x) = 0 for allx €
I'; holds, and the boundary condition takes the form of a zero-Neumann type. In what follows,
we will concentrate on Neumann boundary conditions. However, generalisations of the particle
tracker to incorporate effects of Robin boundary-conditions directly follow from existing meth-
ods of semi-permeable membranes in the case of static boundaries [11].

Since Eq 1 represents a diffusion equation with particle conservation within the domain, a
natural simulation procedure would be to propagate each particle according to a Gaussian dis-
tribution, and map any escaped particles back into the domain. Thus we constructed an algo-
rithm represented by the pseudo-code in Fig 1 and graphically in Fig 2a. In summary, we
introduce n € N particles, which we enumerate with some index i € {0, 1,.. ., n}, each with
radius p; and associated diffusion coefficient D,. Note that the explicit incorporation of particle
size allows this method to circumvent problems associated with master equation (please refer
to the Introduction for further details).

Each particle is propagated in a small time step, dt, along each Cartesian coordinate accord-
ing to a Normal distribution with mean zero and variance 2D;dt. At each time step ¢, we check
for any particles lying outside €, or within the particle radius away from I',. For each of these
particles, we calculate the point on I'; which is closest to the escaped particle, and construct a
vector, r, from the particles position, x;, to this point. For point particles (i.e. p; = 0), we set

(new)

x; " = x, — kr, for some k > 1. For particles with positive radius, we place the particles at the
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Given neN particles, define their positions x\” = (x,(?),xf‘;) xl(‘?)) e R’ for
i=1,2,...,n such that x” e Q, and \xﬁ‘” —y0| p forall y, eT,. Definea

maximum time of the simulation, ¢ __.Set =0 and define some small dt.

max

While r <z :
t=t+dt
Fori=1,...,n:

x) == N-0,2Ddr x." N-0,2Ddt ,..x; " N-0,2Ddr

1

p, with y, ¢, or x" ¢ Q :

Forall i such that \xﬁ‘” -y,
Find y, e T, which minimizes |x, —y,|
Setr, =x, -y,

Set x, =x;,—kr, if p=0

Set x; =X, — kr; then move particle in the direction of n by p if p>0.

Forall i>00 %:
Forall j=1,..n and j#i:
reac)_

If‘xi—xj|<)fj

Replace particles i and j with reactants.

end While
Fig 1. Pseudo code for diffusion within moving boundaries. An algorithm for executing reaction-diffusion
systems within moving boundaries. Please refer to Fig 2a for an accompanying visual representation.

doi:10.1371/journal.pone.0133401.g001

closest point on the domain, and then move them in the normal direction by p;. This ensures
that the particle is contained within the domain.

Regarding chemical reactions, we execute a loop over all pairs of particles to calculate the
distance between each possible pair of particles. If reactive particles i and j are separated by a
distance less than or equal to /15;), we execute reaction r accordingly. In case there is a single
reaction product, we choose the location of the product to be at the same position (unary reac-
tions) or in the middle position between the two reactants (binary reactions). In case there are
two products, we place the particles in the same locations as the original reactants for the case
of binary reactions, or at randomly opposite poles of a small sphere centred on the reactant in
the case of unary reactions. The size of the sphere is chosen to be of the order of the largest
reaction radius,/lfjr). In some scenarios, this might cause artefacts (for instance, in case of ‘ger-
minate’ reactions, where reaction products react with each other immediately). Further arte-
facts might occur since we do not consider particles reacting between time steps. In these cases,
and in cases for a higher number of reaction products, alternative procedures from static
boundary scenarios can be used [11]. For the case that two particles’ radii overlap with each
other after a time step, the particles are then moved an equal amount away from each other in
the direction defined by the vector connecting the particles’ centres.
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Fig 2. Schematics of proposed algorithms. a) A visual representation of the proposed method in Fig 1, mapping escaped particles back into the domain for
diffusion within moving boundaries. b) A visual representation of the proposed method in Fig 3, mapping diffusing particles on a moving domain.

doi:10.1371/journal.pone.0133401.9002

Note that the algorithm represented above allows for a variety of effects at the boundary.
For example, setting k = 1 amounts each escaped particle to be placed at the closest point on
the domain boundary, and using k = 2 amounts to reflecting a point particle through the closest
point on the domain boundary to a point within the domain boundary. We seek to demon-
strate first that, for point particles without reactions, the sample paths generated from our algo-
rithm are consistent with Eq 1 for a variety of different boundary effects. Please see subsequent
sections for benchmarking of the algorithm.

Diffusion and reactions on a moving boundary. We assume that the PDF, P, of the posi-
tion for a diffusing species on I'; obeys the following equation:

oP

Fr DV} P—v,VP (3)

where Vi = (V —n,(n,.V)).(V — n,(n,.V)) refers to the surface Laplacian. Note that if P is
initially defined on Iy, then the advection term in Eq 3 will act in a way such that P remains on
I', for all t. Also note that Eq 3 represents diffusion on a surface with an advective term in the
direction of the surface movement. Thus, a logical approach to generate sample paths consistent
with Eq 3 is to propagate particles according to a Gaussian distribution at every time step to
account for motion tangential to the surface, and further add in an advective term given by the
surface motion. Accordingly, we construct the algorithm represented by the pseudo-code in Fig
3, and graphically in Fig 2b. As before, we have n € N particles with the same index set i €

{0,1,. . .,n}, with particle radii p; and diffusion coefficients D;. Particles i and j react in a similar

way as the previous section, i.e. when their centres are separated by a distance of less than if;).

At every time step, each particle is propagated in a small time step, dt, along each Cartesian
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i

Given neN particles, define their positions x*) = (xi(]o) x53>xf§>) e R’ for

i=1,2,...,n such that x\) € T,. Define a maximum time of the simulation, ¢
Set 1 =0 and define some small dt.

max *

While r <z :

t=t+dt
Fori=1,...,n:

XV ==" N-0,2Ddr v/ "dt.x;" N-02Ddt v "dr,..x;" N-0,2Ddt

Find y, e T, which minimizes |x, —y,|
Set th) =y,
Forall i ( 0,...,¢ :

Forall j=1,...nand j#i:

(reac) ,

If|xi—xj‘<).j

Replace particles 7 and j with reactants.

end While

v dt

Fig 3. Pseudo code for diffusion on moving boundaries. An algorithm for executing reaction-diffusion systems on moving boundaries. Please refer to Fig

2b for an accompanying visual representation.

doi:10.1371/journal.pone.0133401.g003

coordinate according to a Normal distribution with mean zero and variance 2D,dt. For every
time step from ¢ to t+dt, the particles are further propagated by the amount v, dt. For each parti-
cle, we then calculate the point on I, which is closest to the escaped particle, and map each parti-

cle onto this point. Then, we execute reactions and collisions exactly as per the case for diffusion
within the volume. Note that this procedure is independent of the curvature of the surface of the
boundary. A justification for this follows from considering the limit of small time steps, such
that the diffusive motion is small, and the surface is locally flat. Since the projection of a Brown-
ian motion itself is Brownian, this procedure should give consistent sample paths to Eq 3.

Algorithm Benchmarking and Sample Theoretical Applications

Diffusion within and on a shrinking circle. We first consider diffusion within and on a
shrinking circle as a sample application. We first demonstrate that the sampled particle tracks
generated with our algorithm are consistent with the solutions of the PDEs in Eqs Eq 1 and Eq
3, then proceed to investigate the effects of moving boundaries on the mean squared displace-
ment (MSD) of diffusing particles. Note that we treat PDEs as descriptions of the PDFs of indi-
vidual particles, as opposed to the behaviour of diffusion of many particles.

Consider €, to be the area bound by a circle in R?, centred at the origin, with I'; denoting its
boundary. At time ¢, we denote the radius of such a circle by r,. The starting radius is written r,,

and the finishing radius as r,. Simulations occur up to an end time of f,, and the change of r,

from the starting radius to the end is taken to be linear in time. We denote the Euclidean dis-

tance of a particle at time ¢ from its initial position by x,. For (x?) o t*, we denote the process
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as anomalous diffusion: of the sub-diffusive type for o < 1 and super-diftusive for a > 1. Diffu-
sion is denoted as Brownian, or non-anomalous, if & = 1.

In all subsequent analyses, to estimate the error in the empirical CDFs from simulated sam-
ple paths, we make use of a normal approximation to the binomial distribution, and employ a
confidence interval of 99%. That is, for some empirically estimated, binomial probability p, we

estimate the error as £2.56, /2 p(1 — p), where n is the number of simulated trials. The factor

of 2.56 is established by considering the 99.5 percentile of a standard normal distribution.

To estimate the error in MSDs, we make use of the standard error of the mean. That is, for
an empirically determined standard deviation, s, of a population of n sampled squared dis-
tances, we estimate the error in the mean as T

Diffusion inside the volume of a shrinking circle. We numerically demonstrate conver-
gence by considering the cumulative density functions (CDFs), P(R < r,) of the radial compo-
nent (R) of diffusing particle. We consider shrinking circle domains with uniform initial
conditions, incorporating diffusion constants in widely different scales. Fig 4 shows results con-
sidering several scenarios: 1) the diffusive motion of each particle is much faster than that of
the boundary (Fig 4a and 4d), 2) particles and the boundary moving at a similar rates (Fig 4b
and 4e) and, 3) particles diffusing much slower than the boundary (Fig 4c and 4f). We investi-
gate these three scenarios for both point particles (Fig 4a—4c) and for particles with finite size
(Fig 4d-4f). For point particles, we consider two methods by which to map escaped particles
back into Q;: we place escaped particles at the closest point on the boundary (i.e. k = 1 in the
pseudo-code in Fig 1), or we reflect the particles through the closest point in the boundary (i.e.
k =2). The error in CDFs between the two methods were found to decrease as simulation time
steps were reduced, as demonstrated in Fig 4g. Solutions to Eq 1 were found adopting a
deforming mesh from the commercial software package Comsol Multiphysics version 4.3. To
allow for particle size to be included into the PDE solutions, the value r, was reduced by an
amount p for all t. Stochastic simulations were run with single particles with initial uniformly
distributed positions, and were repeated 10000 times. Initially, simulations were repeated 2000
times, and indistinguishable results to those with 10000 repetitions were obtained. Thus, the
number of repetitions was deemed sufficiently large to derive conclusions for this part of the
study. Please refer to the legend of Fig 4 for the time step of stochastic simulations. In these sce-
narios, we find that the CDFs generated by the particle tracker and PDEs are in good agree-
ment, and this is independent of the correction method used to map escaped particles.

In cases where the diffusion is much faster than the boundary movement, we observe a uni-
form distribution in the circle at all times (i.e. P(R < r,) = R*/ (rt—p)z). In situations where dif-
fusive motion is significantly slower than the boundary movement we observe that the CDFs of
particles remain consistent with the uniform distribution over the initial circle with radius r,,
rising quickly to unity close to the boundary of the sphere i.e.:

RY/(r,—p)" for R<r —p

P(R<r1,)= { (4)

1 forR=r,—p

These analytical results are in good agreement with numerical experiments, as shown in Fig
4c and 4f.

This model system also allows us to consider the effects of moving boundaries on the mean
squared displacement of diffusing particles. For doing this, we denote the Euclidean distance of
a particle at time ¢ from its initial position by x,. For large diffusion coefficients, we observe that
the mean-squared displacement is consistent with freely diffusing particles ((x?) o t) so long
as we consider short time scales to reduce the effects of diffusion within confined volumes
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== PDE Solution t=0
== PDE Solution t=1.25
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Fig 4. Cumulative density functions obtained from numerical and analytical methods. The CDF of particles diffusing within a shrinking circle, where the
circle radius shrinks from an initial value of 5 length units to a final radius of 3 length units uniformly over a 5 second interval. The CDF is plotted at times O
(purple), 1.25 (light blue), 2.5 (red), 3.75 (green) and 5 (blue) seconds. Lines represent the solutions as calculated from PDEs. Black dots represent results
from the algorithm of Fig 1 with k = 1, hollow dots represent the same except with k = 2. Yellow stars dots represent the predictions on the basis of a uniform
distribution. Subplots a to c represent point particles with diffusion constants 5, 0.5 and 0.05 unit squared per second, respectively, and subplots d to f
represent particles with a radius of 0.5 units, with diffusion constants 5, 0.5 and 0.05 unit squared per second, respectively. Time steps for simulations in plots
are 0.001s (for D = 0.05), 0.0001s (for D = 0.5) and 0.00001 (for D = 5). Simulations were repeated 10000 times. Subplot g shows a log-log plot of the
percentage difference in the CDFs of two different boundary correction schemes against simulation time step. Parameters are as per the other subplots, with
D =0.5. The CDFs were evaluated at a radius of 2.75 length units for subplot g. Error bars were not included, since they are not visible beyond the size of
scatter points. The maximum absolute error for each of subplots a-f CDF is 0.013, with a 99% confidence interval. This corresponds to the point where each
CDF evaluates to 0.5. See main text for details on error calculation.

doi:10.1371/journal.pone.0133401.9004
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Fig 5. Mean-squared displacement for diffusion inside a shrinking circle. Log-Log plots of the MSD against time for particles diffusing within a shrinking
sphere, where the circle radius is shrinking from an initial value of 5 length units to a final radius of 3 length units uniformly over a 5 second interval. Subplots
a-c show results for diffusion constants of 0.005, 0.05 and 1, respectively. Blue lines show simulation results of single particles on the basis of 10000 repeats.
Red dots show a linear regression on the basis of data from the first two seconds, while black dots show linear regression on the basis of the last second.
Green dots show the predictions of Eq 5. Error bars were not included, since they are hardly visible beyond the line-width of plots. The maximum absolute
error per subplot, with 99% confidence intervals, are 0.037, 0..026 and 0.026 for subplots a-c, respectively. See main text for details on error calculation.

doi:10.1371/journal.pone.0133401.9005
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(note the coefficient close to unity of the linear regression represented by red dots in Fig 5¢). At
larger times, the beginning of confinement effects give rise to sub-diffusive behaviour [12]
(note the black dots in Fig 5c). Assuming the particles are diffusing very slowly relative to the
boundary, we conjecture that the MSD can be decomposed into two components: the fraction
of freely diffusing particles, and those being pushed by the boundary. Enumerating these terms
results in the following equation, where the first term represents freely diffusing particles, and
the second term represents those being swept from their initial positions by the boundary:

4r? s Qmr
2\ 2
<xt> - T?r Dt +- J, 2 (1’ - rt) dr
t s 5
4r} 2 4 1 3 3 o, 2 ®
- 2 +; Z(rs_rt)__rt(rs_rt)+§(rs_rt) .

In more detail: The first term represents the product of the proportion of freely diffusing parti-
cles (g) with the MSD of freely diffusing particles in free space (4Dt); the second term is an

integral of the proportion of particles close to the boundary, integrated over the distance the
boundary moves. Remembering that r; is changing linearly in time, we thus expect to observe
super-diffusive behaviour at small diffusion constants. These findings are in good agreement
with our simulations. Please see Fig 5a for details.

Note that such arguments so far would neglect any effect of growing domains, i.e. where the
boundary would be moving away from particles. In such scenarios, we would expect our cur-
rent methodology to give non-anomalous MSD characteristics. However, it may well be that
such boundaries give rise to an advective velocity on moving particles and might still provide
interesting effects. In such scenarios, advective forces can be introduced into particle tracking
methodologies, but we consider this is outside the scope of the current work.

Diffusion on the surface of a shrinking circle. We now consider the case of diffusion on
the surface of a shrinking circle, with initial conditions as a point mass at the coordinate with
the largest y-value in an x-y Cartesian plane. In this scenario, numerical solutions of Eq 3 can
be found by considering the problem in polar coordinates. We perform the transformation in
two steps, first by considering a transformation to arc-lengths along the circle (which removes
advective terms due to the moving boundary), then to arc-angles (which transforms the prob-
lem from a moving boundary to a static boundary problem). We first define the position of a
particle in terms of 7, € (—nr,, nr,], which is the arc-distance along the shrinking circle of the
particle from the point where the circle intersects the positive y-axis. We take 7, to be positive
(negative) for coordinates with a positive (negative) x coordinate, to denote the specific dis-
placement. No advective term results in the transformed diffusion equation, since the move-
ment of the surface is perpendicular to the diffusive motion along surface. Now we can
reformulate the problem in terms of a diffusion equation for the PDF P(7,, t) of the particle
being at 7, at time ¢:

oP oP . _ _
i D(?wanh P(—nr,,t) = P(nr,,t) (6)

The above equation is a moving boundary problem, but can be reformulated into a static
domain by a change of variables to the angle from the positive y axis, here denoted by 0 € (-,

7], and we write the corresponding PDF as P(0, t). Using the relationship 7, = r,0, we can
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transform Eq 6 into the following equation.

. o
% - %% with P(—m,1) = P(m, 1) )
which is a diffusion equation with a time-varying diffusion coefficient, but with periodic non-
moving boundaries. This formulation lends itself to a simple numerical solution via an explicit
finite different method, and allows us to benchmark the proposed algorithm. By considering N
equally spaced points 0,,0,,. . ., O spanning [-7,7), with grid spacing of h = - and time steps
of 6t, we construct the PDE solution in terms of the probability density at point 8;,1 € {1,.. .,

N} at time t, which we write as P;i. Foralli € {1,.. ., N}, we use the following scheme to generate

PDE solutions:

| 951D\ . StD
pur — (1——)p' D B, (8)

2h2 0; "f h? 0i+1
t

where, if i = 1 we define i- 1 = Nand if i = N, we define i + 1 = 1to signify that the domain is
circular.

Numerical investigations over a range of diffusion coefficients show that our algorithm gen-
erates consistent sample paths with Eq 7, as shown in Fig 6a-6¢c. We further investigated the
effect of the moving boundary on the MSD. At large diffusion coefficients, the simulated
behaviour is consistent with free diffusion at the start, before becoming sub-diffusive as the
MSD approaches an upper bound (due to the finite circumference of the circle at the end of the
process). To derive an expression for the upper bound of the MSD, assume that the distribution
of particles is uniform over the circle at the end time. Considering the initial particle position
of (0, r,), and a final position (r, cosb, r, sind) that is uniformly distributed over 6 € [0,27), this
gives the following expression:

. 1 (> 5 . . .
(x) = %J ((r, = r,cos0)’ + r’sin®0)d0 = 1> + 1. 9)
0

e

In the limit of zero diffusion rates, we can derive the limit behaviour by assuming the diffus-
ing particle is static on the moving domain at the point (0,r;) for all ¢. This trivially gives the
expression:

(x)) = (r.—n)". (10)

Recalling that r; changes linearly in time, this implies that the motion is super-diffusive if the
displacement due to the moving boundary is larger than that related to particle diffusion. As
diffusion rates increase such that the motion due to diffusion is of comparable to that of
boundary movement, we observe that super-diffusive effects subside, as shown in Fig 6d.

Now that we have presented our algorithm in full and benchmarked it against known solu-
tions, we will focus on sample applications to illustrate its ease of use and applicability.

Sample Theoretical Applications

Bimolecular decay inside an elongating dumbbell. We now consider some non-standard
effects that moving boundaries might have on reaction kinetics. The domain in consideration
is two spheres joined together by a bridge, representing an elongating dumbbell. This shape
resembles dividing nuclei in closed mitosis [13], among other biophysical processes and struc-
tures. Initially, the bridge is of length zero. After some time, the length of the bridge increases
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Fig 6. Diffusion on the surface of a shrinking circle. Subplots a-c: CDFs of the angular component of particles diffusing on the surface of shrinking sphere,
where the circle radius shrinks from an initial value of 5 length units to a final radius of 3 length units uniformly over a 5 second interval at times 0 (blue), 1.25
(green), 2.5 (red), 3.75 (light blue) and 5 (purple) seconds. Lines show numerical results from PDEs, dots show results from simulations of single particles
with 10000 repeats. Diffusion constants are 0.1 (subplot a), 1 (subplot b) and 10 (subplot c) units squared per second, respectively. Time steps for
simulations in plots are 0.0005s (for D = 0.1), 0.00005s (for D = 1) and 0.000005 (for D = 10). Subplot d shows MSD curves for the same simulations from
subplots a-c in green, red and light blue, respectively. In addition, the blue line at the bottom represents results with a diffusion constant of 0.01 length units
squared per second. Also shown are predictions of Eqs 9 and 10 (dotted black and dotted purple line respectively), and a dotted yellow line with gradient 1.
The latter represents a non-anomalous regime to aid judgement of where diffusion is super or sub-diffusive. Error bars were not included, since they are
hardly visible beyond the line-width of plots. The maximum absolute error per subplot of any CDF is 0.013, with a 99% confidence interval. This corresponds
to the point where each CDF evaluates to 0.5. Maximum error bar sizes for MSD curves are 0.025 (D = 0.01), 0.038 (D =0.1),0.036 (D = 1) and 0.035

(D =10), all at 99% confidence intervals. See main text for details on error calculation.

doi:10.1371/journal.pone.0133401.9g006

steadily toward a final value, upon which it stops growing. A schematic of the final shape of the
sphere projected in 2D is found in Fig 7. Thus, we have a domain in R’ with rotational symme-
try around the x-axis. We consider a particle to be within the domain so long as the position of
each particle (x(¢), y(t), z(t)) satisfies:

(x+R—0+y"+22 <R for —2R+0<x< —I(t)/2

y+2Z2<d for —I(t)/2 <x<I(t)/2 (11)

(x+R—0+y*+22 <R for I(t)/2<x<2R—o0
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Fig 7. Bimodal reaction times in a growing domain. A histogram showing bimodal reaction times in a growing volume of two spheres connected by an
elongating bridge as per section 2.2.3, with R =3, d = 0.5, L = 0.01 per second, Ty = 200000 seconds, T, = 201000 seconds, A = 0.2. Each particle has a
diffusion rate of 0.0025 units squared per second. A projection of the geometry at T, onto the x-y plane is shown, superimposed onto the location of all
reaction events occurring during bridge elongation. The location of a reaction event is taken as the mean position of the two reactants. Simulation time steps
are 1/3 seconds for the blue bars, and 1/6 seconds for red dots.

doi:10.1371/journal.pone.0133401.g007

for R € Rwith 0 = R — /R? 4 d?. This system represents two spheres of radius R, joined
together by a cylinder of diameter d with length I(£), a geometry common in dividing cells/
nuclei. The centre of the cylinder is at x = 0.

We then consider bimolecular decay A + B — (}, where particles of species A and B react
when they are within a distance A at the end of a time step. In this example, the probability of
reacting is always 1 whenever particles are within that predefined distance. However, the algo-
rithm can be generally set up in such a way that the reaction probabilities take values in the
interval [0,1] once a distance threshold is reached.
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As an initial condition, we place a single A molecule at the centre of the left sphere, and a
single B molecule at the centre of the right sphere. We then define the length function I(¢) as
follows:

0 for t<T,
I(t)y=¢ L(t—T,) for T, <t<T, (12)
L(T,-T,) for t>T,

i.e. the length is monotonically non-decreasing. In a fixed volume, one expects the reaction
times to follow an exponential distribution. However, in our moving domain scenario, even
though the total volume of the system is increasing, we note that the time-distribution of the
decay event can be bimodal, as shown in Fig 7. This interestingly implies the effective reaction
rate can increase with increasing volumes.

In Fig 7, we allow the bridge to remain at length zero for 200,000 seconds, before allowing
the bridge to grow uniformly to reach length 10 units at 201,000 seconds. The spheres have a
radius of 3 units at all times. Each particle diffuses slowly, with a rate of 0.0025 units squared
per second. Particles react when they reach a distance of less than 0.4 units of each other. The
resulting histogram was constructed from 50,000 events, with the bin-size determined by the
Freedman-Diaconis rule [14]. As the bridge elongates, we observe an increased frequency of
reaction events inside this region. Simulations with increasingly small time steps ensure that
the bimodality in the histogram is not due to numerical error. For illustration purposes, Fig 7
shows a superposition of the geometry (projected onto the x-y plane) at 201,000 seconds on all
reaction events occurring between 200,000 and 201,000 seconds. Note that only the final geom-
etry is depicted in Fig 7. By consequence, some reaction events occurring before the geometry
reaches its final conformation appear outside the domain.

Photobleaching in and on a dividing budding yeast nucleus. As a final application, we
consider photobleaching experiments done in a dividing S. cerevisiae nucleus during anaphase.
Note that S. cerevisiae undergoes closed mitosis, whereby the nucleus remains intact through-
out anaphase, only to break down moments before cytokinesis. Our numerical simulations aim
to reproduce a more physically realistic scenario of S. cerevisiae nuclear division than those
considered in previously studies [13, 15].

We represent mother and daughter nuclear lobes by prolate ellipsoids connected by a cylin-
drical bridge, as depicted in Fig 8. The major axes of the mother and daughter, as well as the
axis of the cylinder, are taken to be co-axial to the x-axis. Initially, we construct the dividing
nucleus in Cartesian coordinates (x, y', z') € R, with the extreme edge of the mother lobe coin-
ciding with x’= 0, followed by the bridge, followed by the daughter lobe. Then we transform
the coordinate system such that the centre of mass of the nucleus lies in the centre of a coordi-
nate system (x, y, z) € R’. We denote the major and minor axes of the mother and daughter by
2> 2Ty e a0d 274, 21,4, Tespectively. We take the ellipsoid to be rotationally symmetric
around the x-axis. Furthermore, we define the length of the bridge to be ; and its width (i.e.
radius) to be w,.

Separately, images of dividing nuclei were obtained by confocal microscopy on a Zeiss
LSM-780 microscope, courtesy of Dr. Jai Denton. The strain visualized, GA-1320 containing
the pAA4+lacO plasmid, was kindly provided by Professor Susan Gasser and has been previ-
ously described in [1]. For imaging, live S. cerevisiae cells were grown overnight in 5ml SC-his-
ura medium, diluted 400ul in 5ml of fresh SC-his-ura medium and grown for a further 4 hours
before being harvested and immobilised between a 3% low melting temperature agarose gelpad
and a coverslip for visualisation. The confocal images and the idealised geometry constructed
from them can be found in Fig 9.
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Fig 8. A schematic of the idealisation of a dividing yeast nucleus. Parameters r,, ; and r,, ; represent the maximal radius of the mother nuclear lobe in
the direction of the y and x axis at time t, respectively. We define r,4 and rq, analogously for the bud nuclear lobe. The length and width of the bridge is given
by I; and w;, respectively, and the radius of the spherical photobleaching spot is given by rynot0. Note that the geometry is in 3D, and only a 2D projection is
depicted here.

doi:10.1371/journal.pone.0133401.g008

Geometrical parameters were measured manually with Image J from these images, with
time intervals of 50 seconds between successive frames. For intermediate times between frames,
values were linearly interpolated to allow the shape to change smoothly. Each ellipsoid was
truncated such that the aperture of the bridge and the ellipsoid coincide without any gaps.
Thus, particles in the mother cell have an x-component that satisfies

0<x<r

Xi

mt T+ T COS (arcsin (rw_t,) ), with the arcsin being taken at the smallest positive
’ B ym,

value. The set of all points in the mother lobe can be then described as:

(«,y,2) = (rxrtcosﬁ + Ty ryﬁtsinﬁsinqﬁ, ry_[sinﬁcosqﬁ)7 (13)

X

with 7 € [0,7m ], 70 € [0,y ), ¢ € [0,271) and 0 € {arcsin (#) , n} . Note that the limits for
ym,t

x"in the mother lobe stop short of 2r,,,, ;, since a small amount of the ellipsoid is truncated so as
to attach the bridge. The area in the bridge consists of those points for which the following rela-

in(-2 .
+7,,,,C08 (arcsm (%[) ) +1:

(«,y,2") = («', w,sing, w,cosp) (14)

tionship holds r,, , + 7., ,cos (arcsin (ﬁ)) <x<r
) g Tym,t

xm,t

with ¢ € [0,2m). Finally, the points in the daughter lobe are those points with x’ coordinate sat-
isfyingbothx’ > r,, , + 1, ,cos (arcsin (L)) +l,andx' <71, +71,, CO8 (arcsin (L>) +
g ) ’ ) Tym,t

Tym,t
L +7r,,+ 1,08 (arcsin (Ld‘)) where the largest value less than 7 is taken from the arcsin
” ’ Tydt

and:

(x,y,2) = <rxm,t + /€08 <arcsin (%)) + 1+ 1y, 1, 080, 7, sinfsing, ryA[sinﬁcosng) (15)

ym,t

For 7., € [0, a4, 1 € [0, 7y, ¢ € [0,27) and 0 € {O, arcsin (%)} .
yd,t
This geometry is then translated parallel to the x-axis such that the centre of mass is situated
at the origin for all times. The geometry is updated at every time step of the simulation, ensur-
ing a smoothly changing geometry and thus minimising numerical artefacts that might arise
from more sudden changes of geometry. The velocity field of the moving boundary is calcu-

lated numerically, and is assumed to act in a way such that the velocity carries each point on a
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Fig 9. Photobleaching in a dividing yeast nucleus. Plots showing qualitatively different behaviour between static and moving boundaries for diffusion on
(subplot a) and within (subplot b) a dividing yeast nucleus. The population of particles in the mother and daughter lobes are in blue and green respectively,
with dark hues and light hues representing the static and moving boundary cases, respectively. Diffusion coefficients for all plots are 0.25 um? /s, with Fohoto =
0.17 um and kgeg = 2. The change of geometries is depicted in the diagram above the plots, with accompanying images from confocal microscopy. Time
steps for all simulations are 0.00005 seconds.

doi:10.1371/journal.pone.0133401.9009

membrane to its nearest point at the subsequent time. This assumption might not necessarily
hold true for dividing S. cerevisiae nuclei, but such data is difficult to measure empirically, and
so here we must resort to some assumption of this nature.

Finally, we consider a ‘bleaching’ region in which a degradation reaction A—*#() occurs,
where kqeg gives the rate per unit time that a single protein A is photobleached. The region
where photobleaching can occur is taken to be the volume of a sphere of radius 7o, centred
at (fxm,e Tymop 0). That is, on the edge of the centre of the mother lobe, and such region will be
denoted as the 'bleach spot' to conform with terminology used in [13, 15]. At the end of each
time step of length dt, any particles lying inside the photobleaching region can decay according
to a Bernoulli trial with probability kgegdt.

To compare the effect of moving boundaries, we conducted two sets of simulations: one set
with static boundaries, and another where boundaries were allowed to change with time. These
sets of simulations were repeated for proteins diffusing both in the membrane and on the
membrane. See S1 and S2 Videos for diffusion within and on moving boundaries, and S3 and
S4 Videos for diffusion within and on static boundaries. We define the middle of the bridge to
mark a dividing plane where proteins switch between mother and daughter lobes. Plots for the
number of A proteins in the mother and daughter lobes are shown in Fig 9. These are split
between diffusion on the nuclear membrane (Fig 9a) and diffusion inside the nucleus (Fig 9b).
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Three runs of simulations with 300 proteins per run were conducted, with proteins initially
uniformly distributed through the whole nucleus. In the case of diffusion on the nuclear mem-
brane, we find that the population of A proteins in the mother lobe remains similar between
the static and growing cases. However, the growth of the domain allows a significant propor-
tion of proteins to avoid photobleaching by diffusing/escaping to the daughter lobe. We
observe that the average numbers of unphotobleached proteins on the entire nuclear mem-
brane are 80 and 122 for the case of static and moving boundaries, respectively. Thus, the effec-
tive photobleaching rate for diffusing particles in this static scenario is higher than that of the
moving boundaries scenario. Thus, neglecting this effect might lead to underestimates of
bleaching rates in FLIP and FRAP studies. For photobleaching experiments performed for par-
ticles diffusing inside the nucleus, we observe a similar overall photobleaching rate between the
static and moving boundaries cases. However, the distribution of proteins is markedly differ-
ent: decay in the mother lobe is significantly faster and the growth of the domain causes a sig-
nificant proportion of proteins to also move into the daughter lobe. Thus, we expect that
moving boundary effects might have important influence over previously published estimates
of compartmentalisation effects in living cells, which highly depend on the ratio of fluorescence
decay rates between the mother and daughter lobes [13, 15, 16].

Discussion

We have numerically demonstrated that intuitive correction for moving boundaries in parti-
cle-tracking based simulators can give rise to sample paths consistent with PDEs representing
the diffusion equation with moving boundaries, and that such effects can lead to non-standard
effects such as super-diffusion and the creation of unusual reaction profiles. We considered
both cases of particles diffusing within the domain boundary, and on the boundary. While
there have been previous studies showing that master equation approaches can incorporate
growing domains [2], many drawbacks of master equations, such as artefacts in bimolecular
reactions and boundaries, have been well-documented [5, 6]. These drawbacks motivated the
approach we present here, based on particle tracking. Alternative approaches might look to
extend the work of Green’s Function Reaction Dynamics or First Passage Monte Carlo kinetics,
but such techniques would involve numerically solving multiple moving boundary PDEs
which, whenever feasible, would at least cause a significant computational overhead when com-
pared to our approach presented here.

So far, we have chosen to disregard potential advective forces arising from boundary move-
ment. Given the dynamic nature of biological systems, with active and passive transport across
membranes, it is not possible to arrive at suitable analytical forms for advective forces arising
from moving boundaries in a general setting. However, if such forces could be experimentally
determined, then our presented approach could generalise to incorporate them.

The particle-tracking algorithms for moving boundaries were benchmarked against solutions
of corresponding PDE:s for the case of a shrinking circle, where we considered scenarios ranging
from those where the diffusive motion was slow compared to boundary movement, to those
where the diffusive motion is significantly faster in comparison. For diffusion within the vol-
ume, we find that the probability distribution of quickly diffusing particles can be well approxi-
mated by a uniform distribution at all times. The effect of the moving boundary is most
noticeable at smaller diffusion coefficients, and thus we suggest that some of the most fruitful
applications of moving boundary algorithms would be cases where particles diffuse slowly rela-
tive to moving boundaries. A numerical investigation into the MSD of moving particles in the
static domain found that fast diffusing particles retained a profile resembling diffusion in a static
domain. However, slower diffusing particles were pushed by the boundary, leading to scenarios
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with motion described by super-diffusion. Similar results stem from the case of diffusion on the
moving boundary, where slow diffusing particles are found to show super-diffusive behaviour.

By considering the limiting case of very slow diffusion, we were able to derive analytical
forms for the MSD curves corresponding to diffusion on and in the shrinking circle, and found
these results to be consistent with our numerical results. We anticipate that such results should
carry into higher dimensions as well, with some differences. As the integral in Eq 5 shows a
dependence on dimensionality, we anticipate that the degree of anomalousness of diffusion
should depend on dimension. These results might motivate alternative explanations for cur-
rently documented cases of superdiffusion [17], where our observations of superdiffusion on a
moving membrane might seem pertinent.

The case of bimolecular decay in an elongating dumbbell was used to demonstrate some
potentially unusual effects that moving boundaries might produce in non-linear systems. In
particular, even though the overall volume of the dumbbell is increasing with time, we observe
a bimodal distribution of reaction times. This implies that the reaction rate increases at some
point in time. The reason for this is that, as the dumbbell elongates, the concentration of reac-
tants within the bridge of the dumbbell increases and, consequently, an increase in reaction
rate follows. Thus, there might be reason to expect novel effects of moving boundaries in other
scenarios where non-linear effects manifest themselves. Indeed, some work has already been
done on investigating Turing patterns on growing domains [18], and this remains a fruitful
ground for further work. Furthermore, we expect that the movement of any boundary in the
direction of reactants will cause an increase in the reactant concentrations near the boundary,
thus leading to an increase in reaction rates.

Finally, we concluded our sample applications by investigating photobleaching experiments in
dividing S. cerevisiae nuclei. Such experiments have been numerically conducted on the assump-
tion of static domains, but we demonstrate that moving boundaries can have important effects
which can give rise to noticeably different results. In particular, we observed that the effective
photobleaching rate for particles diffusing on nuclear membranes is higher for static boundaries
than for moving boundaries, implying that existing methodologies might be underestimating
photobleaching rates. Of equal importance, in formulating the model of a dividing nucleus, we
were forced into making assumptions on the nature of the velocity field induced by a moving
nuclear membrane. In the absence of any empirical studies to guide us in the choice of such a
velocity field, we constructed a velocity field on the basis of mapping points from the domain at
one time to the closest points on the domain at another time. While mathematically convenient,
it is not clear whether budding yeast nuclear membranes specifically move in such a way, and this
motivates further experiments into the movement of nuclear membranes during anaphase. It
would be interesting to conduct further empirical research such that any and all moving bound-
ary effects could be fully incorporated into future models. However, the current study strongly
suggests that changing geometries should be nevertheless included into photobleaching studies.

In conclusion, we find that intuitive based corrections to particle trackers give rise to sample
paths consistent with the diffusion equation with moving boundaries. The effects of moving
boundaries are diverse, ranging from causing super-diffusion in slow diffusing particles, to
manipulation of local concentrations of reactants. Up to now, there has been relatively little
work done in stochastic reaction-diffusion systems enclosed by moving boundaries, and it
remains a fruitful ground for further research.

Supporting Information

S1 Video. Diffusion within a dividing yeast nucleus. A video showing a realisation of a pro-
tein diffusing within the volume of a dividing yeast cell with moving boundaries. Video runs at
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approximately 7x real time. Simulation parameters are as per Fig 9. Note that the simulation is
in three dimensions, while we show a projection of the simulation results onto a two dimen-
sional plane.

(MP4)

$2 Video. Diffusion on the surface of a dividing yeast nucleus. A video showing a realisation
of a protein diffusing on the nuclear membrane of a dividing yeast cell with moving bound-
aries. Video runs at approximately 7x real time. Simulation parameters are as per Fig 9. Note
that the simulation is in three dimensions, while we show a projection of the simulation results
onto a two dimensional plane.

(MP4)

$3 Video. Diffusion within a static yeast nucleus at the start of anaphase. A video showing a
realisation of a protein diffusing within the volume of a dividing yeast cell with static bound-
aries. Video runs at approximately 7x real time. Simulation parameters are as per Fig 9. Note
that the simulation is in three dimensions, while we show a projection of the simulation results
onto a two dimensional plane.

(MP4)

$4 Video. Diffusion on the surface of a static yeast nucleus at the start of anaphase. A video
showing a realisation of a protein diffusing on the nuclear membrane of a dividing yeast cell
with static boundaries. Video runs at approximately 7x real time. Simulation parameters are as
per Fig 9. Note that the simulation is in three dimensions, while we show a projection of the
simulation results onto a two dimensional plane.

(MP4)

Acknowledgments

We would like to thank Jai Denton, who kindly provided us with images of dividing S. cerevi-
siae nuclei for the photobleaching application. We further thank Professor Susan Gasser for
kindly providing the S. cerevisiae strain from which the images were obtained. Lastly, we would
like to thank André Leier for constructive discussions and critical reading of the manuscript.
AG and TML were supported by subsidy from the Cabinet Office of Japan given to the Integra-
tive Systems Biology Unit (Marquez-Lago lab), OIST.

Author Contributions

Conceived and designed the experiments: TML. Performed the experiments: AG. Analyzed the
data: AG TML. Wrote the paper: AG TML.

References

1. Gehlen LR, Nagai S, Shimada K, Meister P, Taddei A, Gasser SM. Nuclear Geometry and Rapid Mito-
sis Ensure Asymmetric Episome Segregation in Yeast. Curr Biol. 2011; 21(1):25-33. doi: 10.1016/J.
Cub.2010.12.016 WOS:000286485200022. PMID: 21194950

2. BakerRE, Yates CA, Erban R. From Microscopic to Macroscopic Descriptions of Cell Migration on
Growing Domains. B Math Biol. 2010; 72(3):719-62. doi: 10.1007/S11538-009-9467-X
WQOS:000275786900009.

3. Macklin P, Lowengrub JS. A new ghost cell/level set method for moving boundary problems: Applica-
tion to tumor growth. J Sci Comput. 2008; 35(2—3):266—99. doi: 10.1007/S10915-008-9190-Z
WOS:000258407800011. PMID: 21331304

4. Burrage K, Burrage P, Leier A, Marquez-Lago TT, Nicolau DV. Stochastic simulation for spatial model-
ling of dynamic processes in a living cell. In: Koeppl H, Setti G, di Bernardo M, Densmore D, editors.
Design and Analysis of Bio-molecular Circuits: Springer Verlag; 2011.

PLOS ONE | DOI:10.1371/journal.pone.0133401 July 31,2015 18/19


http://www.plosone.org/article/fetchSingleRepresentation.action?uri=info:doi/10.1371/journal.pone.0133401.s002
http://www.plosone.org/article/fetchSingleRepresentation.action?uri=info:doi/10.1371/journal.pone.0133401.s003
http://www.plosone.org/article/fetchSingleRepresentation.action?uri=info:doi/10.1371/journal.pone.0133401.s004
http://dx.doi.org/10.1016/J.Cub.2010.12.016
http://dx.doi.org/10.1016/J.Cub.2010.12.016
http://www.ncbi.nlm.nih.gov/pubmed/21194950
http://dx.doi.org/10.1007/S11538-009-9467-X
http://dx.doi.org/10.1007/S10915-008-9190-Z
http://www.ncbi.nlm.nih.gov/pubmed/21331304

@’PLOS ‘ ONE

Reaction-Diffusion on and within Moving Boundaries

11.

12

13.

14.

15.

16.

17.

18.

Isaacson SA. The Reaction-Diffusion Master Equation as an Asymptotic Approximation of Diffusion to
a Small Target. Siam J Appl Math. 2009; 70(1):77-111. doi: 10.1137/070705039
WOS:000267744200005.

Leier A, Marquez-Lago TT. Correction factors for boundary diffusion in reaction-diffusion master equa-
tions. J Chem Phys. 2011; 135(13). Artn 134109 doi: 10.1063/1.3634003 WOS:000295625400013.
PMID: 21992284

van Zon JS, ten Wolde PR. Green's-function reaction dynamics: a particle-based approach for simulat-
ing biochemical networks in time and space. J Chem Phys. 2005; 123(23):234910. doi: 10.1063/1.
2137716 PMID: 16392952.

Donev A, Bulatov VV, Oppelstrup T, Gilmer GH, Sadigh B, Kalos MH. A First-Passage Kinetic Monte
Carlo algorithm for complex diffusion-reaction systems. J Comput Phys. 2010; 229(9):3214—36. doi:
10.1016/J.Jcp.2009.12.038 WOS:000276124400008.

Li BQ. Discontinuous Finite Elements in Fluid Dynamics and Heat Transfer: Springer; 2006.

Osher S, Sethian JA. Fronts Propagating with Curvature-Dependent Speed—Algorithms Based on
Hamilton-Jacobi Formulations. J Comput Phys. 1988; 79(1):12—49. doi: 10.1016/0021-9991(88)90002-
2 WOS:A1988Q745800002.

Andrews SS, Addy NJ, Brent R, Arkin AP. Detailed simulations of cell biology with Smoldyn 2.1. PLoS
computational biology. 2010; 6(3):e1000705. doi: 10.1371/journal.pcbi.1000705 PMID: 20300644;
PubMed Central PMCID: PMC2837389.

Marquez-Lago TT, Leier A, Burrage K. Anomalous diffusion and multifractional Brownian motion: simu-
lating molecular crowding and physical obstacles in systems biology. let Syst Biol. 2012; 6(4):134—42.
doi: 10.1049/let-Syb.2011.0049 WOS:000309513700005. PMID: 23039694

Boettcher B, Marquez-Lago TT, Bayer M, Weiss EL, Barral Y. Nuclear envelope morphology constrains
diffusion and promotes asymmetric protein segregation in closed mitosis. J Cell Biol. 2012; 197
(7):921-37. doi: 10.1083/Jcb.201112117 WOS:000305807000009. PMID: 22711697

Freedman D, Diaconis P. On the histogram as a density estimator:L 2 theory. Z Wahrscheinlich-
keitstheorie verw Gebiete. 1981; 57(4):453-76. doi: 10.1007/BF01025868

Zavala E, Marquez-Lago TT. The long and viscous road: uncovering nuclear diffusion barriers in closed
mitosis. PLoS computational biology. 2014; 10(7):e1003725. Epub 2014/07/18. doi: 10.1371/journal.
pcbi.1003725 PMID: 25032937; PubMed Central PMCID: PMC4102450.

Luedeke C, Frei SB, Sbalzarini I, Schwarz H, Spang A, Barral Y. Septin-dependent compartmentaliza-
tion of the endoplasmic reticulum during yeast polarized growth. The Journal of Cell Biology. 2005; 169
(6):897—908. doi: 10.1083/jcb.200412143 PMID: 15967812

Notelaers K, Smisdom N, Rocha S, Janssen D, Meier JC, Rigo JM, et al. Ensemble and single particle
fluorimetric techniques in concerted action to study the diffusion and aggregation of the glycine receptor
alpha 3 isoforms in the cell plasma membrane. Bba-Biomembranes. 2012; 1818(12):3131—40. doi: 10.
1016/J.Bbamem.2012.08.010 WOS:000309801500025. PMID: 22906711

Crampin EJ, Gaffney EA, Maini PK. Reaction and diffusion on growing domains: Scenarios for robust
pattern formation. B Math Biol. 1999; 61(6):1093-120. doi: 10.1006/Bulm.1999.0131
WOS:000083744400004.

PLOS ONE | DOI:10.1371/journal.pone.0133401

July 31,2015 19/19


http://dx.doi.org/10.1137/070705039
http://dx.doi.org/10.1063/1.3634003
http://www.ncbi.nlm.nih.gov/pubmed/21992284
http://dx.doi.org/10.1063/1.2137716
http://dx.doi.org/10.1063/1.2137716
http://www.ncbi.nlm.nih.gov/pubmed/16392952
http://dx.doi.org/10.1016/J.Jcp.2009.12.038
http://dx.doi.org/10.1016/0021-9991(88)90002-2
http://dx.doi.org/10.1016/0021-9991(88)90002-2
http://dx.doi.org/10.1371/journal.pcbi.1000705
http://www.ncbi.nlm.nih.gov/pubmed/20300644
http://dx.doi.org/10.1049/Iet-Syb.2011.0049
http://www.ncbi.nlm.nih.gov/pubmed/23039694
http://dx.doi.org/10.1083/Jcb.201112117
http://www.ncbi.nlm.nih.gov/pubmed/22711697
http://dx.doi.org/10.1007/BF01025868
http://dx.doi.org/10.1371/journal.pcbi.1003725
http://dx.doi.org/10.1371/journal.pcbi.1003725
http://www.ncbi.nlm.nih.gov/pubmed/25032937
http://dx.doi.org/10.1083/jcb.200412143
http://www.ncbi.nlm.nih.gov/pubmed/15967812
http://dx.doi.org/10.1016/J.Bbamem.2012.08.010
http://dx.doi.org/10.1016/J.Bbamem.2012.08.010
http://www.ncbi.nlm.nih.gov/pubmed/22906711
http://dx.doi.org/10.1006/Bulm.1999.0131

