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Introduction

Artificial intelligence (AI) is a field of computer science 
based on systems and algorithms capable of performing 
tasks that typically require human intelligence, such as 
learning, problem-solving, and decision-making (1,2).

ChatGPT is a natural language processing (NLP) tool 
designed for understanding and generating human-like 
text. In fact, it is a remarkable example of large language 
models (LLMs) which has garnered attention due to its 
conversational abilities and competence in NLP, proving to 
be capable of generating coherent and contextually relevant 
text responses (3-5). Indeed, ChatGPT has recently emerged 
as a revolutionary tool with potential applications in various 
domains, including healthcare and radiology. In this context, 
total-body computed tomography (CT) is one of the most 
exploited and versatile diagnostic examinations that allows 
to evaluate a patient’s brain and body in extreme detail. 
However, CTs produce a considerable amount of data that 
must be accurately interpreted and communicated (6).

Radiologists are responsible for image analysis and 
reporting, which is often performed as unstructured 
free-text report. This kind of report is thorough and 
comprehensive, but also time-consuming and often 
burdened by several  issues,  including absence of 

standardized terminologies across institutions, difficult 
communication between healthcare professionals, 
recollection, categorization, and analysis of data for research 
and health management purposes (6). 

Consequently, in the last years, there has been a growing 
interest in structured radiological reports to convert free-
text information into systematized and standardized 
formats, making abundant information more accessible and 
organized, to improve radiological workflow, and possibly 
implement data extraction and analysis (7-9). 

In the realm of radiology practice, AI and in particular 
LLMs, such as ChatGPT 3.5 Turbo and GPT-4, have 
shown extraordinary proficiency in comprehension, 
production, and manipulation of human language, 
demonstrating great potential also for the generation of 
structuring radiological reports (5,10-12). They are able 
to analyze lengthy and descriptive radiology reports and 
distill essential information into concise structured format. 
This function could improve overall efficiency, helping 
streamline workflows, implementing data extraction and 
providing explanations of radiological findings (13,14). 
However, it should be emphasized that formal validation 
of these applications and expert radiologist over-reading of 
structured reports generated by ChatGPT are mandatory, 
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due to possible errors (e.g., hallucinations or factual errors). 
Indeed, these models can be applied to structured 

reporting in radiology but to what extent some findings 
might be overlooked by ChatGPT, while transforming 
reports, is currently not fully understood.

The study aims to provide valuable insights into the 
feasibility of LLMs, investigating the effectiveness of 
ChatGPT 3.5 Turbo and GPT-4 in transforming free-text 
radiological reports into structured formats, analyzing their 
ability of synthesizing, in terms of word count reduction, 
but also evaluating the quality of the structured report, 
based on recall rates of different categories of findings.

Methods

Ethical committee approval was not required due to the 
absence of patients and identifiable data involved. The data 
search was performed before March 29th, 2023.

We conducted this study using 60 fictitious total-body CT 
reports, randomly divided into three groups of 20 reports. 
The reports were created by consensus of two researchers: 
one radiologist (C.A.M., 12 years of experience) and one 
resident in radiology (A.C.S., 4 years of experience). All the 
reports were built as a close mirror of real-life total-body CT 
reports observed in clinical practice. All the analyses were 
performed in the Italian language and then translated in 
English only to provide example (Table S1).

Each group was subjected to different prompts proposed 
to ChatGPT 3.5 Turbo (OpenAI) and GPT-4 (OpenAI). 
We then collected and analyzed responses offered by the 
LLMs.

The aim of all prompts was to convert original free-
text reports into a structured report, in a table format, with 
different levels of details and conciseness (Table 1):
	 Prompt 1 (P1): urged the models to include as 

many details as possible in the structured report. 

The aim was to explore the level of detail and 
complexity of the content that the models could 
generate from the original report.

	 Prompt 2 (P2): was more limited, requiring 
the models to select and include only essential 
information. The goal of this prompt was to 
determine how the model’s filtered information and 
decide what is considered essential. 

	 Prompt 3 (P3): required the models to focus solely on 
the pathological elements present in the report. This 
served to understand the models’ ability to correctly 
recognize and categorize medical anomalies.

The structured reports created by LLMs, were then 
analyzed, in comparison with the source free-text report, to 
verify the quality of information:
	 A quantitative evaluation of the results, collecting 

and comparing word numbers in the original 
reports and in the structured reports generated by 
the models. The results, in terms of percentage 
of word count reduction, were considered as a 
direct measure of the effectiveness of the models in 
compacting information and reducing verbosity.

	 A qualitative analysis of the structured reports 
extrapolated and proposed by the LLMs. 

Due to the variability of classification systems in the 
literature, we decided to include a classification of the 
findings in the reports based on the CT Colonography 
Reporting and Data System (C-RADS) (15,16) (Table 2). 
The evaluation metric used to quantify effectiveness was 
defined as “recall” to estimate the ability of the models to 
keep or not different categories of findings from the free-
text to the structured reports. The recall rate was calculated 
for each category of findings to understand various levels 
of competence in categorizing what is important and what 
is not. These metrics provide a comprehensive picture 
of the performance of the models, considering not only 

Table 1 Details on prompts provided to the LLMs, ChatGPT 3.5 Turbo and GPT-4

Group Instruction (prompt)

1 Convert the following report of a total-body CT scan into a structured report, include as many details as possible. The format 
should be a table

2 Transform this free-text radiological report into a structured report. Includes only the essential information, so the structured 
report should be concise and organized in a table format

3 Transform this free-text radiological report into a structured report. The structured report should be concise, organized in table 
format, and contain only pathological elements

LLMs, large language models; GPT, generative pretrained transformer; CT, computed tomography.

https://cdn.amegroups.cn/static/public/QIMS-23-1300-Supplementary.pdf
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their ability to correctly identify information, but also to 
exclude non-essential information and to balance these two 
competencies.

The qualitative analysis was performed by consensus 
of two researchers: one radiologist (C.A.M., 12 years of 
experience) and one resident in radiology (A.C.S., 4 years of 
experience). 

Results

We analyzed for each LLMs, GPT-3.5 Turbo and GTP-4, 
the results of the three prompts proposed.

GPT-3.5 Turbo 

For Group 1, which had the prompt (P1) to include as many 
details as possible, GPT-3.5 Turbo reduced the average 
word count by 23.6% compared to the original report, 
maintaining a good performance in terms of recall for the 
C-RADS categories, with a minimum of 79% for category 
E4 and a maximum of 89% for category E3.

For Group 2, which had the prompt (P2) to include only 
essential information, GPT-3.5 Turbo reduced the average 
word count by 49.9% compared to the original report, with 
a recall rate for the C-RADS categories ranging from 65% 
for category E2 to 77% for category E3.

For Group 3, which had the prompt (P3) to include only 
pathological elements, GPT-3.5 Turbo reduced the average 
word count by 47% compared to the original report, the 
recall for the C-RADS categories ranged from 62% for 
category E1 to 90% for category E4.

See Table 3 for the complete results of GPT-3.5 Turbo.

GPT-4 

For Group 1, GPT-4 reduced the average word count by 
36.7% compared to the original report, with a recall for the 
C-RADS categories ranged from 80% for category E4 to 
93% for category E2.

For Group 2, GPT-4 reduced the average word count by 
75% compared to the original report, with a recall for the 
C-RADS categories ranging from 59% for category E1 to 

Table 2 Explanation of the different C-RADS categories (15,16)

Category Findings

C-RADS E1 Normal examination results or anatomical variants

C-RADS E2 Clinically unimportant findings

No further evaluation or investigation indicated (e.g., renal cyst, diverticulosis)

C-RADS E3 Indeterminate, incompletely characterized, but probably benign

Further clinical correlation and investigation could be carried out if indicated (e.g., minimally complex renal cyst)

C-RADS E4 Potentially important findings 

Further investigation required and communication to the referring physician, as per accepted practice guidelines (e.g., 
solid renal mass, abdominal aortic aneurysm)

C-RADS, CT Colonography Reporting and Data System; CT, computed tomography. 

Table 3 Performance of GPT-3.5 Turbo in reducing word count while converting free-text into structured radiological reports

Group

Quantitative evaluation Qualitative evaluation

Average no. of 
words in the 

original report

Average no. of words 
after transformation 
with GTP-3.5 Turbo

Reduction in words 
after transformation 

(%)

C-RADS E1 
(%)

C-RADS E2 
(%)

C-RADS E3 
(%)

C-RADS E4 
(%)

1 595.25 454.65 23.6 85 82 89 79

2 529.75 270.2 49.9 68 65 77 75

3 563.95 299.1 47 62 81 89 90

GPT, generative pretrained transformer; C-RADS, CT Colonography Reporting and Data System; CT, computed tomography.
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77% for category E3. 
For Group 3, GPT-4 reduced the average word count by 

73.2% compared to the original report, with a recall for the 
C-RADS categories ranged from 36% for category E1 to 83% 
for category E4. See Table 4 for the complete results of GPT-4.

Comment

The results of this study highlight the potential of LLMs 
such as ChatGPT 3.5 Turbo and GPT-4 in the process of 
structuring radiological reports. Both models demonstrated 
ability to transform free-text radiological reports into a 
structured format and reduce verbosity. Moreover, we 
observed that while transforming free-text into structured 
report some findings, even of potential clinical importance, 
might be missed. Furthermore, the results underscored 
differences between the two models, as well as between 
different report groups. 

In Group 1, which received the prompt (P1) to include as 
many details as possible, both GPT-3.5 Turbo and GPT-4 
showed good recall for all C-RADS categories, with GPT-
4 reducing the word count more significantly compared 
to GPT-3.5 Turbo. This suggests that both models can 
generate detailed structured reports, but GPT-4 may be 
more effective in synthesizing information.

In Group 2, which received the prompt (P2) to include 
only essential information, GPT-4 reduced the word count 
by 75% compared to the original report but showed lower 
recall for the C-RADS E1 category compared to GPT-3.5 
Turbo. This result suggests that while GPT-4 is effective in 
synthesizing reports, it may miss some information.

In Group 3, which received the prompt (P3) to include 
only pathological elements, both models showed good 
recall for the C-RADS E4 category, representing the most 
important findings. However, GPT-4 reduced the word 
count by 73.2% compared to the original report but showed 
lower recall for the C-RADS E1 category compared to 
GPT-3.5 Turbo. This indicates that GPT-4 can identify and 
effectively report pathological elements but may miss some 
important information.

In general, GPT-4 demonstrated a greater ability 
to reduce the number of words in reports compared to 
GPT-3.5 Turbo. This may be due to its more advanced 
architecture and its ability to generate more concise 
text. However, this greater synthesis capability often 
corresponded to a slightly lower recall rate in some 
categories of findings compared to GPT-3.5 Turbo, 
confirming that this synthesis could lead to overlooking 

findings.
Moreover, GPT-4 showed greater variation in recall 

scores across different C-RADS categories compared to 
GPT-3.5 Turbo. For example, in Group 3, GPT-4 showed 
a recall of 36% for category E1 and 83% for category E4. 
This result contrasts with GPT-3.5 Turbo, which showed 
a recall of 62% for category E1 and 90% for category 
E4. This could indicate that GPT-4 is more selective in 
reporting information, correctly focusing its attention 
on potentially pathological elements, and less on non-
pathological ones, when required.

These differences highlighted that specific context and 
user needs can have an impact on the effectiveness of the 
models, and hence, must be considered when choosing the 
appropriate LLMs for the task required. For instance, where 
it is important to synthesize and focus on pathological 
elements, GPT-4 might be more suitable; whereas, in case 
of necessity to maintain as many details as possible, GPT-
3.5 Turbo might be a better option. 

Hence, it is fundamental to provide clear, specific, and 
well-crafted prompts to the models. This aligns with existing 
literature, which has highlighted the importance of prompting 
in guiding the behavior of language models (4,17-19).

The intentional variation of prompts performed in our 
study allowed us to evaluate the performance, in terms of 
flexibility and adaptability, of the LLMs under different 
conditions and to explore their ability to discern and 
categorize information based on generic terms. This is 
essential, as we are sought to understand how well these 
models, without specific training, can autonomously 
categorize medical information.

ChatGPT in the field of diagnostic imaging has been 
explored recently by a few papers. For instance, Adams et al. 
reported that GPT-4 can convert free-text into structured 
radiological reports with minor effort, possibly accounting 
for the challenges of structured reporting, facilitating 
standardization and data extraction (4). 

Moreover, Lyu et al. (17) reported that ChatGPT can 
convert radiology reports into plain language with a good 
performance obtaining a score of 4.27 (five-point system) 
with 0.08 places of information missing and 0.07 places of 
misinformation.

While there is potential for these AI tools to aid in 
diagnosis, it’s essential to understand the underlying 
mechanisms of their decision making. The algorithms of 
ChatGPT are trained on vast datasets and their decisions 
are based on patterns in the data rather than clinical 
understanding. Hence, while they can be incredibly 
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Table 4 Performance of GPT-4 in reducing word count while converting free-text into structured radiological reports

Group

Quantitative evaluation Qualitative evaluation

Average no. of 
words in the 

original report

Average no. of words 
after transformation with 

GTP-3.5 Turbo

Reduction in words 
after transformation 

(%)

C-RADS E1 
(%)

C-RADS E2 
(%)

C-RADS E3 
(%)

C-RADS E4 
(%)

1 595.25 376.5 36.7 90 93 91 80

2 529.75 132.2 75 59 70 77 74

3 563.95 151.05 73.2 36 83 81 83

GPT, generative pretrained transformer; C-RADS, CT Colonography Reporting and Data System; CT, computed tomography. 

accurate, there are some complicated clinical scenarios 
where they might be misled, especially if the training data 
is not representative. This nuanced understanding is crucial 
for any clinical application of AI.

Our findings, in fact, underline that radiologist’s 
oversight is still needed while converting free-text 
into structured radiological reports in clinical practice. 
Moreover, we introduced the concept that missing findings 
should be classified according to the clinical importance, 
as we did in the present paper using C-RADS categories, 
to evaluate the performance of LLMs in the context of 
structured reporting.

It is important to mention that the use of LLMs in 
radiological practice is in the early stage and further 
research is needs since there are still several challenges 
to overcome. It would be interesting to explore how to 
improve the models’ ability to recognize and report relevant 
information, how to adapt the models to the specific 
contexts and user needs, and how to effectively integrate 
the models in clinical practice and with existing health 
information management systems.

The results of our study, even though preliminary, 
suggest that these models can be useful tools for structuring 
radiology reports, having the potential to enhance 
the efficiency and effectiveness of radiological results 
communication, data analysis, and integration with health 
information management systems. 

However, while ChatGPT offers many advantages in 
structuring radiology reports, it is crucial to understand 
its limitations, such as occasional oversights, for example 
missed findings of clinical relevance, or inaccuracies in 
reporting data. Since, the employment of these systems 
without proper validation and checks can introduce errors 
(e.g., hallucinations or factual errors) into the radiology 
reporting process, we must underline that human judgment 
is still crucial and nowadays LLMs must be considered as an 

aid rather than a replacement for human expertise.
Moreover, the integration of ChatGPT and similar 

AI tools in healthcare and radiology is not devoid of 
ethical considerations, regarding data privacy and the 
potential misuse of sensitive patient information. Hence, 
it is imperative to strike a balance between leveraging the 
capabilities of AI and ensuring the ethical treatment of 
patient data and care.

To this end, tools like ChatGPT must be utilized 
in a manner that ensures safety of patient-identifiable 
information. Regulatory standards, such as the Health 
Insurance Portability and Accountability Act (HIPAA), set 
stringent criteria for the protection of patient data (20). If 
ChatGPT is integrated into clinical workflows, institutions 
must ensure that these standards are, at least, met. Strategies 
to ensure patient data privacy when using ChatGPT can 
include hosting custom models locally, encrypting patient 
data, and using the tool in offline modes where feasible. 

Lastly, ChatGPT holds great promise also as a tool for 
medical education and training toward the so-called self-
directed learning, empowering students to enhance their 
skills and knowledge at their own pace (21). Once again, 
human supervision is still mandatory in this context, in 
order not to pass inaccurate or false information.

While the current applications of ChatGPT in radiology 
are encouraging, its future perspectives are intriguing. 
However, as we explore these future directions, risk of bias, 
data privacy protection, legal and ethical considerations 
must not be overlooked (9,10). Further research, including 
different fine-tuning strategies, is needed to explore how 
to optimize the use of LLMs and to understand if and 
eventually how they can be integrated into clinical practice.
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