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Original Research Article

What’s Known on This Subject
The recent surge in popularity of artificial intelligence 
and publicly-available online chatbots has captured 
the attention of multiple stakeholders in the field of 
pediatrics. Care providers of children should be cogni-
zant of the limitations and risks of these emerging 
technologies.

What This Study Adds
We evaluated the performance of a publicly-available 
online artificial intelligence program (OpenAI’s 
ChatGPT-3.5 and -4.0, August 3 versions) on a pediatric 
board preparatory examination (2021 and 2022 PREP® 
Self-Assessment, American Academy of Pediatrics).

Introduction

Artificial intelligence (AI) is an evolving computer sci-
ence field focused on the development of machines that 
can perform tasks that would typically require human 
intelligence, such as visual perception, speech recognition, 

decision-making, and language understanding.1 AI is 
achieved through a combination of techniques, including 
machine learning, neural networks, and natural language 
processing (NLP).2 NLP leverages the use of large lan-
guage models (LLMs) to analyze and understand natural 
language text and speech. LLMs are complex neural net-
work-based systems that are trained on massive amounts 
of text data to learn the patterns, grammar, syntax, and 
semantics of natural language.3 LLMs can process and 
generate text in a way that simulates human language 
comprehension and production. It’s important to note, 
however, that LLMs are not truly “understanding” lan-
guage in the same way humans do; they are statistical 
models that predict the likelihood of words and phrases 
given the context they’ve been trained on. Despite 
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Abstract
Objectives. We aimed to evaluate the performance of a publicly-available online artificial intelligence program 
(OpenAI’s ChatGPT-3.5 and -4.0, August 3 versions) on a pediatric board preparatory examination, 2021 and 2022 
PREP® Self-Assessment, American Academy of Pediatrics (AAP). Methods. We entered 245 questions and answer 
choices from the Pediatrics 2021 PREP® Self-Assessment and 247 questions and answer choices from the Pediatrics 
2022 PREP® Self-Assessment into OpenAI’s ChatGPT-3.5 and ChatGPT-4.0, August 3 versions, in September 2023. 
The ChatGPT-3.5 and 4.0 scores were compared with the advertised passing scores (70%+) for the PREP® exams 
and the average scores (74.09%) and (75.71%) for all 10 715 and 6825 first-time human test takers. Results. For the 
AAP 2021 and 2022 PREP® Self-Assessments, ChatGPT-3.5 answered 143 of 243 (58.85%) and 137 of 247 (55.46%) 
questions correctly on a single attempt. ChatGPT-4.0 answered 193 of 243 (79.84%) and 208 of 247 (84.21%) 
questions correctly. Conclusion. Using a publicly-available online chatbot to answer pediatric board preparatory 
examination questions yielded a passing score but demonstrated significant limitations in the chatbot’s ability to 
assess some complex medical situations in children, posing a potential risk to this vulnerable population.
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significant limitations, LLMs have revolutionized the field 
of NLP and are driving advancements in AI-powered lan-
guage-related applications in healthcare such as voice 
assistants, chatbots, language translation, and sentiment 
analysis.4,5

Recently, online interfaces have become publicly 
available that are capable of dispensing healthcare 
advice over a broad array of categories, although the 
quality and safety of these responses are in question.6-8 A 
current example of this technology is OpenAI’s 
ChatGPT, an online chatbot offered to the public free of 
charge beginning in November 2022.9 ChatGPT was 
estimated to have reached 100 million monthly active 
users just 2 months after launch, making it the fastest-
growing consumer application in history, according to 
UBS analysts.10 Through a simple webpage interface, 
anyone with Internet access can easily pose text-based 
questions of varying length and complexity with 
responses that are surprisingly human-like.11 ChatGPT 
responds nearly instantaneously to both the informal 
questions posed by patients and detailed scientific ques-
tions posed by physicians.12 Answers are routinely 
highly-detailed, insightful, and convincing even when 
inaccurate.11

Elicited, in part, by the COVID-19 pandemic, virtual 
healthcare has proliferated13 and this has been accompa-
nied by record levels of physician workload and burn-
out.14,15 There has been a concomitant rise in patient’s 
expectations for electronic communication of medical 
advice in lieu of in person visits.16 There are several 
potential benefits to the use of chatbots for addressing 
the medical concerns of caregivers for children. For one, 
chatbots are available anytime and can provide immedi-
ate answers, which can be especially helpful for parents 
who are dealing with a sick child late at night or on 
weekends when medical offices are closed.17,18 Chatbots 
could also help reduce the work burden of healthcare 
providers, who often work long hours and may not have 
the time or resources to answer every question posed by 
caregivers in virtual messages.19

There is a duality of excitement and apprehension sur-
rounding the application of chatbots in a variety of 
healthcare scenarios.20-23 There is enthusiasm that chat-
bots will reduce administrative burden for healthcare 
providers while increasing access to useful health infor-
mation for patients and the caregivers of young children. 
On the other hand, the quality of dispensed medical 
advice, as with any form of LLM output, requires super-
vision by relevant professionals to ensure accuracy and 
safety. The optimal method of quality assurance has not 
yet been determined. The purpose of this study was to 
test the “knowledge” of a publicly-available chatbot in 
the same way human pediatricians are tested for board 

certification. We chose the American Academy of 
Pediatrics (AAP) 2021 and 2022 PREP® Self-Assessment 
tools and OpenAI’s ChatGPT for this purpose.

Methods

In compliance with fair use copyright law and with 
methods deemed exempt by our institutional review 
board, we were able to enter 245 questions and answer 
choices from the Pediatrics 2021 PREP® Self-
Assessment (1 question was not available and 2 ques-
tions were excluded by ChatGPT due to a possible 
violation of content policy) and 247 questions and 
answer choices from the Pediatrics 2022 PREP® Self-
Assessment into OpenAI’s ChatGPT-3.5 (available free 
of charge) and ChatGPT-4.0 (available by paid subscrip-
tion), August 3 versions, in September 2023. The 2021 
version of PREP® Self-Assessment was chosen over 
more recent versions in order to precede ChatGPT’s 
knowledge cutoff date, September 2021, in an attempt to 
match the chatbots training data temporally with the 
publishing date of the questions entered. Pediatrics 2022 
PREP® Self-Assessment was also tested as a means of 
evaluating test materials that were only available after 
the ChatGPT knowledge cutoff date to ensure that 
ChatGPT did “cheat” by simply finding the answer key 
to the self-assessment questions posted on the Internet.

ChatGPT “Takes the Test”

A fresh chatbot session was created, the original full text 
of each question was entered individually, and the chat-
bot response was saved. One chatbot session was uti-
lized for all questions for each PREP® test, with 
understanding that the chatbot is able to use previously-
entered text and generated responses to affect future 
responses within the same session or “thread.” This was 
felt to be representative a human test taker’s experience 
of answering all questions in one uninterrupted session. 
Each self-assessment question and its 4 potential answer 
choices were entered into the online ChatGPT interface 
individually as the “prompt,” maintaining formatting to 
the greatest degree possible in text-only format. The 
process was repeated for each individual question in 
each version of ChatGPT (-3.5 and -4.0).

Scoring ChatGPT’s Performance

Responses were compared to the answer key accompa-
nying the PREP® Self-Assessment. Media files (ie, pho-
tos, growth charts, graphs) were ignored by the text-only 
chatbot. Table formatting was lost when the questions 
were transferred to text-only format, however tables 
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with 2 columns retained appropriate juxta positioning of 
data and labels. Tables with 3 or more columns lost 
appropriate ordering of data. Individual questions were 
scored and a cumulative percentage score was deter-
mined for both versions of ChatGPT and both 2021 and 
2022 PREP® questions. Scores were determined for 
questions with and without media and/or tables. The 
performances of ChatGPT-3.5 and ChatGPT-4.0 on 
AAP Pediatrics 2021 and 2022 PREP® Self-Assessments 
were then assessed by question category for individual 
pediatric specialties.

Ethical Approval and Informed 
Consent

Informed consent was not required and this study was 
classified as exempt by our Institutional Review Board 
because the data were deemed sufficiently generic and 
did not contain identifiable information.

Results

ChatGPT seemed to understand the intent of our 
prompts: to answer a multiple-choice question with a 
single answer and to provide explanation for the choice. 
Given that every prompt had 4 possible answer choices, 
the results were significantly better than chance. Because 
ChatGPT was not able to interpret media, such as images 
or charts, these media were excluded. ChatGPT-3.5’s 
performance was negatively affected when a board 
question included a media file that could not be inter-
preted, however, ChatGPT-4.0’s performance was mini-
mally affected for these prompts. Performance was 
negatively affected for ChatGPT-3.5 when a table was 
included in the prompt (51.51% correct), especially for 
questions with multiple tables or tables with >2 col-
umns (0% correct). ChatGPT-4.0 did not seem to have 
difficulty interpreting tables with lost formatting. 
Performance of ChatGPT-4.0 was similar when 

unformatted tables were present or absent, even when 
tables contained >2 columns.

All responses returned within a few seconds and were 
accompanied by one or more supporting paragraphs of 
explanation. Reasoning was provided for the selected 
answer choices and there was also discussion at to why 
the other answers were not chosen. All explanations 
were thorough and descriptive, even when incorrect.

For the AAP PREP® Self-Assessments, media files 
(ie, photos, growth charts, graphs) accompanied 100 
(PREP® 2021: 53, PREP® 2022: 47) of the questions and 
these files were ignored by the text-only chatbot. Of the 
100 questions with media, 59 (59%) [PREP® 2021: 
30/53 (56.6%), PREP® 2022: 29/47 (61.7%)] were cor-
rectly answered by ChatGPT-3.5 and 80 (80%) [PREP® 
2021: 40/53 (75.47%), PREP® 2022: 40/47 (85.1%)] 
were answered correctly by ChatGPT-4.0 (Tables 1 and 
2). Table formatting was lost when the questions were 
transferred to text-only format, however tables with 2 
columns retained appropriate juxta positioning of data 
and labels. Tables with 3 or more columns lost appropri-
ate ordering of data. There were 76 (PREP® 2021: 33, 
PREP® 2022: 43) questions with data tables and of 
these, ChatGPT-3.5 answered 36 [PREP® 2021: 17/33 
(51.51%) and 2022: 19/43 (44.18%)] correctly and 
ChatGPT-4.0 answered 63 [PREP® 2021: 28/33 
(84.84%) and 2022: 35/43 (81.39%)] correctly. When 
results were separated by pediatric specialty, 
ChatGPT-4.0 yielded improvement over ChatGPT-3.5 
in 23 out of 36 categories for PREP® 2021 and 25 out of 
36 categories for PREP® 2022 (Table 3). In only 2 out of 
36 categories for PREP® 2021 and 3 out of 36 categories 
for PREP® 2022 did ChatGPT-3.5 outperform 
ChatGPT-4.0.

ChatGPT with Vision, a version of ChatGPT that can 
process and respond to images, was released to the pub-
lic in April 2023 and has a reported knowledge cutoff 
date of April 2023. The PREP® 2021 and 2022 questions 
with images (including photos, charts, and diagrams) 
were tested with the new version of ChatGPT-4.0 in 

Table 1. Performance of ChatGPT-3.5 and ChatGPT-4.0 on AAP Pediatrics 2021 PREP® Self-Assessment.

AAP pediatrics 2021 PREP® ChatGPT-3.5 ChatGPT-4.0

Self-assessment questionsa Correct responses Correct responses

With media (n = 53) 30 (56.6%) 40 (75.47%)
Without media (n = 190) 113 (59.47%) 153 (80.52%)
With table(s) (n = 33) 17 (51.51%) 28 (84.84%)
Without table(s) (n = 210) 126 (60%) 165 (78.57%)
With table(s) >2 columns (n = 5) 0 (0%) 4 (80%)
All questions (n = 243) 143 (58.85%) 193 (79.84%)

aPassing score 70%+, average score 74.09%, n = 10 715.
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November 2023 by including JPEG versions of images 
along with the text of each question in the ChatGPT 
prompt. Of the 100 questions with media entered into 
ChatGPT with Vision, 68 (68%) [PREP® 2021: 36/53 
(67.92%), PREP® 2022: 32/47 (68.08%)] were answered 
correctly, 15 (15%) [PREP® 2021: 6/53 (11.32%), 
PREP® 2022: 9/47 (19.14%)] were answered incor-
rectly, and for the remaining 17 (17%) questions [PREP® 
2021: 11/53 (20.75%), PREP® 2022: 6/47 (12.76%)] the 
chatbot declined to provide a specific answer for 13 
questions, and could not interpret 3 video files and 1 
audio file.

The 39 incorrect responses generated by ChatGPT-4.0 
on PREP® 2022, were reviewed by the authors and were 
classified by perceived level of risk: minimal risk (22/39, 
56.4%), moderate risk (13/39, 33.3%), or high risk 
(4/39, 10.3%). The incorrect answers classified as high 
risk included responses that: (1) missed the risk of pos-
sible congenital cytomegalovirus infection and inappro-
priately attributed an elevated conjugated bilirubinemia 
to breastmilk jaundice, (2) recommended oral antibiotic 
therapy instead of intravenous therapy for symptomatic 
lyme-associated complete heart block, (3) recommended 
nasogastric feedings instead of nasojejunal feedings in 
an intubated child at risk for aspiration, and (4) recom-
mended lymph node biopsy as an additional, but unnec-
essary, diagnostic step in a case of hemophagocytic 
lymphohistiocytosis.

Discussion

AI-driven analysis has demonstrated impressive prowess 
in healthcare, especially by facilitating diagnosis of com-
plex disease and analyzing massive data sets.24,25 In pedi-
atrics, studies show that AI can effectively help diagnose 
common childhood diseases,26 assist in decisions related 
to pediatric surgery,27 and detect child physical abuse.28 
A developing domain of AI involves the ability of power-
ful computers to mimic human conversation by process-
ing massive data sets of text collected from the Internet.3 

These so-called large language models (LLM)’s are able 
to respond to open-ended textual queries without the 
need for specific training in the given task and have 
improved exponentially in the past few years.29 An 
example of such technology is ChatGPT, an AI-powered 
conversational bot created by extensively refining a 
LLM. OpenAI’s ChatGPT is a publicly-available online 
artificial intelligence program designed to optimize lan-
guage models for dialog.9 ChatGPT-3.5 is available pub-
licly and free of charge. Version 4.0 of ChatGPT requires 
a paid subscription.9

Despite AI’s exciting potential, there is concern that 
these new technologies may be used for nefarious pur-
poses. With publicly-available versions of AI chatbots, 
students of all disciplines may use AI-assisted technol-
ogy to cheat on academic assignments and exams. 
ChatGPT has performed at or above the passing level on 
law school exams,30 business management courses,31 
and the United States Medical Licensing Exam 
(USMLE).32-34 The results of our study suggest that 
ChatGPT-4.0 could be used to respond to questions on 
the pediatric board certification exam, which is now 
offered in an “open book” online format.

ChatGPT has demonstrated near expert-level medical 
question answering35 and when tested on an online 
social media healthcare forum, ChatGPT answers were 
rated as significantly higher quality and more empa-
thetic than physician responses.36 Nonetheless, there is 
ample evidence to suggest that ChatGPT is not ready to 
replace physicians.12,37,38 ChatGPT’s ability to scan the 
“collective knowledge” of the Internet and produce 
comprehensive answers to complex medical questions is 
impressive on the surface, yet the “average” and/or most 
common answers found in the public domain are not 
always correct.3 Undesirable bias is expected to be 
transferred, and perhaps amplified, by chatbots.39,40 
Moreover, the ethical implications of AI’s deployment 
in healthcare must be carefully considered in order to 
mitigate its potential harms, particularly for the most 
vulnerable.41

Table 2. Performance of ChatGPT-3.5 and ChatGPT-4.0 on AAP Pediatrics 2022 PREP® Self-Assessment.

AAP pediatrics 2022 PREP® ChatGPT-3.5 ChatGPT-4.0

Self-assessment questionsa Correct responses Correct responses

With media (n = 47) 29 (61.7%) 40 (85.1%)
Without media (n = 200) 108 (54%) 168 (84%)
With table(s) (n = 43) 19 (44.18%) 35 (81.39%)
Without table(s) (n = 204) 118 (57.84%) 173 (84.8%)
With table(s) >2 columns (n = 5) 1 (20%) 4 (80%)
All questions (n = 247) 137 (55.46%) 208 (84.21%)

aPassing score 70%+, average score 75.71%, n = 6825.
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In this study, both versions of ChatGPT (-3.5 and 
-4.0) answered complex multiple-choice pediatric board 
questions in a manner similar to a human test taker, with 
a single answer and a detailed explanation for each 
choice. In some responses, ChatGPT commented on its 
lack of information (ie, lack of access to images) but still 
chose an answer based on the information provided. 
With rare exception, a specific answer was chosen for 

each prompt and a plausible explanation was generated 
by ChatGPT, even when the answer was incorrect.

ChatGPT demonstrated some interesting abilities. 
The responses were delivered in a variety of styles (ie, 
paragraph form, bullet points, etc.) and seemed reason-
ably human-like. For example, one chatbot response 
would provide the final answer first, followed by a 
detailed explanation. In other responses, the explanation 

Table 3. Performance of ChatGPT-3.5 and ChatGPT-4.0 on AAP Pediatrics 2021 and 2022 PREP® Self-Assessments by 
Pediatric Specialty.

AAP pediatrics 2021 PREP® AAP pediatrics 2022 PREP®

Pediatric specialty
ChatGPT-3.5 

(%)
ChatGPT-4.0 

(%)
ChatGPT-3.5 

(%)
ChatGPT-4.0 

(%)

Adolescent Medicine and Gynecology 5/8 (62.5) 6/8 (75) 6/11 (54.5) 9/11 (81.8)
Allergic and Immunologic Disorders 2/2 (100) 2/2 (100) 5/7 (71.4) 5/7 (71.4)
Behavioral and Mental Health Issues 3/4 (75) 4/4 (100) 7/7 (100) 6/7 (85.7)
Blood and Neoplastic Disorders 2/8 (25) 6/8 (75) 3/8 (37.5) 6/8 (75)
Cardiovascular Disorders 7/10 (70) 7/10 (70) 5/8 (62.5) 5/8 (62.5)
Child Abuse and Neglect 1/1 (100) 1/1 (100) 1/1 (100) 0/1 (0)
Collagen Vascular and Other Multisystem Disorders 1/3 (33.3) 2/3 (66.7) 1/3 (33.3) 3/3 (100)
Critical Care 1/2 (50) 2/2 (100) 2/2 (100) 2/2 (100)
Disorders of Cognition, Language, and Learning 5/6 (83.3) 4/6 (66.7) 2/4 (50) 3/4 (75)
Disorders of the Eye 4/5 (80) 5/5 (100) 4/4 (100) 3/4 (75)
Ear, Nose, and Throat Disorders 7/10 (70) 8/10 (80) 10/14 (71.4) 12/14 (85.7)
Emergency Care 3/5 (60) 3/5 (60) 2/4 (50) 4/4 (100)
Endocrine Disorders 3/8 (37.5) 7/8 (87.5) 4/8 (50) 8/8 (100)
Ethics for Primary Pediatricians 2/8 (25) 3/8 (37.5) 1/5 (20) 5/5 (100)
Fetus and Newborn Infant 9/14 (64.3) 11/14 (78.6) 3/9 (33.3) 5/9 (55.6)
Fluid and Electrolyte Metabolism 3/5 (60) 5/5 (100) 4/7 (57.1) 6/7 (85.7)
Gastrointestinal Disorders 6/7 (85.7) 6/7 (85.7) 5/12 (41.7) 12/12 (100)
Genetics and Dysmorphology 4/8 (50) 8/8 (100) 3/5 (60) 5/5 (100)
Genital System Disorders 2/5 (40) 2/5 (40) 1/1 (100) 1/1 (100)
Growth and Development 2/3 (66.7) 2/3 (66.7) 3/5 (60) 3/5 (60)
Infectious Diseases 11/26 (42.3) 21/26 (80.8) 13/24 (54.2) 21/24 (87.5)
Metabolic Disorders 1/4 (25) 3/4 (75) 4/5 (80) 5/5 (100)
Musculoskeletal Disorders 4/5 (80) 4/5 (80) 1/5 (20) 3/5 (60)
Neurologic Disorders 7/10 (70) 9/10 (90) 7/13 (53.8) 10/13 (76.9)
Nutrition and Nutritional Disorders 7/12 (58.3) 9/12 (75) 3/6 (50) 5/6 (83.3)
Patient Safety and Quality Improvement 1/1 (100) 1/1 (100) 4/4 (100) 4/4 (100)
Pharmacology and Pain Management 2/4 (50) 3/4 (75) 2/5 (40) 5/5 (100)
Poisoning and Environmental Exposure to Hazardous 

Substances
3/7 (42.9) 6/7 (85.7) 1/2 (50) 2/2 (100)

Preventive Pediatrics 3/3 (100) 3/3 (100) 5/13 (38.5) 10/13 (76.9)
Psychosocial Issues and Child Abuse 1/2 (50) 2/2 (100) 3/6 (50) 6/6 (100)
Renal and Urologic Disorders 4/7 (57.1) 7/7 (100) 4/8 (50) 7/8 (87.5)
Research and Statistics 6/8 (75) 6/8 (75) 2/2 (100) 2/2 (100)
Respiratory Disorders 5/10 (50) 7/10 (70) 4/8 (50) 6/8 (75)
Skin Disorders 7/9 (77.8) 8/9 (88.9) 6/13 (46.2) 11/13 (84.6)
Sports Medicine and Physical Fitness 4/7 (57.1) 6/7 (85.7) 3/5 (60) 5/5 (100)
Substance Abuse 5/6 (83.3) 4/6 (66.7) 3/3 (100) 3/3 (100)
Total 143/243 (58.8) 193/243 (79.4) 137/247 (55.5) 208/247 (84.2)
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would build up to the final answer. Although beyond the 
scope of this study, it was interesting to note that 
ChatGPT would sometimes change the answer choice 
when prompted a second time with the same question/
answer text and would willingly change the answer 
when told, “That answer is incorrect. Try again.” On 
several occasions, ChatGPT was noted to recognize a 
lack of necessary information. When a media file was 
referenced but not available in the text-only prompt, the 
chatbot would respond with comments such as, 
“Unfortunately, I cannot directly visualize the plasma 
concentration curves mentioned in your question (Item 
Q164). However, I can provide an interpretation based 
on the given answer choices and the typical scenarios in 
which they would be applicable.” On one occasion, the 
chatbot astutely provided the following conditional 
response in a case of a child with a radio-opaque foreign 
body in the esophagus: “Unfortunately, I cannot directly 
view the radiograph (Item Q118) that you mentioned. If 
the radiograph shows a button battery in the esophagus 
or other potentially harmful objects in a location that 
poses a risk, then the correct answer would be: A. endo-
scopic removal of object. If the radiograph shows a coin 
or another inert object in the stomach without signs of 
obstruction or other complications, then: B. reassurance 
to his mother might be appropriate.” When a second 
explanatory prompt was entered by a human such as, 
“The X-ray suggests that the foreign body is a battery in 
the mid-esophagus,” then the chatbot committed to the 
correct answer. ChatGPT with Vision, a version of 
ChatGPT that can process and respond to images, was 
tested separately for the questions that included images, 
charts, or graphs. Despite the additional information 
provided, performance was negatively affected when 
these media files were included in the prompt.

The passing score for ChatGPT-4.0 on both the 2021 
and 2022 PREP® exams demonstrates an impressive 
ability to process complex medical questions on a pedi-
atric board preparatory exam. Nonetheless, we found 
that the chatbot’s explanation for incorrect answers was 
sometimes accompanied by erroneous logic or seem-
ingly nonsensical information that could be misleading 
to caregivers of children. Several, but not all, of the 
chatbot responses in our study were accompanied by a 
disclaimer such as, “However, the final decision should 
be made by the medical team based on the child’s spe-
cific clinical situation and needs.”

Performance on a preparatory exam may not translate 
to actual board exam performance or to real-life knowl-
edge. We think that it is unlikely that human pediatricians 
will be replaced by computers any time in the near future. 
The field of pediatrics is complex and requires face-to-
face, hands-on interaction between patient, caregivers, 

and pediatrician and a deep understanding of science and 
human nature. The potential for AI to augment pediatric 
healthcare is exciting but evolving. It is likely that AI 
will continue to provide useful tools for healthcare in the 
future, but these innovations must be used with discre-
tion and under direct human supervision.

Conclusion

Reliance on ChatGPT or similar tools to guide treatment 
of sick children and to provide caregiver advice could 
pose unacceptable risk to this vulnerable population. It 
is expected that there will be rapid technological 
advances in the emerging field of NLP that may improve 
the usability and safety of chatbots in clinical settings in 
the future, however these technologies should be used 
with extreme caution at this time.
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