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Abstract

This report assesses peer-reviewed and grey literature on risk communication concepts and practices,
as requested by the European Commission to support the implementation of a ‘General Plan for Risk
Communication’, i.e. an integrated framework for EU food safety risk assessors and risk managers at
Union and national level, as required by the revised EU General Food Law Regulation. We conducted a
scoping review of social research studies and official reports in relation to risk communication in the
following areas: understanding and awareness of risk analysis roles and tasks, reducing
misunderstanding of the different meaning of the terms ‘hazard’ and ‘risk’, tackling misinformation and
disinformation, enhancing confidence in EU food safety, taking account of risk perceptions, key factors
in trade-offs about risks, audience segmentation and tools, channels and mechanisms for coordinated
risk communications. We structured our findings as follows: i) definitions of key concepts, ii) audience
analysis and information requirements, iii) risk profiling, models and mechanisms, iv) contributions to
communication strategies. We make several recommendations for consideration by the Commission,
both in terms of actions to support the design and implementation of the general plan, and research
needs that we consider crucial to further inform appropriate risk communication in the EU. EFSA
carried out a targeted consultation of experts and a public consultation open to all interested parties
including the general public, in preparing and finalising this report.
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Summary

The Transparency Regulation introduces amongst others a new provision that empowers the
European Commission to adopt, by means of an implementing act, a General Plan for Risk
Communication (GPRC) to achieve the objectives and the general principles for risk communication set
out in the revised General Food Law Regulation. The general plan should promote an integrated risk
communication framework followed both by the risk assessors and the risk managers in a coherent
and systematic manner both at Union and national level.

In preparing the GPRC, the Commission is required, amongst others, to closely cooperate with
EFSA and the Member States. Through its expert Working Group on Social Research Methods and
Advice and based on social science evidence and approaches, EFSA was requested to provide technical
assistance in the field of risk communication to the Commission as a contribution to the
implementation of the GPRC.

In response to the request, we identified and reviewed relevant scientific and grey literature,
including existing frameworks, evaluated this evidence and provided our advice in the form of this
scientific report. The report is complemented by three outsourced tasks to complete the evidence base
in response to the Commission’s request. These tasks include mapping and reporting on: i) large-scale
engagement models and tools; ii) communication tools and channels; iii) communication capacities and
processes at national/Union level of risk assessors and risk managers. These tasks were conducted in
parallel with this review and, where appropriate, used as sources or referred to in this report.

To answer the broad questions and issues outlined in the terms of reference, we deemed a scoping
review the most appropriate approach and prioritised existing reviews as sources of information. We
sourced the data from academic research databases mainly comprising peer-reviewed literature. To
identify relevant literature, we carried out an initial broad search on the databases Google scholar,
PubMed, Scopus and Web of Science in February and March 2020. EFSA also held a targeted
consultation to assist the Working Group in filling data gaps and identifying additional evidence sources
in a structured and targeted manner to keep the process streamlined. EFSA also held a public
consultation on the draft scientific report, which was open to all interested parties, including the
general public, and which generated many additional references to help us finalise this report.

We summarised the findings extracted from our review of literature and formulated our advice for
the requester on the specific questions in the mandate. We determined to describe the evidence base
and to formulate our findings, conclusions and recommendations according to the purpose of the
information requested in the mandate.

First, we defined key concepts in the terms of reference and clarified those for which the literature
was ambiguous. Second, we described key aspects of audience analysis including factors influencing
risk perceptions, trade-offs in risk decisions and approaches for segmenting audiences. We followed
this with an assessment of how to tailor information to audience needs and summarised available tools
and channels for this purpose. Third, we explored tools for combining the key factors in structured
approaches to risk communication, namely generic risk profiling and risk communication models
described in the literature. We evaluated the limited available literature on existing models for
coordinated risk communication at supranational/EU/national levels involving both scientific advisory
bodies and decision makers.

The final part of our assessment provides information for use in developing communication
strategies on key issues highlighted in the Transparency Regulation: ‘foster public understanding of the
risk analysis, including of the respective tasks and responsibilities of risk assessors and risk managers
to enhance confidence in its outcome,’ ‘take into account risk perceptions of all interested parties,’ ‘the
ambiguity in the public perception of the difference between hazard and risk’ and ‘contribute to the
fight against the dissemination of false information and the sources thereof’.

We provided conclusions on each of the specific questions in the mandate throughout the report
and summarised the most important findings from our review in the overall conclusions. Finally, we
make several recommendations for consideration by the Commission, both in terms of actions to
support the design and implementation of the GPRC, and research needs that we consider crucial to
further inform appropriate risk communication in the EU. These include, among others, ways to test a
proposed framework for generic risk profiling, work on common communication platforms between risk
assessors and risk managers and practical ways of tackling false information in the realm of food
safety.
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1. Introduction

1.1. Background

Article 1 point 2 of Regulation (EU) 2019/1381 of the European Parliament and of the Council of 20
June 2019 on the transparency and sustainability of the EU risk assessment in the food chain
(hereinafter ‘Transparency Regulation’)1 amongst others introduces a new Article 8c to Regulation (EC)
No 178/2002 (hereinafter ‘General Food Law Regulation’).2

The latter new provision empowers the Commission to adopt, by means of an implementing act, a
general plan for risk communication in order to achieve the objectives and the general principles set
out in the General Food Law Regulation, as amended by the Transparency Regulation.3

The general plan should promote an integrated risk communication framework followed both by the
risk assessors and the risk managers in a coherent and systematic manner both at Union and national
level. It should:

a) Identify the key factors to be taken into account when considering the type and level of
communication activities needed;

b) Identify the different types and levels of communication activities and the appropriate tools
and channels to be used for risk communication purposes;

c) Establish appropriate mechanisms of coordination and cooperation to strengthen coherence;
d) Ensure an open and participatory dialogue with all interested parties.

In preparing the general plan for risk communication, the Commission is required, amongst others,
to closely cooperate with EFSA and the Member States. Through its expert Working Group on Social
Research Methods and Advice, EFSA is able to provide technical input based on social science evidence
and approaches on the principles and implementation of risk communication, as defined in the
Transparency Regulation. In addition, given its experience in this context, EFSA can also provide
technical assistance on how risk communication can improve public understanding of the difference
between hazard and risk.4

EFSA could provide technical assistance in the field of risk communication. Such assistance would
relate to the results of scientific assessments used as a basis for risk management actions, while
acknowledging that evidence from risk communication science may not always allow the complete
separation of risk assessment and risk management considerations. However, this input should not
deal with situations specifically covered by the general plan for crisis management,5 insofar as is
possible to separate risk communication and crisis communication.

In 2012, EFSA first published a best practice Risk Communication Handbook, titled ‘When Food Is
Cooking Up a Storm - Proven Recipes for Risk Communications (last updated in 2017),’ a practical tool
for risk communicators working in EU food and feed safety. In 2019, EFSA further published guidance
on the communication of scientific uncertainties. Continuing this trend as a source of best practice on
risk communication and given the experience to date, EFSA could provide technical assistance in the
field of risk communication.

1.2. Terms of Reference as provided by the requestor

In the context of Article 31 of the General Food Law Regulation, EFSA is requested to provide
technical assistance to the Commission based on the following Terms of Reference (henceforth ‘TR’):

1) Describe the science behind the concepts of ‘awareness’ and ‘understanding’ as referred to in
the new Article 8a(a) of the General Food Law Regulation as amended, to provide guidance
for risk communication aimed at ‘raising awareness and understanding’ of the specific issues

1 Regulation (EU) 2019/1381 of the European Parliament and of the Council of 20 June 2019 on the transparency and
sustainability of the EU risk assessment in the food chain and amending Regulations (EC) No 178/2002, (EC) No 1829/2003,
(EC) No 1831/2003, (EC) No 2065/2003, (EC) No 1935/2004, (EC) No 1331/2008, (EC) No 1107/2009, (EU) 2015/2283 and
Directive 2001/18/EC. OJ L 231, 6.9.2019, p. 1, to be found at: https://eur-lex.euiODa.eu/legalcontent/EN/TXT/PPF/?
urUCELEX:32019RI381&from=EN

2 Regulation (EC) No 178/2002 of the European Parliament and of the Council of 28 January 2002 laying down the general
principles and requirements of food law, establishing the European Food Safety Authority and laying down procedures in
matters of food safety: https://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1603189780600&uri=CELEX:32002R0178

3 See new Articles 8a and 8b of the General Food Law Regulation, respectively, as amended.
4 Recital (6) of the Transparency Regulation.
5 Recital (9) of the Transparency Regulation.
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in risk analysis (of food and feed safety), including links between awareness/understanding
and behaviour with respect to risks;

2) Provide guidance for risk communication that may ‘foster public understanding of the risk
analysis, including of the respective tasks and responsibilities of risk assessors and risk
managers to enhance confidence in its outcome,’ as stated in Article 8a(e) of the General
Food Law as amended, with a focus on public willingness to understand both the nature of
science and also the value of evidence-based regulatory science;

3) Define ‘appropriateness’ as referred to in Article 8b(a) of the General Food Law as amended,
with respect to target audience segmentation, to ‘ensure that accurate and all appropriate
information is exchanged in an interactive and timely manner with all interested parties, based
on the principles of transparency, openness and responsiveness’;

4) Regarding identification of the relevant factors for risk communication activities, as referred to
in Article 8c(2)(a) of the General Food Law as amended read in conjunction with recital (10)
of the Transparency Regulation:

a) Identify the ‘key factors’ to take into account when considering the type and level of risk
communication activities needed, including factors that influence how EU citizens assess
whether a risk or a trade-off is acceptable and the factors that influence this
determination;

b) Define ‘risk perception’ as referred to in Article 8b(c) of the General Food Law as
amended, and factors influencing risk perception6 to provide guidance for risk
communication on how to ‘take into account risk perceptions of all interested parties’;

c) Identify social, cultural and psychological factors to explain ‘the ambiguity in the public
perception of the difference between hazard and risk,’ as stated in Recital (6) of the
Transparency Regulation, to support risk communication that can clarify and improve
public understanding of the difference between hazard and risk;

d) Provide guidance on how to take account of the identified ‘key factors’ in defining the
‘types and levels of risk communication activities’ and ‘appropriate main tools and
channels,’ referred to in Article 8c(b) of the General Food Law as amended;

e) Based on these factors, explore the possibility to create ‘generic risk profiles’
corresponding to the different workflows of risk analysis procedures, and especially for
regulated products.7

5) Regarding the identification of the different types and levels of communication activities and
the appropriate tools and channels to be used for risk communication purposes, as referred to
in Article 8c(2)(b) of the General Food Law as amended:

a) Carry out a comprehensive mapping of all different types and levels of engagement and
communication activities and the appropriate tools and channels depending on the
different target audiences; this mapping should provide an overview of advantages/
disadvantages of the different tools and channels taking into account the relevant risk
factors and include ‘best practices’ based on literature review and input from existing
research, where relevant;

b) Provide guidance for risk communication (including types and levels of communication
activities) that can ‘contribute to the fight against the dissemination of false information
and the sources thereof’ as required by Article 8a(i) of the General Food Law as amended,
in relation to risk analysis of food and feed safety; explore the effectiveness of the
different engagement and communication activities;

6) Regarding the establishment of appropriate mechanisms of coordination and cooperation, as
referred to in Article 8c(2)(c) of the General Food Law as amended:

6 E.g. whether the risk stems from a new/novel source, whether it is the subject of diverging scientific opinions risk
management decisions, or of public concern).

7 For background reference, these ‘generic risk profiles’ should aim at a) providing a generic mapping of the elements that
would need to be assessed and/or considered both at risk assessment and risk management level, on the basis of the above-
mentioned factors, according to available knowledge and past experiences; b) provide preliminary assessments – based on
existing knowledge, if any – of any associated benefits associated with the relevant risks, e.g. actual or expected benefits,
their magnitude and importance, who benefits and how, who may be in disadvantage and how, potential trade-offs etc.; and
c) identify overall sensitivity of the subject matter, taking into account concerns, expectations and most importantly risk
perceptions.
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a) Carry out a comprehensive capacity and process mapping of existing structures for risk
communication at national and Union level in the European Union, including both risk
assessment and risk management public authorities;

b) Identify and evaluate existing models for coordinated risk communication at supranational/
EU/national levels involving both international/EU/national scientific advisory bodies and
decision makers in the food safety area or other sectors.

1.3. Interpretation of the Terms of Reference

EFSA responded to this request through a combination of scientific evaluation of existing literature
and of procurement activities, as follows:

1) As indicated in the Commission’s request, EFSA’s expert Working Group on Social Research
Methods and Advice will review scientific and grey literature, including existing frameworks, in
answering questions 1, 2, 3, 4a-e, 5b and 6b, evaluate this evidence and provide its technical
advice in the form of a scientific report of EFSA. In cooperation with the Commission, EFSA
will consult interested parties (e.g. institutional partners, stakeholders, scientific community)
on a draft version of the report prior to its finalisation and publication. The estimated
timeframe for this activity includes a consultation in mid/late-2020 and finalisation of the
scientific output in March 2021.

2) EFSA will procure services to carry out the mapping activities referred to in Question 5a and in
Question 6a, as chartered under its ‘Relationship Management Project,’8 specifically, carrying
out three outsourced activities focused on: i) Large-scale engagement models and tools; ii)
Communication tools and channels; iii) Communication capacities and processes at national/
Union level of risk assessors and risk managers. The results of these outsourcing activities will
be made publicly available. The estimated timeframe for completion of these activities is
March 2021.

3) Following finalisation of the activities outlined in points 1 and 2, and in cooperation with the
Commission, EFSA will, together with its national partners in the Communications Expert
Network, revise and update the Risk Communication Handbook ‘When Food Is Cooking Up a
Storm – Proven Recipes for Risk Communications’. The estimated date for completion of this
activity is December 2021, pending the Commission’s development of the General Plan for
Risk Communication, as required under the new Article 8c of Regulation (EC) No 178/2002.

Applicability of this report. We interpreted the scope of risk communication and the roles of
various actors in EU food safety, e.g. risk assessors, risk managers, to apply principally to public bodies
with regulatory roles within the EU food and feed safety system, i.e. EFSA, the European Commission
and national risk assessors and risk managers. Whereas individuals or organisations representing
consumers, businesses and other interested parties may also be considered to be under an obligation,
e.g. to follow the principles and objectives of risk communication, their risk communication may be
influenced by other factors such as economic considerations or advocacy. Therefore, we kept the
scope within the explicit purposes of this mandate, i.e. support implementation of the GPRC framework
for assessors and managers at Union and national levels.

2. Data and methodologies

2.1. Data

To answer to the broad questions and issues outlined in the terms of reference, we deemed a
scoping review the most appropriate approach and prioritised existing reviews as sources of
information (see Section 2.2 Methodologies for more details). We sourced the data used from
academic research databases mainly comprising peer-reviewed literature. The first search resulted in
342 references identified, selected based on the title and the abstract. We tagged each reference with
the name of the keyword used for the search. We performed an in-depth reading of the abstracts,
which resulted in the exclusion of 111 references as non-relevant. The Working Group experts checked
the list of excluded papers again and decided to retain 22 references as relevant. After excluding

8 An internal EFSA project set up to manage organisational changes required to implement new provisions of Regulation (EU)
2019/1381. Work Package 4 on ‘Risk communication’ includes the outputs referred to in Section 1.3 as well as other
deliverables. For more information: https://www.efsa.europa.eu/en/stakeholders/transparency-regulation-implementation
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duplications (n = 20), the final tally of papers for full-text reading was 233. Since 10 papers were
relevant for two topics, they were read by two reviewers, helping also to mitigate potential bias in the
review. We added four additional references on the topics of risk perception and hazard and risk after
the initial search. Two of them were published after the date of the first search, one was retrieved
from the list of references of an included paper on the difference between hazard and risk and one
was identified through a second search on the topic of risk perception. Five additional papers on the
topic of false information were included after the first search to fill the gaps identified in the literature
reviewed.

EFSA held a targeted consultation to assist the Working Group in filling data gaps and identifying
additional evidence sources in a structured and targeted manner to keep the process streamlined.
Thirteen risk communication experts with past involvement at EFSA or proposed by members of the
EFSA Advisory Forum were contacted for their support. The targeted consultation was held from
3 August to 3 September 2020 and resulted in a total of eight answers. The targeted consultation
helped to identify 124 additional references which we took into consideration and included where
relevant (see Section 2.1.1 and the Technical report on the outcome of the targeted and the public
consultations (EFSA, 2021a) for a more detailed overview).

EFSA held a public consultation on the draft scientific report calling on risk communication and
science communication experts and specialists – including practitioners at national, EU and
international risk assessment and risk management public authorities – to review and comment on the
draft. The public consultation was held from 19 November 2020 to 24 January 2021 and resulted in a
total of 27 interested parties submitting 220 comments. A detailed description of the process and how
the comments were taken into account is provided in the Technical report published as a supporting
document to this scientific report. The public consultation helped to identify 67 additional references
which were all reviewed and included where relevant (see Section 2.1.1 and the Technical report on
the outcome of the targeted and the public consultations (EFSA, 2021a) for a more detailed overview).

A summary of the whole process, broadly following the principles of the PRISMA (Preferred
Reporting Items for Systematic reviews and Meta-Analyses) statement (Moher et al., 2009) is
summarised in Figure 1.

Source: Adapted from the PRISMA Flow Diagram, Moher et al. (2009).

Figure 1: Overview of the literature review process
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2.1.1. Scientific literature

Awareness and understanding. We reviewed a total of 29 references on the science behind the
concepts of awareness and understanding (TR 1). We considered three out of 29 papers relevant to
the topic of public attitudes to risk analysis and three relevant to the topic of risk perception. Our
analysis of the content of the papers in the review showed a lack of formal definition of the two
concepts. Moreover, scarce consideration is given to psychological processes underlying decisions,
including cognitive, motivational and emotional processes, and a limited use of existing and well-
validated conceptual models. To fill these gaps, we consulted handbooks together with additional
references from the literature on health literacy and conceptual models in the field of public health
emergency preparedness communication literature. Additionally, the experts consulted during the
targeted consultation suggested nine references dealing with the definition of the terms ‘awareness’
and ‘understanding’. Lastly, the public consultation further helped in identifying three additional
references.

Public attitudes to and confidence in risk analysis. There were 25 references on the topic of
public attitudes to risk analysis and how to enhance confidence in its outcome (TR 2). We considered
three out of 25 papers relevant to the topics of awareness and understanding, and one relevant to the
topic of risk perception. The data extraction revealed a lack of consistency in the definition of trust and
confidence and the presence of a tight relationship between the concepts of risk analysis and risk
communication. Regardless of these data issues, we found the literature to be adequate to answer TR
2. We received an additional 19 references through the targeted consultation, specifically dealing with
questions concerning the role and responsibilities of risk managers in the risk analysis process, the
nature of science in risk analysis and the value of evidence-based regulatory science. An additional
seven references were suggested in the context of the public consultation.

Appropriateness (audience segmentation, information types). We retrieved 43 references
on the definition of appropriateness in terms of target audience segmentation to ensure information
exchange based on transparency, openness and responsiveness (TR 3). One paper out of the 43 was
also relevant to the topic of risk perception and one other paper to coordinated communications. The
review and data extraction were sufficient to answer TR 3, providing guidelines, golden rules and
recommendations for risk communication. We received 13 additional references on the topic of
audience segmentation from the targeted consultation. Specifically, these concerned differences in
targeting institutional partners and stakeholders and the wider public. Lastly, the public consultation
provided an additional five references.

Key factors (risk or trade-off acceptance). We reviewed 31 references for identifying the key
factors when considering the type and level of risk communication activities needed, with a focus on
risk or trade-off acceptance (TR 4a). One paper out of 31 was also relevant to the topic of risk
perception. The data extraction revealed the presence of a long list of factors to consider, many of
them overlapping with the literature on risk perception. Overall, the papers identified were sufficient to
answer TR 4a. We received 17 additional references relevant to this question from the targeted
consultation. Specifically, these regarded a potential categorisation of factors to adopt, research on the
stability of factors over time and research on the quality of factor measurement. An additional two
references were suggested by interested parties through the public consultation.

Risk perception. We found 86 references for defining risk perception and the factors influencing it
to provide guidance for risk communication on how to take into account risk perceptions of all
interested parties (TR 4b). Three papers out of 86 were also relevant to the topics of awareness and
understanding, one was relevant to the topic of ‘public attitudes towards risk analysis’, one to
‘appropriateness’ and one to ‘key factors’. We included two additional papers after the initial search,
one resulting from a second search of the literature and one published after the date of the initial
search, suggested by an external expert who collaborated with EFSA in the past. Therefore, a total of
88 articles were read in full. After full-text reading, we judged 18 articles non-relevant for this report.

We assessed extensive literature on risk perception, providing a comprehensive understanding of
factors able to influence the public’s perceptions. Nevertheless, we note that the main focus of the
papers reviewed is the general public/consumers, without considering other stakeholders and
interested parties.

We received 11 additional references from the targeted consultation. These were useful for gaining
insights on practical recommendations on how to take into account risk perception in risk
communication. Finally, eight references were provided in the context of the public consultation.
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Hazard vs. risk. We retrieved two references on the social, cultural and psychological factors to
explain the ambiguity in the public perception of the difference between hazard and risk (TR 4c). The
full-text reading revealed that both papers were not relevant to the question; however in screening the
references of one of the two papers, we identified one relevant article on how the conceptual
difference between hazard and risk is appraised by risk assessors and risk managers. In addition, we
found no references on the public’s perception of the difference between hazard and risk. We received
six references from the targeted consultation, which helped to fill this data gap. An additional four
references were suggested by interested parties through the public consultation.

Risk communication activities. We were able to use the evidence collected for answering the
other TRs (in particular TR 4a on key factors) to respond to TR 4d requesting guidance on how to take
account of the identified key factors in defining the types and levels of risk communication activities
and appropriate main tools and channels.

Risk profiling. We were able to use the evidence collected for answering the other TRs (in
particular TR 3 on appropriateness) to respond to TR4e requesting us to explore the possibility to
create generic risk profiles corresponding to the different workflows of risk analysis procedures. We
received one additional scientific paper potentially relevant to this question from the targeted
consultation. One further reference received in the context of the public consultation was deemed
relevant for risk profiling.

False information. Our first search identified 17 references on providing guidance for risk
communication that can contribute to the fight against the dissemination of false information and the
sources thereof (TR 5b). A second search conducted to fill some gaps identified in the literature
resulted in the addition of five more papers. The literature reviewed highlighted the need to distinguish
between misinformation and disinformation and to avoid the term ‘fake news’. Overall, we deemed the
papers satisfactory to answer TR 5b. We received nine further references from the targeted
consultation. These helped us to understand if there are any specific tools that deal with
misinformation/disinformation on food and feed safety and identify cases of misinformation/
disinformation relevant to risk analysis/communication. The public consultation helped to identify four
additional references.

Coordinated communication. We gathered nine references on the topic of existing models for
coordinated risk communication at supranational/EU/national levels involving both international/EU/
national scientific advisory bodies and decision makers in the food safety area or other sectors (TR
6b). The papers mainly described conceptual models for risk communication, which we used in our
answer to TR 4d. One reference resulting from the search on appropriateness was relevant to this
topic. EFSA asked other European agencies and international bodies for their support in identifying
models for coordinated communication, but we did not receive any relevant references as a result. We
received 14 references from the targeted consultation, four of which were relevant to the topic. Lastly,
we received 11 additional references in the context of the public consultation.

2.1.2. Grey literature

Appropriateness (audience segmentation, information types). We consulted a joint
handbook by the Food and Agricultural Organization (FAO) and the World Health Organization (WHO)
in answering TR 3. We also included the findings of an EU-funded project called Mapping Controversies
on Science for Politics (MACOSPOL) identified through the public consultation.

Communication tools and channels. We consulted a report by the UK Food Standards Agency
(FSA) to address this topic. Additionally, we included a report on social media monitoring by the
European Centre for Disease Prevention and Control (ECDC).

Risk profiling. EFSA consulted national communications specialists belonging to the EFSA
Communications Experts Network (CEN) and social researchers from the International Social Science
Liaison Group (ISSLG). This resulted in including the risk profiles developed by the German Federal
Institute for Risk Assessment (BfR) and those by the New Zealand Food Safety Authority (NZFSA).
Moreover, the experts consulted through the targeted consultation suggested two joint reports by FAO
and WHO.

Coordinated communication. We included a report from the Joint Research Centre (JRC) and a
report from the World Meteorological Organization (WMO) relevant to this topic. Additionally, the
targeted consultation helped to identify examples coming from the International Risk Governance
Council (IRGC).
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Other grey literature was consulted for the definitions of risk communication and crisis
communication, i.e. reports from the US Department of Homeland Security, the United States Centers
for Disease Control and Prevention (CDC) (suggested via the public consultation) and the Organisation
for Economic Co-operation and Development (OECD), and for the definition of disinformation, i.e. a
report from the Government Communications Service.

2.2. Methodologies

To identify relevant literature, we carried out an initial broad search on the databases Google
scholar, PubMed, Scopus and Web of Science in February and March 2020. We selected the following
search terms and alternative terms (in parentheses), based on our analysis of the TRs and the
questions to answer: awareness (appraisal), understanding, risk perception (fear, hazard vs. risk,
perceived probability), risk analysis, risk assessment, confidence, willingness (education level,
economic constraints, interest), transparency, openness, response/responsiveness (literacy capacity),
factors that influence risk communication (communication channel, communication source, information
source, tools), appropriateness (economics of information, cost/benefit analysis, audience
segmentation/target audience), interactive, risk communication, trade off, acceptability of risk,
influence, misinformation (debunking).

We combined the search terms in the following search strings: Search Term AND risk, Search Term
AND review, Search Term AND risk AND review, Search Term AND food safety, Search Term AND risk
AND food safety, Search Term AND risk AND food safety AND review, Search Term AND risk
communication.

We split the search terms equally among the members of the Working Group on Social Research
Methods and Advice – external experts and EFSA staff – who conducted searches independently
following agreed standards.

We selected the papers on the basis of the title and the abstract, according to five criteria. First, we
included only studies in English. Second, the studies needed to cover at least one of the questions in
the TRs. Third, they could be systematic or scoping reviews, handbooks and experimental studies;
however, priority was given to existing reviews. Fourth, for studies within reviews or non-review
papers, we considered only studies with empirical evidence. Fifth, the timeframe for concepts started
from the 1980s until the day of the search, while for communication aspects we took into account
literature published in the last 10 years. We consulted books and book chapters in some specific cases,
e.g. to provide formal definitions of concepts or to fill gaps in the literature. Some book chapters were
also suggested by the external experts in the targeted consultation.

All full texts of the identified papers were uploaded to the reference management software
‘Mendeley’ developed by Elsevier. Subsequently, EFSA staff reviewed the abstracts to check the
relevance of the articles for the report, excluding those not relevant to the TRs, e.g. those not
mentioning risk communication and papers only focusing on risk management or crisis communication.
Only articles published in peer-reviewed journals were included. The resulting list was reviewed by the
Working Group experts who either accepted or discarded the assessment based on their knowledge of
the topic and the literature.

We divided the final list of included papers per topic and assigned them to an expert and/or staff
for full reading. Any papers either authored or jointly authored by one or more members of the
Working Group were reviewed by a non-author of the paper from among the external experts. We
used a shared template to summarise the findings extracted from the papers and report the most
significant information. The full reading allowed us to establish which papers were the most and least
relevant (or non-relevant) in answering the TRs and identifying articles relevant for other topics within
the TRs. Where we identified gaps, the experts provided additional references especially in the form of
academic books or framework models from the health promotion field.

To achieve a comprehensive overview of the scientific literature, EFSA carried out a two-step
consultation process. First, after completing the findings extraction, we asked additional external
experts who had previously provided advice on risk communication best practices to EFSA to address
important gaps identified in the literature. Second, EFSA held a public consultation on the draft
scientific report itself, during which we asked the additional experts to provide their feedback.

While the approach followed has numerous strengths, it is worth highlighting the limitations of the
applied methodologies. First, the purpose of a scoping review is to offer an overview of the available
research evidence without producing a summary answer to a specific research question. Scoping
reviews are useful for answering broad questions in a more structured way. The difference with
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systematic reviews lies also in the absence of a quality checklist for assessing papers, but reliance on
shared inclusion and exclusion criteria. As stated above, to overcome this issue, some papers were
read by two reviewers. The targeted and public consultations also helped to ensure inclusion of the
most relevant literature to the terms of reference. Second, the timeframe of the literature search was
fixed, therefore papers published after that date might have been missed. Again, the targeted and
public consultations which were held after the database search allowed for inclusion of additional
papers published after the original timeframe. Third, the inclusion criterion for literature in English only
might have precluded relevant literature in other languages from our review.

3. Assessment

In this section, we summarise the findings extracted from our review of literature described in
Section 2 and formulate our advice for the requester on the specific questions in the terms of
reference. We determined to describe the evidence base and to formulate our findings, conclusions
and recommendations according to the purpose of the information requested, as follows:

• Provide definitions of key concepts in the mandate and clarify these where the literature is not
always in agreement;

• Evaluate key aspects of audience analysis – factors influencing risk perceptions, trade-offs in risk
decisions and approaches for segmenting audiences; followed by an analysis of how to tailor
information to audience needs and a summary of tools and channels available for targeting
information to specific audiences;

• Explore tools for combining the key factors in structured approaches to risk communication:
generic risk profiling and risk communication models; and consider the evidence on mechanisms
of coordinated communications; and

• Provide information for use in developing communication strategies on issues highlighted in the
mandate: ‘foster public understanding of the risk analysis, including of the respective tasks and
responsibilities of risk assessors and risk managers to enhance confidence in its outcome,’
‘clarify and improve public understanding of the difference between hazard and risk’ and
‘contribute to the fight against the dissemination of false information and the sources thereof’.

Figure 2 previews the structure of Section 3 and is intended to aid the reader to navigate the
various subsections and flows of information.
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Figure 2: Overview of the scientific report structure, related outputs and the main information flows
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3.1. Definitions of key concepts

In this section, we define key concepts referred to in the TRs based on findings from the literature
and/or definitions specified in European legislation and/or global frameworks. As stated in Section 1.3
Interpretation of the Terms of Reference, we consider the scope of these definitions and their
applicability to be limited to public bodies with regulatory roles within the EU food and feed safety
system, i.e. EFSA, the European Commission and national risk assessors and risk managers.

3.1.1. Risk analysis: assessment, management, communication

The three interconnected components of risk analysis – risk assessment, risk management and risk
communication – are fundamental concepts in this report. All three elements and the overall risk
analysis process for EU food safety are defined in the General Food Law Regulation, which established
the EU food safety system and EFSA in 2002. The Transparency Regulation introduced elements to
further clarify and/or broaden aspects of the definitions. These EU legal definitions, described below,
are the default references for this report since fulfilling the terms of reference and supporting the
implementation of the future GPRC expressly relate to the EU institutional framework for food safety
risk analysis. However, we recognise that the design of legal definitions is inherently influenced by
procedural requirements and objectives that may omit some epistemological qualities of the terms.
Therefore, we included relevant findings from literature to clarify the understanding and use of the
terms more broadly. Further, we identified potential ambiguities in the literature, which we report
below to avoid possible confusion or misunderstandings about these concepts and the applicability of
the evidence within the framework of this mandate. Specifically, we discuss and clarify the following
sources of possible ambiguity about definitions identified in the literature:

• risk analysis and risk assessment
• risk communication and crisis communication
• communication and engagement

Risk analysis and risk assessment. The EU definitions of risk analysis and its three component
parts are derived from those adopted by the United Nation’s Codex Alimentarius Commission (CAC,
1997, 2006). Article 2 of the General Food Law Regulation sets down that,

• ‘risk analysis’ means a process consisting of three interconnected components: risk assessment,
risk management and risk communication;

• ‘risk assessment’ means a scientifically based process consisting of four steps: hazard
identification, hazard characterisation, exposure assessment and risk characterisation9;

• ‘risk management’ means the process, distinct from risk assessment, of weighing policy
alternatives in consultation with interested parties, considering risk assessment and other
legitimate factors, and, if need be, selecting appropriate prevention and control options;

• ‘risk communication’ means the interactive exchange of information and opinions throughout
the risk analysis process as regards hazards and risks, risk-related factors and risk perceptions,
among risk assessors, risk managers, consumers, feed and food businesses, the academic
community and other interested parties, including the explanation of risk assessment findings
and the basis of risk management decisions.

As stated above, the terms ‘risk analysis’ and ‘risk assessment’ are distinct. Risk analysis is an
umbrella term that describes the whole risk process, from risk assessing hazards to managing the risks
identified and communicating any sensitive risk-related findings and risk management measures.
According to the glossary of the Society for Risk Analysis, risk analysis is a ‘Systematic process to
comprehend the nature of risk and to express the risk, with the available knowledge. Risk analysis is
often also understood in a broader way, in particular in the SRA community: risk analysis is defined to
include risk assessment, risk characterisation, risk communication, risk management, and policy
relating to risk, in the context of risks of concern to individuals, to public and private sector
organisations, and to society at a local, regional, national or global level’ (SRA, 2018).

9 Hazard identification in food safety involves identifying biological, chemical, and physical agents capable of causing adverse
health effects. Hazard characterisation defines the nature of those adverse health effects when the agents are present in food
and feed. Exposure assessment determines who, or what, has been exposed to a hazard and quantifies the amounts involved.
Risk characterisation concludes on the likelihood that an agent will cause harm taking into account the nature of the hazard
and the extent to which people, animals, plants and/or the environment are exposed to it.
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In the food safety community, the application of the FAO/WHO approach is further clarified as
involving the estimation of risks to human health and safety, the identification of appropriate control
measures to address the risks and communication with stakeholders on both the risks and the
measures applied to control them. The process aims at providing food safety regulators with the
information and evidence they need for effective decision-making, thus contributing to improved food
safety and public health.

Article 5 of the EU Food Law Regulation, which sets out its general objectives, notes that it ‘shall
pursue one or more of the general objectives of a high level of protection of human life and health
and the protection of consumers’ interests, including fair practices in food trade, taking account of,
where appropriate, the protection of animal health and welfare, plant health and the environment’. To
this end, the responsibilities of EFSA also extend to assessments of animal health and welfare and
plant health, where these have a direct or indirect impact on the safety of the food and feed supply
chains.

Analysis and assessment, however, are words often used in the layman’s lexicon in a non-scientific
capacity and as such are frequently used interchangeably. Notably, in academia and research, risk
assessment and risk analysis are terms that apply to a wide range of fields, not only food safety. As
these terms exist in the realms of cyber security, health, business and law, to name just a few, it is
unsurprising that at times discrepancies in their use emerge in literature, resulting in possible
uncertainty about their meaning in the food safety context.

Freund and Jones define risk analysis as a component of a larger risk assessment process in the
context of the factor analysis of information risk (FAIR) methodology (Freund and Jones, 2014).
Conversely, the United States National Institute of Standards and Technology (NIST), which is largely
concerned with information security, defines ‘risk assessment’ as synonymous with ‘risk analysis’ (NIST
SP 800-137 under Risk Assessment CNSSI 4009). By comparing just these two examples taken from
the numerous definitions and understandings of the terms, it becomes clear that the meaning
attributed to them differs across and even within sectors.

With regards to food safety, genetic modification of crops is a topic of intense debate, and this
debate emerges in part from confusion between ‘risk assessment’ and ‘risk analysis’ (Johnson et al.,
2007). Johnson et al. (2007) argue that both scientists and members of the public can misunderstand
the roles of scientific risk assessment and risk analysis and that this can potentially have a negative
impact on public trust in regulatory science. Clarifying these misunderstandings must be an objective
of this report.

It is imperative that the meaning of ‘risk assessment’ and of ‘risk analysis’, as they relate to food
safety, as understood by the public and by specific interested parties, is taken into account in
communication to the public, and that future guidance on food safety related risk communication
involves methods to strengthen public understanding of the terms to prevent the emergence of
distrust in risk analysis outcomes. Our advice on risk communication to foster public understanding of
the risk analysis process and enhance confidence in its outcomes is discussed in Sections 3.4.1 and
3.4.2.

Risk communication and crisis communication. Recital (9) of the Transparency Regulation,
which calls for the establishment of a ‘general plan on risk communication’, also states that it ‘should
not deal with situations specifically covered by the general plan for crisis management’. The
Background to the terms of reference (Section 1.1) adds the caveat that the requested technical
assistance should respect this distinction ‘insofar as is possible to separate risk communication and
crisis communication’. Hence, it is important to clarify the applicability of these two terms, while also
bearing in mind that much literature is ambiguous about this separation.

The legal definition of risk communication, as stated above, is somewhat broad and does not fully
capture different levels of interactive exchange: 1) the dissemination of public information about risks
to consumers or other affected groups; 2) the dialogue within and between risk assessment and risk
management; 3) engagement with interested parties affected by risk analysis outcomes (FAO/WHO,
2016). The risk communication requirements of each of these functions may vary, affecting, e.g. the
technical degree of the discourse, operational mechanisms used, the timing and frequency of
exchanges. The content of risk communication provides information about the risk (and benefits) and
the context, i.e. the nature of the hazard, who or what is affected and how severely, the type of
exposure (e.g. short term or long term), and the ability of individuals or public authorities to control
the risk. Risk communication must also adhere to the core principles of transparency, openness and
scientific independence, which include explaining any scientific divergences among different advisory
bodies and the impact of scientific uncertainties on the assessment conclusions and on any subsequent
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risk management measures (EFSA, 2012). Hence, this report includes findings relevant to all three
streams of risk communication described above as far as possible and the related factors (e.g. trade-
offs, risk perceptions).

Before attempting to differentiate crisis communication from risk communication, it is important to
note that the Transparency Regulation introduced new provisions to clarify the objectives and general
principles of risk communication specifically as they relate to the EU food safety system (see Table 1).

For example, Article 8a as amended by the Transparency Regulation makes specific mention of a
role for risk communication in the context of scientific divergence. The EU Food Law Regulation sets
down the need to identify and where possible resolve divergence among different scientific assessment
bodies and is addressed by a specific procedure. However, in the general context of communication,
specific attention has to be paid to explaining any such scientific divergence (as of 2018 there had
been only 12 cases) to non-scientific audiences. Divergences can be caused by scientific factors and
institutional contexts, e.g. differing responsibilities and protection goals, resulting in the use of
different data sets and methodologies, therefore risk communication should seek to clarify these
factors and provide consistent messages from all the institutions involved (Boholm, 2019).

These new provisions are fundamental in ensuring an unambiguous understanding of risk
communication as it relates to EU food safety. Also, the contents of Table 1 decisively shaped the
Terms of Reference (Section 1.2) and are therefore extensively discussed throughout Section 3
Assessment below.

Regarding crisis communication, EU food safety legislation does not provide a precise
epistemological definition to easily demarcate it from risk communication more generally. To an extent,
the distinction is driven by the regulatory need to define the circumstances in which a risk becomes an
‘incident’ or a ‘crisis’ thereby triggering the necessary organisational and procedural responses in those
situations. Therefore, while separation may be somewhat artificial, we consider it necessary to provide

Table 1: Objectives and General principles of risk communication

Article 8a Article 8b

Objectives of risk communication General principles of risk communication

Taking into account the respective roles of risk
assessors and risk managers, risk communication
shall pursue the following objectives:

Taking into account the respective roles of risk assessors
and risk managers, risk communication shall:

a) raise awareness and understanding of the specific
issues under consideration, including in cases of
divergences in scientific assessment, during the
entire risk analysis process;
b) ensure consistency, transparency and clarity in
formulating risk management recommendations and
decisions;
c) provide a sound basis, including, where
appropriate, a scientific basis, for understanding risk
management decisions;
d) improve the overall effectiveness and efficiency of
the risk analysis;
e) foster public understanding of the risk analysis,
including of the respective tasks and responsibilities
of risk assessors and risk managers to enhance
confidence in its outcome;
f) ensure appropriate involvement of consumers,
feed and food businesses, the academic community
and all other interested parties;
g) ensure appropriate and transparent exchange of
information with interested parties in relation to
risks associated with the food chain;
h) ensure the provision of information to consumers
about risk prevention strategies; and
i) contribute to the fight against the dissemination
of false information and the sources thereof.

a) ensure that accurate and all appropriate information is
exchanged in an interactive and timely manner with all
interested parties, based on the principles of transparency,
openness and responsiveness;
b) provide transparent information at each stage of the
risk analysis process from the framing of requests for
scientific advice to the provision of risk assessment and the
adoption of risk management decisions, including
information on how risk management decisions were
reached and which factors were considered;
c) take into account risk perceptions of all interested
parties;
d) facilitate understanding and dialogue amongst all
interested parties; and
e) be clear and accessible, including to those not directly
involved in the process or not having a scientific
background, while duly respecting the applicable legal
provisions on confidentiality and protection of personal
data.
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technical clarification to the best extent possible so that the two ‘general plans’ can coexist efficiently
and effectively.

Relevant articles of legislation and European standards help to construct a viable definition of crisis
communication. The General Food Law Regulation classifies crisis communication as an integral
component of crisis management. Article 55 establishes the need for a ‘general plan for crisis
management’ to deal with ‘emergencies’ and which specifies ‘the practical procedures necessary to
manage a crisis, including the principles of transparency to be applied and a communication strategy’.
Commission Decision (EU) 2019/30010 establishes the General Plan for Crisis Management for food and
feed safety. Recital (16) states that,

‘evidence-based, real-time communication to the public and to trade partners is essential to
contribute to protecting public health by avoiding further spread of risks and to restoring confidence
in the safety of food or feed not affected by an incident.’

In terms of which situations constitute ‘emergencies’ Article 2 states they involve ‘direct or indirect
risks to public health deriving from food and feed, in particular in relation to any hazard in food and
feed of biological, chemical and physical nature, which are not likely to be prevented, eliminated or
reduced to an acceptable level by provisions in place [. . .]’. The terms crisis and incident are
sometimes used interchangeably such as in Recital (19) which states a crisis depends on the
‘seriousness and extent of the incident in terms of public health impact, the relevant consumer
perception and political sensitivity’ and indicates specific conditions: the source of the incident or
outbreak is still uncertain, was intentional (e.g. bioterrorism or side effect of fraud) or a repeat of past
incidents after which follow-up measures were insufficient. The United States Centers for Disease
Control and Prevention defines an emergency as ‘any public health event or incident presenting risk to
life, health, and infrastructure [. . .]’ and that this encompasses both ‘crisis’ and ‘disaster’ situations
(CDC, 2018). The European standard for crisis management11 defines crisis, more precisely, as an
‘unprecedented or extraordinary event or situation that threatens an organisation and requires a
strategic, adaptive and timely response in order to preserve its viability and integrity’ and incident as
an ‘adverse event that might be, or could lead to, a disruption, loss, emergency or crisis’, both of
which feature in our conclusions. It also distinguishes between them on the basis of such factors as
their predictability, impact, degree of media scrutiny. The future ISO 22361 standard on crisis
management is expected to distinguish crisis – including elements of existential threat, surprise and
short decision-making time – from emergency, based on organisational tolerance levels, i.e. ‘an
emergency for one organisation can be considered a full-blown crisis in another’.12 The Organisation
for Economic Co-operation and Development (OECD, 2016) states risk communication ‘needs to be
done before a hazardous event occurs, to inform citizens and businesses about their potential
exposure and to encourage them to invest in precautionary measures’ whereas emergency and crisis
communication needs ‘to inform people once the event is imminent, has already begun or has just
occurred’.

Articles 21 and 22 of Regulation (EU) 2019/300 stipulate the objectives of the communication
strategy during ‘incidents’, mainly relating to crisis management measures and interaction with affected
operators, third countries and international partners. Communication should include: consistent and
coordinated messages; effective communication on risks; updates on the ongoing nature of
investigations and precautionary measures in situations of uncertainty; provision of reliable evidence to
support decisions and measures; reassurances about products not affected by the incident; and
information on successful measures taken, e.g. withdrawal of affected batches. The crisis ends once
factors causing it are fully resolved, or it may be downgraded to ‘incident’ status (which requires ‘only
an enhanced coordination at the Union level’).

In the literature, several authors discuss ‘risk communication’ primarily in relation to high-impact
disaster hazards, e.g. extreme weather incidents, industrial accidents or radioactive waste (H€oppner
et al., 2012; Verroen et al., 2013; Otto et al., 2018) which easily meet the criteria for emergency
situations. Several typologies exist to distinguish the various phases of risk communication which help

10 Commission Implementing Decision (EU) 2019/300 of 19 February 2019 establishing a general plan for crisis management in
the field of the safety of food and feed, https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex:32019D0300

11 CEN/TS 17091:2018 on ‘Crisis management - Guidance for developing a strategic capability’, https://standards.cen.eu/dyn/
www/f?p=204:110:0::::FSP_PROJECT:62265&cs=145D51B76D14672B45644D295E04E6F64

12 Minutes of the 32nd meeting of the EC Community Capacity in Crisis Management (C3M) Inter-Service Group (27 November
20).
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to delineate non-crisis ‘peacetime’ efforts from emergency or incident-related crisis communication. In
the natural hazards’ literature, risk communication follows a cycle of prevention/preparation, warning,
emergency response and, finally recovery (H€oppner et al., 2012), where the latter three steps belong
to crisis communication, implying peacetime communication is concerned principally with prevention
and preparedness. Similarly, other authors differentiate ‘ongoing communication’ from ‘incident
communication’ (Charlebois and Summan, 2015), or ‘pre-crisis communication’ from ‘crisis/emergency
communication’ (Heath et al., 2019) which addresses the urgency of a crisis situation and empowers
decision-making (CDC, 2018). Also, crisis communication is ‘focused on image and reputation
restoration’, while risk communication concerns ‘information presentation, persuasion and strategic
messaging’ (START, 2012). The authors of a study related to industrial incidents took the opposite
approach, describing risk communication as applying to emergency situations (the ‘hot phase’) and
crisis communication intended for prevention (the ‘cold phase’) (Verroen et al., 2013). Cairns et al.
recognise the ‘indistinct definitions and overlaps’ between risk communication and crisis
communication in the literature and in practice, but a need for different strategies. Therefore, they
propose definitions of their own,

‘crisis communication is ‘directive and precise and deals with visible hazards’, risk communication is
‘innately indeterminate because it is the communication of uncertainty’ and is not ‘instructive’ rather
a discourse – the exchange of ideas between various stakeholders about possible future threats.’
(Cairns et al., 2013).

However, this definition is problematic not least given communication of uncertainties around food
safety risks is widely considered more critical during emergencies. FAO/WHO state ‘food safety situations
that require urgent communication to prevent or reduce the risks of significant harm are often associated
with many gaps in knowledge’ and that ‘this should be acknowledged and explained, together with what
is being done by risk assessors and managers to address the uncertainty (FAO/WHO, 2016).

Communication and engagement. Question 5a of the TR (see Section 1.1) refers to ‘types and
levels of engagement and communication activities’ in relation to their use for ‘the purposes of risk
communication’. The revised EU Food Law Regulation (Table 1, above) states among the objectives of
risk communication (Article 8a) is to ‘(f) ensure appropriate involvement’ of interested parties and to
‘(g) ensure appropriate and transparent exchange of information’ with them. Further, the principles
(Article 8b) state that it should ‘(d) facilitate understanding and dialogue amongst all interested
parties.’ We interpret these texts as implying that ‘engagement’ is the instrument by which to ensure
the ‘involvement’ of various interested parties and an ‘exchange of information’ within a framework of
multi-directional dialogue. ‘Communication’ facilitates ‘understanding’ and thus enables informed
dialogue, e.g. by providing information that is ‘appropriate and transparent’.

Literature defines engagement in different ways; it can be considered as an overarching concept
including public ‘communication’, ‘consultation’ and ‘participation’ (Rowe and Frewer, 2005) or it could
be seen as a separate concept from ‘involvement’ or ‘participation’, but with overlapping areas (e.g.
citizen science at the crossroads of ‘engagement’ and ‘participation’, with elements of both) (Woolley
et al., 2016). In the EU food and feed safety risk assessment process, current engagement activities
aim both to provide interested parties (e.g. stakeholders) with a better understanding of the scientific
decision-making processes and to improve the quality of scientific outputs by accessing new sources of
scientific information (EFSA, 2016). Given that ‘regulatory science is shaped by interactions –
sometimes conflicting – within ‘network-like constellations’ of different actors’ (Felt and Fochler, 2010,
cited in Smith et al., 2019), the demand for participatory approaches requires not only that interaction
takes into account societal concerns and perspectives but that the open dialogue adds value to the
scientific process (Smith et al., 2019). This represents a shift in line with the concept of knowledge co-
production – an alternative to ‘controversy’ when understanding the relationship between science and
society – acknowledging the production of knowledge as a collective endeavour (Jasanoff, 1996; JRC,
2013). Such an enlarged concept of the expertise available to the risk analysis process has to address
concerns, such as the representativeness of all interested parties, in order to generate a shared and
trusted technical and science-driven knowledge pool that can help overcome conflicting perceptions of
risks (Palma-Oliveira et al., 2018).

In the context of risk communication, engagement ensures the involvement of interested parties
and the exchange of information among them within a framework of open dialogue. As such, it should
be built on principles of openness and transparency, as underlined in principle (a) of Article 8b
(Table 1).
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Further evidence regarding engagement and communication as means of delivering appropriate
information to different audience groups, is presented in Sections 3.2.3 and 3.2.4, below.

Conclusions

Based on the above discussions, we propose to clarify these terms for use in this report to avoid
possible misunderstanding, based on the legislation in the first instance with supporting points from
the literature, as follows:

• Risk analysis is an umbrella term that describes the whole risk process, from risk assessing
hazards to managing the risks identified and finally communicating any sensitive risk-related
findings and risk management measures.

• Risk analysis is a process that produces knowledge that informs how to understand, assess,
characterise, communicate, manage and govern risk.

• A risk assessment is a scientifically based process consisting of four steps: hazard identification,
hazard characterisation, exposure assessment and risk characterisation.

• The assessment branch of the analysis process aims at providing food safety regulators with the
food safety related information necessary for effective decision-making, thus contributing to
improved food safety and public health.

• In food safety terms, the demarcation between the two terms is clear: ‘risk analysis’ is a
process consisting of three interconnected components: risk assessment, risk management and
risk communication; ‘risk assessment’ is a component of risk analysis, and it is the scientifically
based process consisting of four steps: hazard identification, hazard characterisation, exposure
assessment and risk characterisation.

• Risk management is the process, distinct from the scientific risk assessment, of weighing policy
alternatives in consultation with interested parties, considering risk assessment and other
legitimate factors in order to select appropriate prevention and control options. Risk
Management often includes completing a cost/benefit analysis.

• Risk communication is ‘the interactive exchange of information and opinions throughout the risk
analysis process as regards hazards and risks, risk-related factors and risk perceptions, among
risk assessors, risk managers, consumers, feed and food businesses, the academic community
and other interested parties, including the explanation of risk assessment findings and the basis
of risk management decisions.’

• Risk communication involves different levels of interactive exchange: 1) the dissemination of
public information about risks to consumers or other affected groups; 2) the dialogue within
and between risk assessment and risk management; 3) engagement with interested parties
affected by risk analysis outcomes.

• Whereas risk communication is mainly a discourse of ongoing communication intended to
prevent and prepare for possible future risks, crisis communication deals with immediate
hazards and takes place within pre-crisis, emergency or post-crisis situations, such as food-
borne incidents or outbreaks, which pose a risk to public health, consumer perception or may
be politically sensitive.

• Generally, a crisis is an unprecedented or extraordinary event or situation that threatens a
population, organisation or system, and requires a strategic, adaptive and timely response to
preserve safety, viability and integrity.

• An incident is an adverse event that might be, or could lead to, a disruption, loss, emergency or
crisis.

• In the context of risk communication, engagement ensures the involvement of interested parties
and the exchange of information among them within a framework of open dialogue.

• The demand for participatory approaches requires not only that interaction takes into account
societal concerns and perspectives but that the open dialogue adds value to the scientific
process. This concept is in line with that of knowledge co-production, and must be
characterised by representativeness of all interested parties, in order to generate a shared and
trusted knowledge pool.

3.1.2. Trust and confidence

Recital (4) of the Transparency Regulation states that ‘it is necessary to ensure transparent,
continuous and inclusive risk communication throughout the risk analysis, involving Union and national
risk assessors and risk managers. Such risk communication should strengthen citizens’ trust that the
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risk analysis is underpinned by the objective of ensuring a high level of protection of human health
and consumers’ interests.’

Following the definitions of risk analysis, risk assessment, risk management and risk communication
above (Section 3.1.1), we considered it necessary to clarify additional concepts in the EU Food Law
Regulation, which are important for this report: trust and confidence (this section); and openness,
transparency and responsiveness (Section 3.1.3).

Within much of the literature concerning the various aspects of risk analysis, trust and confidence
are treated as distinct but often related and at times inextricably linked concepts that play a role in the
value the public places on risk analysis outcomes. In more general terms, trust plays a role in the
public’s confidence in most things including, e.g. people or institutions. We noted, however, that the
distinction between trust and confidence may not operationalise across all languages as it does in
English; e.g. the terms trust and confidence can both be translated as ‘vertrouwen’ in Dutch and
‘Vertrauen’ in German. As the methodology adopted in this scoping review included only literature that
was published in English, the issue of a lack of distinction in other languages has not emerged or been
addressed in this report.

As trust and confidence are among the most important factors to affect public attitudes to the risk
analysis process; e.g. a lack of trust in an organisation or process – such as risk analysis – can
negatively ‘impact the adoption of new technologies, generate political resistance to policies, and
impede changes in behaviour that might otherwise be beneficial’ (Hobbs and Goddard, 2015). It is for
this reason that having consistent and cohesive definitions of them is of the utmost importance.
Comparing findings across studies can be made difficult by the inconsistency among definitions and
thus among the logic and understanding that underpins studies.

The literature on trust is copious, with authors often linking trust to related concepts such as
trustworthiness (O’Neill, 2018), credibility (Frewer, 2003; Cho et al., 2017) or confidence (Khan et al.,
2017; Siegrist, 2019). Examination of trust also includes considerations of belief (Visschers and
Siegrist, 2008; Lam et al., 2018) as well as willingness to open oneself to another party (Auger, 2014).

Sapp et al. (2009) (as cited by Arnot et al. (2016)) claim that ‘Confidence, or shared values, was
three to five times more important than competence for consumers in determining who they will trust
in the food system’. Fiske and Dupree (2014) understand competence to be another term for expertise
and argue that competence/expertise and trust are related to credibility, especially communicator
credibility (see Section 3.4.2 Enhance confidence in risk analysis outcome); this highlights the close
links between concepts such as confidence, trust, competence and credibility. Confidence and trust are
overlapping concepts that display a level of interdependency that makes distinguishing between the
two difficult at times. To some, confidence is required for trust to exist and vice versa.

De Jonge et al. (2004) argue that trust is frequently based on social relationships between
individuals or between an individual and institutions (as supported by Kasperson et al., 1992; Slovic,
1993; Siegrist et al., 2000); on the other hand, one can have confidence in anything: a person, an
institution or a concept, e.g. food safety (Siegrist et al., 2003). Trust is a term that has generated
numerous definitions, varying from the detailed and nuanced (where trust is conceptualised to exist in
different forms, such as cognitive trust, emotional trust and behavioural trust (Kasperson et al., 1992)
to the general (it is defined as ‘faith or confidence in a person or institution’ (Cho et al., 2017)).
Therefore, it is necessary for clarity to use specific definitions for the meaning of the terms ‘trust’ or
‘confidence’ within this discussion.

As there are no cohesive and consistent definitions of either trust or confidence across the papers
we reviewed, this paper will use the definitions by Siegrist (2019) who distinguishes three types of
trust: general trust, social trust and confidence. According to Siegrist (2019), social trust is based on
the judgement of similarities in intentions and values (i.e. people tend to trust people or organisations
with values similar to theirs) while confidence is based on past experiences. While this conception of
trust is no more or less correct than another, this definition encompasses many of the traits found
within other definitions, and thus can bridge the gaps found among the various conceptions.

Specifically, Siegrist argues that general trust is underpinned by personality traits, such as openness
or optimism and is defined as ‘a psychological state comprising the intention to accept vulnerability
based upon positive expectations of the intentions or behaviour of another’ (Rousseau et al., 1998,
cited in Siegrist, 2019, p. 2). Social trust and confidence are described in the Trust, Confidence
and Cooperation (TCC) model, which assumes that social trust and confidence influence one’s
willingness to cooperate, e.g. to accept certain outcomes (Siegrist et al., 2005). Social trust is related
to individual values and is often formed in relation to actors with whom one interacts indirectly, such
as regulatory institutions. Social trust is based on the judgement of similarities in intentions and values
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between the public and entities or actors such as institutions or bodies. Confidence, however, is based
on prior knowledge, experience, performance or other accumulated evidence that suggests that future
events would occur as expected. Ultimately, the most important fact to highlight is that according to
the TCC model, social trust has a causal impact on confidence (Earle and Siegrist, 2006).

It is important to distinguish between these three components and acknowledge the importance of
all of them in the context of risk communication. In many recent fora, regulators have used trust and
social trust as well as trust and confidence interchangeably. This is to be avoided as studies show that
the relationship between risk perceptions and trust differs depending on which of the three types of
trust is being measured (Siegrist, 2019).

According to Slovic (1993), trust is fragile, and it can be destroyed in an instant. The asymmetry
principle posits that negative events exert a higher impact in decreasing social trust compared to
positive events in increasing social trust. However, research on the stability of trust (Cvetkovich et al.,
2002) revealed that trust and distrust are perseverant. In two studies the authors found that both
positive and negative news and initial general trust affected the level of trust. Individuals with pre-
existing distrust in an organisation showed less trust following both positive and negative news events.
Additionally, individuals low in pre-existing general trust judged negative news as more informative
than good news. This finding confirms that beliefs are resistant to change and, when trust or distrust
are established, people will accept information that confirm their beliefs, while discarding information
that contradict their beliefs (Slovic, 1987).

In relation to trust, and specifically applied to the food system, Arnot et al. (2016) identified three
elements that drive trust, i.e. i) confidence, ii) competence and iii) influential people (family and
friends, but also doctors and veterinarians). The authors also introduced the concepts of social license
and social control. Social licence is given when an organisation operates in agreement with the ethics,
values and expectations of the stakeholders. When public trust is lost the social license is replaced with
social control, i.e. regulation, legislation, litigation or market action put in place to make sure that
performance is at the level of expectations of stakeholders and regulators. To maintain trust, it is
essential to rely on ‘systems and practices that are ethically grounded, scientifically verified,
economically viable and clearly communicated’ (Arnot et al., 2016), and to overcome distrust,
structural and procedural approaches should be implemented (Balog-Way et al., 2020) (see
Section 3.4.2 Enhance confidence in risk communication). Ultimately, the reputation of public
institutions and systems is ‘determined by cumulative experiences and historic accounts of trustee–
trustor relationships’ (Rousseau et al., 1998).

Conclusions

• Definitions of trust are varied and inconsistent, but overall it is clear that levels of public trust
and confidence can be increased through certain acts, such as increasing transparency and
tailoring risk communications.

• The distinction between trust and confidence may not operationalise across all languages as it
does in English; e.g. the terms trust and confidence can both be translated as ‘vertrouwen’ in
Dutch or ‘Vertrauen’ in German.

• Beliefs can be resistant to change; once trust or distrust is established, people accept
information that confirm their beliefs and discard information that contradict them.

• Trust and confidence are distinct concepts; trust is frequently based on social relationships, but
one can have confidence in anything: a person, an institution or a concept. Confidence is often
based on prior knowledge, experience, performance or other accumulated evidence that
suggests that future events would occur as expected.

• Regulators use trust and social trust as well as trust and confidence interchangeably. This is to
be avoided as studies show that the relationship between risk perceptions and trust differs
depending on which of the three types of trust is being measured.

• Trust, when applied to the food system, is driven by three elements: competence, confidence
and influential people.

3.1.3. Transparency, openness and responsiveness

The Transparency Regulation refers to transparency and openness as key principles of risk
communication and in the ‘appropriate exchange of information’. We discuss the definitions of these
terms here, and in Section 3.2, we discuss how they can be applied in the context of delivery of
appropriate information to different audience segments.
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Transparency. Auger (2014) defines transparency simply as ‘providing the evidence behind
decisions and actions’ and claims that ‘transparency helps to restore trust and diminish reputational
risk or damage’. Transparency must be increased throughout the risk assessment and risk
management processes and risk communication must be clearer, more open and ultimately more
understandable. Increasing transparency does not necessarily mean making sweeping changes to
procedures, but rather could involve simply explaining better the procedures already in place.
Schreider et al. (2010) state that ‘existing guidance concerning criteria elements of transparency
related to the risk assessment process must be more widely disseminated and applied’.

Access to information is a major contributor to real and perceived transparency. To ensure
transparency, risk governing structures and processes should be accessible and assessable by any
interested parties, including the lay public, experts or stakeholders (Devaney, 2016). The risk analysis
process must be open to scrutiny at every stage; increased transparency, by its nature, should provide
the public with opportunities to scrutinise the values and activities comprised in the risk analysis
process, including the values applied to specific processes of risk communication, risk management
and risk assessment (Frewer, 2004; Van Kleef et al., 2007).

In the discussion paper on transformation to an ‘Open EFSA’, transparency is described as ‘the
quality of being clear, obvious and understandable without doubt or ambiguity, thereby contributing to
increased understanding of the actions of Union administrations.’ (EFSA, 2014, p. 10).

‘Openness’, as a term often used in relation to transparency – and sometimes as the definition,
according to Auger (2014) – is defined as ‘always acknowledging problems and uncertainties’ (Menon
and Goh, 2005, cited in Auger, 2014).

Frewer and Miles (2003) describe honesty and openness as determinants of trust. Frewer (2000)
defines ‘honesty’ as the degree to which a communicator will be truthful in the information they
communicate; De Jonge et al. (2010) describe it more simply as a ‘dimension of trust’, thus supporting
the recommendation that it should be included in any strategies that aim at enhancing confidence.

Van Kleef et al. (2006) notes that their research into perceptions of food risk management among
key stakeholders saw honesty, and truthfulness in general, emerge as a ‘driver of trust’. They found
through their research into risk communication that, as indicated in Section 3.1.2, trust is
multidimensional – one dimension of trust relates to the characteristics of the source of information
such as the extent to which the source is perceived to possess knowledge and expertise, is open and
honest with the information it provides to the public, and is primarily concerned with public welfare.
This finding is supported by numerous pre-existing sources, such as Kasperson et al., 1992, or Peters
et al., 1997 (cited in Van Kleef et al., 2007).

Alternatively, Rawlins (2009) describes openness as ‘incorporating concepts such as sincerity,
credibility, openness, truthfulness, consistency, disclosure, and candidness’ (Rawlins, 2009, cited in
Auger, 2014, p. 328). In the EU risk analysis system, transparency and openness have also been
considered within the context of public access to European documents. Recital (2) of Regulation (EC)
1049/200113 states that ‘openness enables citizens to participate more closely in the decision-making
process and guarantees that the administration enjoys greater legitimacy and is more effective and
more accountable to the citizen in a democratic system.’

Supported by technological advancements, openness of institutions to enable citizen participation
has often been translated into availability of relevant data to interested parties. In such cases,
communicating through ‘open data’ should meet the standards of ‘intelligent openness’ (The Royal
Society, 2012) which calls for information that is: i) accessible and easily located; ii) comprehensible
and usable to those that wish to analyse it; and iii) assessable so that judgements can be made
accordingly.

Responsiveness. The literature we analysed provides limited definition of the concept of
‘responsiveness’ and, where available, it mostly discusses it in the context of crisis communication. In
addition, responsiveness can be interpreted both as a ‘reactive’ or ‘proactive’ term in relation to food
safety risk communication – the former in response to a crisis event; the latter when communication is
in response to target audience needs (see Section 3.2.4).

Nevertheless, we found that the complex nature of responsiveness can be unpacked by considering
ethical perspectives of the term (Bryer, 2007). Specifically, responsiveness could be ‘control-centred’
(e.g. in response to rules or norms), ‘discretionary’ (e.g. in response to an individual request) or

13 Regulation (EC) No 1049/2001 of the European Parliament and of the Council of 30 May 2001 regarding public access to
European Parliament, Council and Commission documents: https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=celex%
3A32001R1049
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‘deliberate’ (e.g. embracing new ways of thinking through collaboration with stakeholders). For the
purpose of this report, we consider the latter, i.e. ‘deliberate’ responsiveness to be the most relevant
of these as a guiding principle for risk communication. As defined by Bryer, such responsiveness has
the objective of responding to audience demands in the institutional ecosystems of partners and
stakeholders.

Conclusions

• Transparency is about providing evidence behind decisions and actions taken. It calls for clear
information that can contribute to increased understanding of the risk analysis process.

• Openness is reflected in the opportunity of interested parties to participate in the risk analysis
process and, together with honesty and transparency, acts as an important determinant of the
trustworthiness of regulatory bodies. When openness is translated into the concept of open
data, it requires information provided to be accessible, comprehensible, useful to and
assessable by interested parties.

• Responsiveness should be seen as organised delivery of communication in a timely manner,
meeting the target audience needs through collaboration in the network of institutions and
interested parties.

• In the context of ensuring transparent and open communication described in the Transparency
Regulation, these principles must apply along the entire risk analysis process. This therefore
includes access to information about internal processes, access to and understanding of specific
risk assessment findings or management actions, engagement of interested parties along these
processes through appropriate consultative fora as well as communication of risk assessment
findings and risk management decisions.

3.1.4. Public awareness and understanding

In this section, we describe the science behind the concepts of ‘awareness’ and ‘understanding’,
including links between awareness/understanding and behaviour with respect to risks. In
Section 3.4.1, we provide guidance for risk communication aimed at ‘raising awareness and
understanding’ of the specific issues in risk analysis (of food and feed safety).

Awareness. Few of the articles we reviewed provide a formal definition of ‘public awareness’. They
refer to awareness as a ‘conscious perception’ of food properties (Brown et al., 2011) or as ‘the
knowledge about specific threats and preventive behaviours’ (Savoia et al., 2013), linking the concept
of awareness to food-based dietary guidelines as well as to public health emergency preparedness.
These definitions, however, seem to confuse awareness with knowledge. The American Psychological
Association Dictionary (Van den Bos, 2015) defines awareness as ‘The accurate reportability of
something perceived or known’, although it is possible to be aware of something without being
explicitly conscious of it. Knowledge, in the traditional sense, stands for the mental representation of a
state of affairs that accurately corresponds to the actual state of affairs (i.e. ‘true’) (Henriques, 2013).
Yet, research in social sciences and psychology has demonstrated that human knowledge is inherently
shaped by the way the social context legitimises certain ideas in various historical, cultural and political
situations, and by the way the human mind organises and constructs perceptions. Those influences are
much better accounted for when awareness is seen as a process, and not only as an outcome.

Understanding. ‘Understanding’ is defined as the process of gaining insight into or of
comprehending the meaning or significance of something, such as a word, concept, argument or event
(APA, 2015). Hence, being aware of something and understanding something are two related, but
different cognitive processes. Similar to the distinction between knowledge and awareness, a
distinction can be made between objective and subjective understanding. Objective understanding is
observer and situation independent, whereas subjective understanding is the meaning someone
attaches to the information and includes the extent to which he or she believes to have ‘understood’
that information. Since understanding is to a large extent a question of inferences, objective and
subjective understanding may be quite different (Grunert and Wills, 2007). In epistemological terms,
the difference between objective and subjective ways of understanding information corresponds to the
conflict between an understanding of information as a thing than can be (objectively) understood, vs.
an understanding of it as a subject- and situation dependent sign (Hjørland, 2007).

Psychological processes. The above descriptions underscore the importance of acknowledging
the psychological processes which underlie awareness and understanding as elements of everyday
decision-making regarding food, food risks and food safety. These processes have been studied
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extensively in cognitive psychology, and are increasingly used to elucidate related topics, such as
health literacy (i.e. a person’s competence to access, understand, appraise and apply health
information to make judgements and take decisions about health; Sørensen et al., 2012), but are
rarely used to inform population studies on emergency preparedness (Savoia et al., 2013). Analyses of
cognitive processes with regard to food risks have been conducted, specifically on genetically modified
food, but we did not find systematic reviews covering these processes. The psychological processes
that are involved in shaping these competences include cognitive (e.g. acquiring and processing
information, appraising risks, decision making), as well as motivational (e.g. expectancies, attitudes,
perceived norms, perceived competence, metacognition and self-determination) and emotional
processes (e.g. negative affect, mood). Similarly, consumer research (e.g. Engel et al., 1968) identified
the processes that determine product choice, showing how consumers relate perceived information
about products to their pre-existing knowledge, and use this to infer meaning about a product and to
evaluate whether it has any positive or negative significance to them, which according to attitude and
motivation theories is considered a prerequisite for the information to have any effect on their
behaviour (Grunert and Wills, 2007). Thus, becoming aware of and understanding information is not a
passive phenomenon whereby a person ‘receives’ information, but an active (though mostly
unconscious) cognitive process that mobilises information processing strategies and is influenced by
motivational and emotional factors.

Based on this literature, we may consider the psychological processes that are involved in accessing
(i.e. becoming aware) and understanding risk information.

1) As people by definition obtain information from different, often contradicting information
sources, accessing information involves, first and foremost, a selection process. This includes
selecting sources of information, selecting information from these sources and judging the
importance of different aspects of the information.

2) This selection process is influenced by the social and cultural context and by emotions (Estes,
2014). This inevitably introduces a selection bias whereby more attention is paid to some
information than to other. Often-occurring forms of selection bias are availability and
accessibility bias (i.e. the tendency to pay more attention to information that is available or
easy to access), attentional bias (i.e. the tendency to pay attention to some features while
ignoring others) and confirmation bias (i.e. the tendency to seek information that confirms the
beliefs one already holds, and to ignore or discard information that contradicts these beliefs or
that is ambiguous).

3) Like accessing information, understanding information is an active process, whereby new
information is considered and reflected upon and connections are made with already available
knowledge stored in the memory, to develop a meaningful and coherent synthesis. This
involves the activation of cognitive schemes through which information is filtered, classified
and assimilated.

4) The activation of these cognitive schemes to understand and appraise the information and
judge the importance of possible measures is again subject to a series of biases. In the
context of food risk, the most important ones are arguably negative information bias (i.e. the
tendency to attach more importance to negative than to positive information, resulting in
‘catastrophic thinking’), positive information bias (i.e. the tendency to consider oneself less at
risk of negative consequence, causing ‘unrealistic optimism’) and familiarity or recency bias
(i.e. things that are familiar or recent are more easily retrieved from memory and therefore
more easily considered as ‘true’) (Van den Broucke, 2014).

The biases that are operational in risk information processing add to the fact that different groups
of people use different mental or conceptual frameworks to understand and evaluate risk. Perceived
risk is therefore inherently subjective, in the sense that it can mean different things to different
people. Social scientists even reject the notion of ‘real’ or ‘objective’ risk, arguing that risk cannot be
measured independently of our minds and cultures (Finucane and Holup, 2005).

To ensure that communication about risks is effective it is therefore critical to understand and
account for these cognitive processes and the biases they may entail (Colley et al., 2019). In this
regard, it is important to make a distinction between heuristics and biases. Heuristics are defined as
mental shortcuts that people use to make judgements and take decisions. They refer to what Tversky
and Kahneman (1974) call the ‘automatic system’ of information processing, as opposed to the
‘reflective’ (thought-through or deliberative) system. In everyday life, heuristics are useful, as reflecting
on every alternative would be too cognitively laborious and time-consuming. However, since they
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involve a simplification of information, heuristics can also lead to biases, i.e. systematic errors in
thinking when information is processed and interpreted. In other words, a cognitive bias is a
systematic error that can result from the use of heuristics. We discuss heuristics and biases further in
Section 3.2.1 on Factors influencing risk perception.

Conclusions

• Becoming aware of and understanding information regarding food, food risks and food safety is
an active, and often unconscious, cognitive process that mobilises information processing
strategies and is influenced by motivational and emotional factors.

• The biases that are operational in risk information processing add to the fact that different
groups of people refer to different mental or conceptual frameworks to understand and evaluate
risk, which makes perceived risk inherently subjective. Since risk cannot be measured
independently of our minds and cultures, the notion of ‘real’ or ‘objective’ risk is not useful.

• Understanding the cognitive and decision-making processes that underlie behaviour related to
risks is critical for developing risk communications that are appropriately targeted and
formulated.

• Population-based studies on emergency preparedness and risk responses in general are rarely
supported by theoretical models of behaviour change.

3.1.5. Risk perception

Few of the studies we reviewed provide a definition of risk perception, mostly referring to it as a
‘value judgement’ and reporting that ‘risk is a social construct, meaning different things to different
individuals’ (Finucane, 2002). More extensive definitions state that ‘Risk perception describes the
process of mentally representing and assimilating the likelihood of adverse events that are connected
with certain objects or activities and that might occur in the future’ (Renn and Swaton, 1984) or that
‘Risk perception includes people’s beliefs, attitudes, judgements and feelings, as well as the wider
cultural and social dispositions they adopt towards threats to things that we value’ (Pidgeon, 1998).

The different definitions share the view that risk perception is inherently subjective (Finucane,
2002), it is about opinions (Slovic et al., 1982) and it is determined by multiple factors other than
statistical calculations of risk (Cole and Withey, 1981).

While in the literature on emergency preparedness, food risks and food safety the terms ‘risk
perception’ and ‘perceived risk’ are often used interchangeably, we note that in the health behaviour
literature the two terms have distinct meanings. Boholm and Corvellec (2011) in the ‘Relational theory
of risk’ posit that risk objects are hazards that are identified as potentially harmful and objects at risk
are considered as something of value that needs to be protected, e.g. life, nature, principles or a state
of affairs. In their view, risk perception refers to the psychological process, whereas perceived risk is
the outcome of that process where an individual connects the risk object with the object at risk.

Perceived risk influences behaviour, as highlighted in health behaviour and behaviour change
models. The Health Belief Model (see also Section 3.2.1) assumes that health behaviour is determined
by four types of cognitive constructions or ‘beliefs’, namely perceived susceptibility (i.e. vulnerability to
risk), perceived severity, perceived benefits and perceived barriers (Oxford Research Encyclopaedia,
2017). Perceived susceptibility and severity are also included in the Protection Motivation Theory
(Maddux and Rogers, 1983) which maintains that these two variables contribute to people’s perceived
threat, which in turn is crucial for behaviour change. When people perceive a threat as serious and
consider themselves vulnerable to the threat, and when they feel confident that they can perform an
action (self-efficacy) and that this action will mitigate the threat (response efficacy), they will adopt the
suggested (protective) behaviour. As highlighted in the Oxford Research Encyclopaedia (2017), these
theories are relevant to health and risk communication as they can help in designing a risk
communication message.

In the context of the present report, we adopted the term risk perception when discussing the
psychological process, while perceived risk is used when talking about the result of this psychological
process.

Our discussion of the ‘factors influencing risk perception’ is in Section 3.2.1. and our guidance for
risk communication on how to ‘take into account risk perceptions of all interested parties’, is in
Section 3.4.3.
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Conclusions

• Risk perception refers to beliefs, attitudes, judgements and feelings; it is about opinions and it
is influenced by multiple factors other than statistical calculation of risk.

• Even if the terms ‘risk perception’ and ‘perceived risk’ are used interchangeably in the literature,
risk perception refers to the psychological process, while perceived risk is the outcome of that
process.

3.1.6. The concepts of ‘hazard’ and ‘risk’

The General Food Law defines hazard as a ‘biological, chemical or physical agent in, or condition of,
food or feed with the potential to cause an adverse health effect’. The term ‘risk’ is defined as ‘a
function of the probability of an adverse health effect and the severity of that effect, consequential to
a hazard’. The key difference between hazard and risk is that risk is the product of hazard plus
exposure. In simple terms, while many dangerous things (hazards) exist, if you do not come into
contact (exposure) with them, you will not be harmed (there is no risk).

While these two concepts are clearly defined and separated in the field of risk analysis, there
appears to be ambiguity when using these terms in other contexts. As we report in Section 3.4.4
‘Reduce ambiguity of the perceived difference between hazard and risk’, people do not fully
understand the difference between these two terms, as sometimes they are used interchangeably
including by risk communicators.

Research by Slovic et al. (2016) highlights how ‘expert’ judgements of risk differ markedly from the
judgements of laypeople’. The experts’ judgements of risk are related to statistical or calculated
frequencies, whereas the risk judgements of lay people are only moderately related to this.

As reported in the literature (Young et al., 1990), risk is sometimes defined in terms of statistical
likelihood or probability (objective risk), and sometimes, it is used as a synonym for danger or threat
(subjective risk). Some findings from risk perception research (Slovic et al., 1979, cited in Wogalter
et al., 1999, p. 160) seem to indicate that hazard-risk evaluations are determined by the objective
likelihood or probability of encountering potential hazards. On the contrary, other research (Wogalter
et al., 1991, cited in Wogalter et al., 1999, p. 160) shows that hazard–risk judgements are not related
to objective likelihood, rather they refer to a subjective assessment of the severity of injury. The
studies conducted by Wogalter et al. (1999) found out that hazard–risk judgements about consumer
products are influenced by the severity of the consequences.

According to Aven and Renn (2010), ‘there is no agreed definition of risk’ (p. 2). However, the
Society for Risk Analysis Glossary (SRA, online) defines risk in relation to the consequences (effects,
implications) of an activity with respect to something that humans value. The consequences are often
seen in relation to some reference values (planned values, objectives, etc.), and the focus is often on
negative, undesirable consequences. There is always at least one outcome that is considered as
negative or undesirable. This definition is somewhat similar to the one of Rosa (1998, cited in Aven
and Renn, 2010, p. 3), i.e. ‘Risk is a situation or event where something of human value (including
humans themselves) is at stake and where the outcome is uncertain’. Another definition by the
International Risk Governance Council also introduces the concept of uncertainty: ‘Risk is an uncertain
consequence of an event or an activity with respect to something that humans value’ (IRGC, 2005).

Aven and Renn (2010) suggest adapting these two definitions by Rosa and IRCG and argue that
‘Risk refers to uncertainty about and severity of the consequences (or outcomes) of an activity with
respect to something that humans value’. Our guidance for risk communication that can clarify and
improve public understanding of the difference between hazard and risk, is in Section 3.4.4.

Conclusions

• Hazard is a ‘biological, chemical or physical agent in, or condition of, food or feed with the
potential to cause an adverse health effect’, while ‘risk’ is ‘a function of the probability of an
adverse health effect and the severity of that effect, consequential to a hazard’.

• The definitions of risk vary across the literature, some of them referring to statistical likelihood
or probability (objective risk) and others adopting the term as synonym of danger or threat
(subjective risk).

• While the concepts of ‘hazard’ and ‘risk’ are separate and have different meanings in risk
analysis, there is ambiguity about hazard–risk judgements made by members of the general
public and even experts sometimes use these terms interchangeably.
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3.1.7. ‘False information’: misinformation, disinformation

There is increasing concern about the spreading of unreliable or unverified information that can
influence public opinion and impact on people’s behaviour and choices. Despite the wide diffusion of
the term ‘fake news’ in the public debate, its definition remains vague and blurred. The colloquial term
‘fake news’ is nowadays in common use. However, the more formal concept of ‘false information’
brings under a single umbrella at least two different notions, i.e. misinformation and disinformation.

Misinformation refers to inadvertently spreading inaccurate or misleading information, e.g. owing
to journalistic mistakes (Schaewitz et al., 2020). More generally, misinformation may refer to any piece
of information that is ‘initially processed as valid but that is subsequently retracted or corrected’
(Lewandowsky et al., 2012).

Disinformation is ‘the deliberate creation and dissemination of false and/or manipulated
information that is intended to deceive and mislead audiences, either for the purposes of causing
harm, or for political, personal or financial gain’ (GCS, 2020).

This distinctive conceptualisation is useful to tailor appropriate and effective counterstrategies.
However, one should bear in mind that it is sometimes difficult in reality to draw the line between
both, since in many cases a co-occurrence of the two forms can be observed. One could also trace a
parallel with the growing problem of food fraud, i.e. an action ‘intentionally causing a mismatch
between food product claims and actual food product characteristics, either by deliberately making
claims known to be false or by deliberately omitting to make claims that should have been made’
(Morin and Lees, 2018). In this regard, the 2013 incident where horse meat was found in products
marketed as beef products shed light on the need for a plan to deal with food fraud in every Member
State, which at that time were not adequately prepared for such a large-scale scandal (Andersson
et al., 2020).

Our guidance for risk communication that can ‘contribute to the fight against the dissemination of
false information and the sources thereof’ is in Section 3.4.5.

Conclusions

• The terms ‘fake news’ and ‘false information’ bring under a single umbrella at least two different
notions, i.e. misinformation and disinformation which need to be differentiated in order to tackle
them.

• Misinformation refers to inadvertently spreading inaccurate or misleading information, while
disinformation is ‘the deliberate creation and dissemination of false and/or manipulated
information that is intended to deceive and mislead audiences’.

• In practice, a co-occurrence of the two forms can be observed and therefore distinguishing one
from the other is not straightforward.

3.2. Audience analysis and appropriate information

In this section, we examine three key aspects of audience analysis – the array of factors influencing
risk perceptions, the trade-offs made by receivers and providers of risk communication in relation to
taking risk decisions and different approaches for segmenting audiences according to different
combinations of these factors. We follow this with an analysis of considerations about how to tailor
information to audience needs, including message and content development, delivery and
engagement. Finally, we describe the findings from the literature on tools and channels to use for
certain objectives and to target different audiences.

3.2.1. Factors influencing risk perceptions

We discuss the factors influencing risk perception in three groups, describing their characteristics:
the hazard being communicated, the recipients of risk communication and the social and cultural
context.

The hazard. The psychometric approach (Fischhoff et al., 1978; Slovic et al., 1985; Slovic, 1998)
sees risk as a social construct influenced by the qualitative characteristics of hazards. These can be
reduced to three main dimensions, namely ‘dread’, ‘familiarity’ (or knowledge) and ‘exposure’. Dread
refers to the extent to which a hazard is feared, uncontrollable, fatal, not equitable, it poses high risk
to future generations, it is not easily reduced, it is involuntary and potentially catastrophic. Familiarity
includes the extent to which a hazard is unknown, unobservable, unfamiliar and has delayed
consequences. Exposure reflects the number of people exposed to the risk. Krewski et al. (1987)
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argue about the existence of a ‘small level of risk’ that a majority of people would accept. For instance,
there is some evidence that annual risks of one in a million chances are not considered with serious
concern. At the other end of the spectrum, there are risks sufficiently high to be deemed unacceptable
by most people. These refer to annual risks of death in the order of one in a thousand or one in a
hundred.

The sub-dimensions of dread and familiarity vary across the literature reviewed, in particular the
content of ‘dread’ is quite heterogeneous, as it covers up to nine factors (fatal vs. non-fatal; global vs.
local impact; involuntary vs. voluntary; uncontrollable vs. controllable; unfair vs. fair; catastrophic
vs. unclustered victims; future vs. current generations; increasing vs. decreasing; not easily reduced
vs. easily reduced) and it is a mix of emotional reactions and the severe consequences of the hazard
(Sj€oberg, 2003). For instance, a study by Bouyer et al. (2001) found a 10-factor risk perception
structure organised as a function of the kind of hazard instead of the qualitative characteristics of the
hazards. Sj€oberg (2003) maintains that the importance of ‘dread’ found in psychometric studies is due
to the role played by severe consequences and not by emotions.

Sj€oberg (2001, 2002) also explored if risk perception influences attitude towards risky technology,
as suggested by the psychometric approach. The findings highlight that attitude towards technology is
mostly determined by the possibility to replace the technology, the belief that it might have yet
unknown consequences, and have effects involving a destructive relationship with nature.

Interestingly, a recent study replicated the seminal work of Fischhoff and Slovic (Fischhoff et al.,
1978; Slovic et al., 1985; Slovic, 1998) examining risk perception of eleven food-related hazards, many
of which were new compared to the first studies adopting the psychometric approach, e.g. 3D-printed
food and lab grown meat (Jenkins et al., 2020). This study confirmed that risk perceptions are
complex and pertain to many qualitative characteristics, i.e. level of knowledge, likelihood/seriousness
of harm to health, as well as to more affective characteristics like worry. The authors found that two
main components labelled ‘dread’ and ‘knowledge’ explained a substantial proportion (80.8%) of
variance in risk judgements.

A similar conceptualisation of risk perception can be found in Sandman’s formula according to
which risk is a function of hazard and outrage. This formula is adopted by the CDC (United States
Centers for Disease Control and Prevention) in its Crisis and Emergency Risk Communication (CERC)
manual (2018). In the author’s view, the hazard is the risk as defined in risk assessment, i.e. the
product of magnitude and probability, whereas outrage refers to what the public is worried about.
Sandman (1993) identifies 12 components of outrage which mostly overlap with the factors considered
by the psychometric approach: 1) voluntary vs. coerced; 2) natural vs. industrial; 3) familiar vs. exotic;
4) not memorable vs. memorable; 5) not dreaded vs. dreaded; 6) chronic vs. catastrophic; 7)
knowable vs. not knowable; 8) controlled by the person vs. by others; 9) fair vs. unfair; 10) morally
irrelevant vs. morally relevant; 11) trustful vs. untrustful source; 12) responsive vs. unresponsive
process. The public is more likely to accept the risk (and therefore feel less outraged) if it is voluntary,
natural, familiar, not memorable (in the sense that they do not hold a negative past experience with
the risk), not dreaded, chronic, knowable (which means that there is no uncertainty), controlled by the
person, fair, morally irrelevant, it derives from a trustful source which interacts in a responsive manner
with concerned citizens. In addition to these 12 factors, Sandman recognises eight other factors: 1)
effect on vulnerable populations; 2) delayed vs. immediate effects; 3) effect on future generations; 4)
identifiability of the victim; 5) elimination vs. reduction; 6) risk–benefit ratio; 7) media attention; 8)
opportunity for collective action. The public feels more outraged if the risk affects vulnerable
populations, such as children, if the effects are immediate, if it harms future generations (long-term
effect), if the victim is identifiable, if the risk could be totally removed (but no action is taken), if the
risks outweigh the benefits, if the media amplifies the risk and when other people are outraged as
well, which could lead to a collective action against the risk.

The recipients. These include five categories: i) demographics, ii) personality traits, iii) direct
experience, iv) perceived benefit and v) heuristics and biases.

Demographics. One research study suggests that people who perceive greater exposure to the
hazard are more fearful. This might be the reason why some women, people with lower levels of
education and income, younger people and ethnic minorities report to perceive hazards as being more
dreadful (Savage, 1993). Additional research confirms that women tend to perceive more risk from a
hazard than men and that people with lower income and members of ethnic minorities perceive that
they are excluded and would appreciate to be more involved in risk management decisions (see
Frewer, 2000). In relation to age, data described in the papers reviewed suggest that older individuals
generally express more concern towards health and environmental risks and age-related illnesses
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(Savage, 1993). However, a study by Mou and Lin (2014) showed a weak correlation between income
and education level and risk perception about food safety. In the context of food safety, the terms
‘health literacy’ and ‘food literacy’ might be more appropriate than education. Health literacy refers to
the ability to understand and process health-related information to make informed/appropriate health
decisions and promoting good health. Food literacy focuses more on the importance of selecting,
preparing and eating food, as well as applying food-related information and interacting with complex
food systems (Truman et al., 2020). The literature on health literacy and food safety is still scarce,
however it would be a relevant concept to investigate in relation to risk perception.

Personality dispositions and traits. The literature reports the existence of personality dispositions,
attitudes and traits that distinguish people who are risk-averse from people who are risk-seekers (see
Renn and Swaton, 1984). Other individual characteristics reported in the literature include food
technology neophobia and disgust sensitivity (Siegrist and Hartmann, 2020). Food technology
neophobia is defined as a personality trait that affects consumers’ willingness to accept new food
technologies and disgust is a mechanism that induces people to avoid pathogens and diseases.

Anxiety has also been investigated as a psychological trait influencing risk perception: people with a
higher (trait) anxiety showed higher scores for common individual hazards, pollutants and outdoor
activities (Bouyer et al., 2001). Emotional stability is another personality trait included in at least one
study on risk perception (Sj€oberg, 2003) showing that higher emotional stability was related to lower
perceived risk, both general and personal.

A recent review of 40 years of risk perception research (Siegrist and �Arvai, 2020) also considers
value orientations such as egoism, altruism and biospherism (i.e. attention and care towards the
environment). High altruism and biospherism have been found to be associated with low perceived
risks. In the case of climate change, high biospherism and egoism have been found to be associated
with high perceived risks.

Direct experience. For natural hazards, past direct experience plays a role (Barnett and Breakwell,
2001; Wachinger et al., 2013). These latter authors (Wachinger et al., 2013) identified the presence of
a ‘Risk perception paradox’ in natural hazards, defined as a weak relationship between risk perception
and personal actions to reduce the risk. Three potential reasons to explain this paradox are provided.
First, individuals understand the risk but accept it since the perceived benefits outweigh the potential
negative impacts. Second, individuals understand the risk, but they feel to have no agency for their
own actions, therefore the responsibility for action is transferred to someone else. Third, individuals
understand the risk but have insufficient resources to affect the situation. For instance, De Marchi and
Scolobig (2012) found a tendency to underestimate, minimise or deny hydro-geological risk in
residents living in dangerous areas. They identified four clusters of people: first, those who avoid
information and evidence out of fear; second, those that are not aware of being at risk; third, those
that are aware but accept the risk; fourth, those that are overconfident in risk management and risk
reduction measures. The authors explain these attitudes in light of the ‘safety paradox’ and ‘efficiency
paradox’, i.e. the higher the measures put in place to reduce the risk (of flooding), the more people
feel safe and do not take personal action, resulting in a potentially higher risk in the case of extreme
events. (Further approaches to segmenting audiences, considering their risk perception, is presented in
Section 3.2.3).

The ‘Motivational Hypothesis’ (Weinstein et al., 1998) focuses on the motivation to reduce the risk
and can be seen to complement the ‘Risk perception paradox’. According to this hypothesis, the higher
the perceived personal risk, the greater the motivation to act. This hypothesis, which the authors call
Hypothesis I, implies that initial perceptions of risk influence subsequent action. Hypothesis II affirms
that after taking a precaution, people believe their risk is lower than it had been before.

These theories might be taken into account for behaviour change interventions; however, this goes
beyond the scope of the present overview.

Perceived benefit. The literature reports the existence of an inverse relationship between risk and
benefit (Finucane et al., 2000; Siegrist et al., 2000; Bearth and Siegrist, 2016), i.e. the higher benefit
is perceived, the less risk and vice versa. It has been suggested that it might be possible to change
perceptions of risk by changing perceptions of benefit and to change perceptions of benefit by
changing perceptions of risk. Alhakami and Slovic (1994) report preliminary data revealing that
providing information intended to increase the perceived benefits of various technologies led to a
decrease in the perceived risks of those technologies. Perceived benefit is highly relevant in
understanding risk perception of genetically-modified (GM) foods (Gaskell et al., 2004). These authors
analysed the Eurobarometer survey on biotechnology (INRA, 2000) and identified four groups of
respondents in perception of riskiness and usefulness of GM foods, namely ‘trade-off’, ‘relaxed’,
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‘sceptical’ and ‘uninterested’. Interestingly, the majority of the sample (i.e. 60%) belonged to the
sceptical group where individuals see no benefits in GM foods and only risks.

Heuristics and biases. Research has investigated the role of heuristics and biases (see also
Section 3.1.4 above). Overall, the following heuristics and biases are reported in the literature of risk
perception (for a more extensive overview see Tversky and Kahneman, 1974; Kahneman, 2011).

• Anchoring bias: Disposition to anchor to the first piece of information received and make
judgements or take decisions based primarily on that information.

• Availability bias: Tendency to perceive an event as more probable and frequent if it can be
imagined or recalled easily.

• Representativeness heuristic: Propensity to estimate the probability of an event by whether this
event is representative of similar events stored in memory.

• Overconfidence bias: Predisposition to be very confident in one’s own judgements.
• Optimistic bias (‘It won’t happen to me’; Slovic et al., 2016): Tendency to consider themselves

personally immune to many hazards.

In addition to the most common heuristics, some authors also consider affect and trust.
Affect refers to the inclination to tag objects and events with varying degrees of affect and use

them in the process of making judgements (Finucane et al., 2000; Slovic et al., 2004). In Slovic and
Peters’ view (2006), people judge a risk not only by what they think about it but also by how they feel
about it. If their feelings towards an activity are favourable, they tend to judge the risks as low and
the benefits as high; if their feelings towards the activity are unfavourable, they tend to make the
opposite judgement – high risk and low benefit (i.e. the affect heuristic).

In addition to considering affect as a heuristic, affects, emotions and feelings have been researched
as factors that influence risk perception. The Risk-as-Feelings hypothesis (Loewenstein et al., 2001)
posits that responses to risky situations and decision-making result from emotional influences,
including feelings such as worry, fear, dread or anxiety. These emotional reactions to risks depend on a
variety of factors, such as the vividness with which consequences can be imagined, personal exposure
to or experience with outcomes and past history of conditioning. The authors distinguish between
anticipatory emotions which are immediate visceral reactions to risks (e.g. fear, anxiety, dread) and
anticipated emotions that are typically not experienced in the immediate present but are expected to
be experienced in the future. The model they propose highlights the role of anticipatory emotions and
gut feelings in decision making, while, according to them, previous theories focused on anticipated
emotions.

Trust (see also Section 3.1.2 on trust and confidence) refers to the inclination to substitute a target
attribute with cues that indicate trust in the source of this information, based on value similarity, i.e.
perception that own values are similar to the ones of another person or institution (Siegrist and
Hartmann, 2020). In a recent review of the literature, Siegrist (2019) describes a model according to
which trust influences risk and benefit perceptions and the latter two constructs influence the
acceptance of a technology (e.g. gene technology or nuclear power).

Credibility is another term used in the literature to refer to trust, specifically to interpersonal trust,
i.e. the perceived presence or absence of particular traits in the source (Trumbo and McComas, 2003).
This study investigated how credibility affects the way people process information and how they
subsequently perceive risks. The findings revealed that higher credibility for industry and the state
predicts lower risk perception, whereas credibility for citizen groups predicts greater risk perception.
Additionally, perceiving high credibility for industry and the state, and low credibility for citizen groups,
promotes heuristic processing and lower risk perception. On the contrary, perceiving industry and the
state to have low credibility promotes greater systematic processing and perception of greater risk.

Social and cultural context. These include two categories: i) social factors and ii) cultural
factors.

Social factors. The Social Amplification of Risk Framework (SARF, Kasperson et al., 1988) refers to
the influence that social factors have on individual and group perceptions. The framework represents
an attempt ‘to combine the dualistic nature of risk as both an objective event as well as a social
construct’ (McComas, 2006). According to this theory, social amplification works through two main
stages, i) the transfer of information about the risk and ii) the response of the society (so-called ‘ripple
effects’, Kasperson et al., 2003, cited in Wardman and L€ofstedt, 2018, p. 5).

First, informational mechanisms include volume, dispute, dramatisation and symbolic connotations
of the information. Large volume of information flow can act as a risk amplifier and dispute, i.e.
debates among experts, increases public uncertainty, doubts about whether the hazards are
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understood and decreases the credibility of official spokespersons. Dramatisation takes place when
erroneous information sources find access to the mass media and, the symbolic connotations of the
information from media and informal personal networks affect people’s estimates of the main causes
of harm, injury or death. Even if nowadays social media allow increasing the spread of a message,
Wardman and L€ofstedt (2018) argue that this may not necessarily directly correspond to greater risk
amplification as the dynamics of digital communications are difficult to grasp. As we explain further in
Section 3.4.5 Fight dissemination of ‘false information’ and its sources, the transmission of risk
messages in social media can often be affected by distortion, manipulation and fragmentation,
together with facing powerful competition from other content for attention. This decreases the control
that can be exerted on the information and requires a proficient use of a wider range of
communicative competencies and skills (Wardman and L€ofstedt, 2018).

Second, response mechanisms to the information received act through four major pathways:
heuristics and values, social group relationships, signal value and stigmatisation. Heuristics and values,
as mentioned above, are simplifying mechanisms to evaluate risk and to shape responses. These
processes, while permitting individuals to cope with a risky world, may sometimes introduce biases
that cause distortions and errors. Social group relationships include social and political groups who
influence member responses and interpretation of risks. Signal value reflects what that event signals or
portends. High-signal events suggest that a new risk has appeared or that the risk is different and
more serious than previously understood. Stigmatisation refers to the negative imagery associated with
specific environments and risks.

Risk amplification and attenuation can take place not only in response to passive information
transfer, but also through purposeful knowledge (co-) production and exchange. This can happen
when communities attempt to reflect or reinforce risk understandings and concerns across places, at
different levels and over time (Wardman and L€ofstedt, 2018).

Cultural factors. The Cultural Theory of Risk Perception (Douglas and Wildavsky, 1983, cited in
Sj€oberg, 1998, p. 137) postulates the existence of four basic worldviews, i.e. hierarchical, fatalistic,
individualistic and egalitarian which reflect beliefs about the functioning and values regarding society
and play a crucial role in judgements people form about risks. The four worldviews are based on the
idea that people are either group or individual oriented and they either prefer adhering to many rules
to control human behaviour or believe that few rules are sufficient. In the field of GM foods and new
technology (Finucane, 2002), research showed that groups that hold a hierarchical world view, that is
they support superior or subordinate social relationships and detest civil disobedience, tend to focus on
the opportunities offered by industrial and technological risks. In contrast, groups belonging to an
egalitarian world view, who support broad distribution of power and wealth and detest ranked role
differentiation, tend to focus on the threats presented to their social structure.

A study by Bouyer et al. (2001) found that people who are more fatalistic score lower on risk
perception to pollutants. On the other hand, individuals holding an egalitarian or individualistic world
view show higher scores for risk perception to pollutants.

The cultural approach to risk perception has been debated and some authors (see Sj€oberg, 2003;
Siegrist and Hartmann, 2020) maintain that, while plausible in theory, there is a lack of data in support
of this influence.

One direction of research tried to integrate the cultural theory and the psychometric approaches,
resulting in so-called ‘cultural cognitions’, with the aim of explaining public disagreements on various
issues, e.g. nuclear power, nanotechnology and vaccines (Kahan et al., 2011, cited in Balog-Way et al.,
2020, p. 11). Research adopting this approach revealed that individuals with hierarchical and
individualistic ‘cultural outlooks’ were in significant disagreement with those with egalitarian and
communitarian outlooks. Cultural cognition theory has received critiques as it fails to define culture
and does not consider trust and value similarity. While it suffers from the shortcomings of the cultural
theory and the limitations of the psychometric approach, it contributes to stress the crucial role played
by culture in risk perception.

Table 2 provides an overview of all the factors influencing risk perception identified through the
literature reviewed.
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Risk perception models. In order to provide a comprehensive picture of the factors influencing
risk perception, some models have been developed.

An inclusive model summarising the factors influencing risk perception can be found in a Report
produced for the European Commission’s Directorate-General for Environment (2014). This model,
called ‘The Nested Influence Diagram for Risk Perception’ adapted from Renn and Rohrmann (2000),
displays the ‘layers of factors, which are both individual and collective, both innate and learned and
which interact to ultimately make up how people perceive risk’ (see Figure 3).

Table 2: Schematic overview of the factors influencing risk perception

Category Factors

The hazard Qualitative characteristics of the hazard
‘Dread’, ‘Familiarity’ (or knowledge) and ‘Exposure’ (Fischhoff et al., 1978; Slovic et al.,
1985; Slovic, 1998)

The recipients Demographics
Age, Gender, Education/Health literacy, Socio-economic status, Ethnic group (Savage, 1993;
Frewer, 2000)
Personality dispositions and traits
Risk-averse vs. risk-seekers (Renn and Swaton, 1984)
Food technology neophobia and disgust sensitivity (Siegrist and Hartmann, 2020)
Anxiety (Bouyer et al., 2001)
Emotional stability (Sj€oberg, 2003)
Values orientations and attitudes (Siegrist and �Arvai, 2020)

Direct experience
For natural hazards, past direct experience plays a role (Barnett and Breakwell, 2001;
Wachinger et al., 2013)
Perceived benefit
Inverse relationship between risk and benefit, i.e. the higher benefit is perceived, the less
risk and vice versa (Finucane, 2000; Siegrist et al., 2000; Bearth and Siegrist, 2016)

Heuristics and biases
Anchoring, Availability, Representativeness, Overconfidence, Optimistic bias (Tversky and
Kahneman, 1974; Kahneman, 2011)
Affect (Finucane et al., 2000; Slovic et al., 2004)
Trust/Credibility (Siegrist and Hartmann, 2020)

Social and
cultural context

Social factors
Social Amplification of Risk Framework (Kasperson et al., 1988)

Cultural factors
Cultural Theory of Risk Perception (Douglas and Wildavsky, 1983)

Source: Adapted from European Commission (2014).

Figure 3: The Nested Influence Diagram for Risk Perception
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Another comprehensive model designed by Van der Linden (2015) to conceptualise the risk
perception related to climate change was adopted in a recent article by Dryhurst et al. (2020). In an
attempt to integrate the extensive risk perception research, the so-called ‘Climate Change Risk
Perception Model (CCRPM)’ includes four main areas: 1) cognitive factors (e.g. people’s knowledge and
understanding about risks), emotional and experiential factors (e.g. personal experience), social-
cultural factors (e.g. the social amplification of risk, cultural theory, trust and values) and relevant
individual differences (e.g. gender, education, ideology). These are shown in Figure 4. The model
proved to be able to explain risk perception of COVID-19, showing that experiential and socio-cultural
factors explained most of the variance compared to cognition (knowledge) and socio-demographic
characteristics (Dryhurst et al., 2020). Prosocial vs. individualistic values and a measure of social
amplification (i.e. hearing about the virus from friends and family) demonstrated to be influential as
well.

Theories from the field of health behaviour and health promotion might provide a framework to
place the factors described so far into a wider perspective (for a more extensive overview see Glanz
and Bishop, 2010). It is important to note that these models intend to explain behaviour change in the
field of health, such as smoking or dieting.

One of the most often-used theories in this field is the Health Belief Model (Rosenstock, 1974),
which argues that people’s decisions about whether to act depend on the i) perceived susceptibility to
the risk, ii) perceived severity of the risk, iii) perceived benefits of the protective action, iv) perceived
barriers v) exposure to factors that prompt action (cue to action), vi) confidence in their ability to
successfully perform an action (self-efficacy).

A second widely used theory is the Theory of Planned Behaviour (Ajzen, 1991; see also Frewer
et al., 2016), which postulates that engaging in a behaviour is contingent on the intention to take
action, which in turn depends on a positive attitude toward a particular behaviour (based on beliefs of
behavioural outcomes), subjective norm (beliefs about whether individuals who are significant to the
person approve or disapprove of the behaviour) and perceived control (the belief that one is capable
of performing the behaviour).

While both the HBM and the TPB, as well as related models, focus on individual, psychological
determinants of behaviour, the Social Ecological Model (Sallis et al., 2008) focuses on multiple levels of
influence, i.e. individual, interpersonal, organisational, community and public policy and the suggestion
that behaviours both affect and are influenced by the social environment.

Conclusions

• Many of the papers reviewed adopted the psychometric approach, which focuses on three
qualitative characteristics of the hazards which influence risk perception, namely dread,
knowledge and exposure.

• A similar theory is the concept of risk as a function of hazard and outrage, this latter composed
of 12 characteristics plus an additional eight features.

Source: Adapted from Van der Linden (2015).

Figure 4: Climate Change Risk Perception Model (CCRPM) displaying the main factors influencing risk
perception
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• Factors that have been studied as variables influencing risk perception are the characteristics of
the recipients, social factors and cultural factors.

• The characteristics of the recipients include demographics, personality dispositions and traits,
direct experience, perceived benefit, heuristics and biases.

• The main heuristics and biases considered are anchoring, availability, representativeness,
overconfidence, optimistic bias, affect and trust (or credibility).

• Social factors are explained in the Social Amplification of Risk Framework and cultural factors
have been considered by the Cultural Theory of Risk Perception.

• All these factors are included in validated models of risk perception, such as the Nested
Influence Diagram for Risk Perception and the Climate Change Risk Perception Model.

3.2.2. Trade-offs in risk decisions

The study of how people make their decisions about risks and the factors that influence this
determination recognises the existence and the importance of trade-offs, regardless of the disciplinary
perspective.

By trade-offs, we refer to situations where: 1) the outcomes of risk-related decisions involve both
benefits and costs; and 2) the extent of these gains and losses and their distribution across
stakeholders are not known with certainty.

Decision makers follow their preference structure, but the ultimate outcomes of their decisions are
uncertain (probabilistic) because information is often less than perfect and resource constraints
(money, time, knowledge, etc.) further increase the complexity of making choices. Thus, it is not
immediate – and sometime unfeasible – to identify the choice associated with the best balance
between benefits and costs and agents make many decisions in situations of bounded rationality or
bounded self-control (see e.g. Simon, 1986). We distinguished between two broad categories of trade-
offs in relation to risk communication. The first category refers to trade-offs faced by the recipients of
the risk communication, in their processing and use of the information, and the associated costs and
benefits. The second category refers to trade-offs faced by the risk communicator when deciding
whether and how to communicate information about a target risk, in relation to the desirable and
undesirable outcomes of communication.

Trade-offs faced by audiences. Within the first category, the recipients of the risk
communication are confronted with a variety of potential trade-offs that can affect the effectiveness
and usefulness of the communication effort, to the point that the additional information conveyed
through risk communication might reduce a recipient’s welfare. In other words, there are situations
where more information does not necessarily lead to better decisions and increase the individual or
societal well-being (Sunstein, 2019). More specifically, consumers struggle to compare/quantify
different benefits and costs, such as the risk reduction from avoiding a particular food they like vs. the
associated hedonic costs from non-consumption (e.g. foregone opportunities).

Strategies for effective risk communication need to consider the various types of trade-offs and
their effects on information processing and choice. Table 3 provides a summary of findings from the
food (safety) literature.

Table 3: Summary of findings on trade-offs faced by the target audience of risk communication

Trade-off focus Main findings

Coexistence of optimism and
pessimism within the same
individual, i.e. they are two
co-existing and separate concepts
and not opposite endpoints of the
same scale (De Jonge et al., 2007)

Optimism about the safety of food depends on trust and consumer
confidence in the safety of product groups, whereas pessimism is also
influenced by experience with food allergy or intolerance, and trait
worry. Consumer perceptions about the safety of food may not be directly
related to perception of their control over food safety. A stronger
relationship of perceived personal control with optimism and pessimism is
expected for those hazards where consumers are more in control.

Judgements on risk preferences of
other people, empathy vs. lack of
identification (Harvey et al., 2006)

When ‘judges’ identify with, or empathise with the
target subjects’, egocentrism dominates (e.g. they project their own risk
preferences); when empathy is lacking or the target subjects are very
different, then judgements are biased towards risk neutrality.
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Trade-offs for communicators. Within the second category, risk–risk trade-offs (Graham and
Wiener, 1997; Hansen et al., 2008; L€ofstedt and Schlag, 2017) arise when communication about the
selected risk (i.e. the primary focus of the risk-reduction effort) may unintentionally increase
the countervailing risk, to the point that communication might generate an overall net risk increase.
The countervailing risk is the chance of an adverse outcome that results from an activity whose
ostensible purpose is to reduce the target risk, where the latter is the primary focus of the risk
reduction efforts (Graham and Wiener, 1997). For example, Verbeke et al. (2008) explore the trade-
offs implied in communication aimed at reducing the risk of non-communicable diseases by promoting
fish intakes, and the related increase in hazards associated with environmental contaminants in fish,
especially for some specific population groups. Graham and Wiener (1997) conclude that the risk–risk
trade-off should be addressed by promoting fish consumption, while targeting the environmental issue
directly at the source (reduce contamination) rather than through communication. Recently, other
trade-offs have emerged due to the growing relevance of sustainability issues along the food chain,
and more specifically on potential conflicts between the benefits of food waste reduction and risks for
food safety (Guillier et al., 2016; Kasza et al., 2019).

How risk–risk trade-offs are accounted for in risk communication decisions strictly depends on the
mandate, or, more broadly, on the philosophical approach of the mandate. Martin and Stewart (2019)
distinguish four distinct orientations: 1) the precautionary principle; 2) acceptable level of harm that a
risk poses; 3) free ‘rational’ choice under bounded rationality; 4) libertarian paternalism. Under the
precautionary principle, even when there is scientific uncertainty about the risk or potential trade-offs,
public bodies have a mandate to provide information and the emphasis is on the consideration of
uncertainties and trade-offs in calibrating communication. When the emphasis is on free choice and
(bounded) rationality, even when risk–risk trade-offs are not explicit, the balance between the benefits
and costs of risk communication from a societal perspective might favour the decision not to
communicate. More specifically, it is argued that under high scientific uncertainty (hence potentially
incomplete and inaccurate information) and the potential for false alarms and desensitisation driven by

Trade-off focus Main findings

Convenience vs. risk when using
chemicals in household products
(CHP) (Lee and You, 2020)

People do not use risk information on products that they perceive to be
safe or familiar (frequent use, convenience). The efficacy belief is a key
moderator (higher perceived efficacy leads to higher risk avoidance). Lower
socio-economic groups and the absence of children affect attitudes and
behaviours in relation to CHP.

Relevance of social norms, potential
conflicts between food safety norms
and social (relationship)
norms (Scholderer and Veflen,
2019)

Food safety norms and social norms operate in an additive manner but in
opposite directions. Social norms have slightly stronger absolute effects,
resulting in a net effect of increased risk-taking.

Availability/familiarity of risk and
biases in risk perceptions (i.e. an
event is judged as likely/frequent if
instances of it are easy to imagine
or recall, as frequent events are
easier to recall) (Slovic et al., 2016)

Communicating a low-probability hazard increases its perceived probability
regardless of what the evidence indicates; once formed, people’s beliefs are
persistent in spite of contrary evidence, and they affect the interpretation
of new evidence.

Cognitive vs. hedonic costs and
benefits, welfare effects of
unwanted information (Sunstein,
2019)

Considering information-related hedonic gains and losses, on balance
people may not be willing to pay for information, or would even be willing
to pay something not to receive information. Demand for information (and
its welfare effects) vary individually, and personalised (targeted) disclosure
is preferable.

Costs of processing the information
vs. the cost of acquiring information
(Verbeke et al., 2007)

Even with free information, consumers may refrain from acquiring more
information if the required resources (e.g. time and effort) to process
information are too high compared to the marginal expected benefits from
information.

Conflicts between previous beliefs
and new information (nutritional vs.
food safety characteristics of
seafood) (Verbeke et al., 2008)

Consumers accept uncritically information that is congruent with their prior
belief (e.g. health benefits of seafood consumption), whereas they assess
critically conflicting information (food safety-related health risks). Risk-only
messages (without presenting the benefits) are more likely to increase risk
perception.
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excess information, risk communication may become socially counterproductive and erode trust (Martin
and Stewart, 2019, chapter 8). Furthermore, evidence from economics suggests that the optimal
degree of publicity (i.e. the size of the targeted population) depends on the precision of
announcements (Cornand and Heinemann, 2008). These findings imply that while public information
should be provided to the maximum grade of precision, in cases when precision is low, communication
should be targeted only to the most relevant groups.

Similarly, in situations where the actual risk is known to be very low, but public concern is high, the
trade-off for the risk communicator might be between the goal of avoiding overreaction to a small risk
(see e.g. L€ofstedt, 2006; Slovic et al., 2016) and the need to build public trust by providing
information about it (Hooker et al., 2017). Findings suggest that consistency in evidence-based risk
communication and commitment to rigorous research is a key factor in maintaining public trust, even
when low risks are communicated under uncertainty. Some evidence also suggests that individuals are
willing to accept high levels of scientific uncertainty when the benefits to risk ratio is large (L€ofstedt
and Schlag, 2017 and references therein). The communication of uncertainty also implies trade-offs
where simplicity of the scientific discourse may need to be sacrificed to gain transparency (Fischhoff
and Davis, 2014) (see also Section 3.2.4 Appropriate information in risk communication). Finally, policy
makers often face a situation where social risk preferences are unknown, and need to communicate
complex risk management decisions that involve trade-offs between different risks, with further
communication complexity when different risks affect different target populations (Johnson, 2014).

Conclusions

• People face a variety of trade-offs in their decision-making processes, and the ultimate effects
of risk communication may be heavily influenced by those trade-offs, as discussed in examples
listed below.

• Benefits of information vs. costs (e.g. costs of processing information; hedonic costs, etc.):
people tend to ignore risk communication when the information is complex or it affects hedonic
experiences negatively, and the perceived benefits of information are limited.

• Existing personal beliefs and social norms vs. new information: people undervalue risk
communication on new risks when it goes against pre-existing beliefs or it conflicts with social
norms, especially when it concerns habitual behaviours.

• Another category of trade-offs is faced by risk communicators when countervailing risks exists;
how these trade-offs are dealt with depends on the remit of the risk communicator (i.e.
whether risk assessors or risk managers).

• Communication of low risk when public concern is high implies a trade-off between the
objective of building trust and the need to avoid unnecessary alarm, especially in conditions of
high uncertainty: strong commitment to rigorous research and evidence-base communication
helps to address this type of trade-off.

3.2.3. Approaches to audience segmentation

The Transparency Regulation notes that ’risk communication should strengthen citizens’ trust that
the risk analysis is underpinned by the objective of ensuring a high level of protection of human health
and consumers’ interests.’ For the purpose of this report, risk communication which meets this
objective is assumed to be ’appropriate’.

The food safety communication ecosystem is complex. Most risk communication issues that involve
food safety directly concern and have implications for different regulatory bodies, the food industry,
civil society organisations and individuals (FAO/WHO, 2016). All of these actors are more likely to be
receptive to risk communication information if it is timely and relevant to their potentially differing
requirements. This implies a need for the segmentation of audiences to allow bespoke targeting. In
fact, most authors agree on the importance of segmentation to understand target audiences better
and shift away from a one-size fits-all approach.

As we noted previously, risk communication takes place throughout the risk analysis process. As
such, it is not limited to the communication of risk assessment findings and risk management
decisions, but also includes the process of dialogue, making the decisions of regulatory bodies more
collective and transparent and offering platforms for stakeholder participation (Briggs, 2009). The
stakeholders in risk analysis – defined as an individual, group or organisation that can affect or be
affected by another organisation (Friedman and Miles, 2002) – range from scientists, policy makers,
the food and feed industry and non-governmental organisations to concerned individuals and the
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general public. However, the literature on audience segmentation focuses widely on the examination
and targeting of the general public rather than groups such as academics and professionals,
governments, media or industries (Sato et al., 2020). One possible explanation is that by researching
the public at large, knowledge, values and interests of different stakeholders tend to be captured
within representative samples of the population, offering a snapshot regardless of one’s potential role
in the risk analysis process. Nevertheless, we have tried to provide both the stakeholder management
and the general public perspective within our analysis.

Lessons from EFSA show that, when communicating about scientific risk assessments, key audience
categories may be clustered according to their scientific literacy and temporal relationship with the
regulatory body. This results in three broad clusters – ‘entry’, ‘informed’ and ‘technical’ levels (see
Figure 5) – for which communications content can be adapted, as well as the choice of communication
products and channels (EFSA, 2019b). This mapping brings together the stakeholder and the general
public aspect of communication.

Stakeholder management perspective. The concept of applying a stakeholder approach to the
work of organisations originates from management literature, and relies on the premise of an
interested party, regardless of the type of interest (e.g. financial or non-financial). It calls for
consideration of all stakeholders in the operating environment of an organisation, suggesting a
mapping exercise and includes segmenting these according to their specific objectives (Freeman,
1984). Such an approach has since been widely applied across both private and public sectors; and
increasingly so as part of the engagement work of regulatory scientific bodies such as the US Food
and Drugs Administration (FDA), EFSA or the German Federal Institute for Risk Assessment (BfR)
whose work tends to have significant societal influence (Dendler and B€ol, 2020).

Health promotion literature offers some possible ways of applying stakeholder theory that can be
relevant for risk analysis. Specifically, it refers to considering the salience of the stakeholder and the
position of the stakeholder in the organisational network when mapping target stakeholders (Kok
et al., 2015). For example, stakeholders in a mutual institutional relationship (e.g. risk assessor and
risk manager under the same authority or within the same regulatory system) differ from stakeholders
who are part of a broader ecosystem in which the relationship is based on principles of legitimacy (e.g.
open dialogue between a regulatory body and members of civil society).

Distinction can also be made according to the structure and ‘proximity’ to the risk. Those directly
affected could be organised (e.g. politically organised groups with an interest in the outcome) or act
as individuals (e.g. members of vulnerable, affected communities). Others may be seen as part of the
‘observing’ public (e.g. scientists, media) or ‘general’ public (all those part of public opinion on the
underlying risk) (IRGC, 2020). Even though the content of communications is synchronised, different
approaches across these groups help to deliver the same (variant of) the communication message to
meet their different information needs. Work carried out by EFSA in response to question 5a of the TR
(see Section 1.2 Terms of reference and Section 1.3 Interpretation of the Terms of reference, point
2.i; EFSA, 2021b), notes that segmentation of audiences in the food safety ecosystem may benefit
from a classification that considers the degree of engagement with an organisation (in this case,
EFSA) as well as the nature of interaction. To that end, the report proposes that entities in such an

Source: Adapted from EFSA (2019a).

Figure 5: Mapping EFSA’s target audiences for external communication
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ecosystem be classified as: i) customers, ii) partners, iii) stakeholders; and iv) the (general) public
(see Figure 6).

General public perspective. When analysing the general public, different groups in society see
and react to risks differently and this presents a challenge for risk communication in the area of public
health or food safety (Shaw, 2003). Specifically, in the context of food safety, the role that information
sources have in the communication process varies heavily across substantial parts of the general
public, resulting in heterogeneous information-acquisition patterns (Kornelis et al., 2007). And while
the population appears heterogeneous in terms of understanding and knowledge of food risks, it is
also possible that there are several homogenous subgroups within the population with similar
information needs (McCarthy et al., 2007). Assuming that the underlying goal of risk communication is
to provide useful, relevant and accurate information in a particular format for a particular audience
(Fitzpatrick-Lewis et al., 2010), the goal of segmentation is to identify the correct determinants of
these ‘particular audiences’, to then be able to tailor communication messages.

The types of risks that food safety regulators assess and communicate about differ; most common
mandates are related to biological and chemical contaminants or foods produced using new
technologies. For some, such as in EFSA’s case, they also cover assessments related to animal health
and welfare and environmental impact. Therefore, we complemented the literature on segmentation
and targeting in risk communication, which mostly covers empirical research conducted to inform
communication of risks related to food handling, food-borne illnesses and food contamination, with
studies related to perceptions and attitudes in the area of animal welfare as well as reviews related to
communication of environmental health risks. Table 4 shows factors used to arrive at population
segments in food safety risk communication across the studies we analysed.

Source: Adapted from EFSA (2021b).

Figure 6: Different EFSA audiences and degrees of engagement

Table 4: Overview of studies analysed and factors considered in audience segmentation

Segmentation factors considered (as defined
in the reference)

Reference

Three different measures of knowledge: best-
practice knowledge; food safety knowledge; and
food science knowledge

Who is at risk and what do they know? Segmenting a
population on their food safety knowledge (McCarthy
et al., 2007)

Food safety information sources (intended use and
quality); Personality traits (worry about food safety,
health value, perceived health control and perceived
risks)

Consumer selection of food safety information sources
(Kornelis et al., 2007)

Food safety knowledge related to domestic food
handling (subjective and objective); Behaviour in
terms of safe food preparation; Risk perception

Poultry consumers’ behaviour, risk perception and
knowledge related to campylobacteriosis and domestic
food safety (Bearth et al., 2014)
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The empirical studies we analysed segmented audiences based on one or more of the following
factors: i) food safety knowledge; ii) use of food safety information sources; iii) perceived food safety
risks and iv) trust in different actors in the food safety system. Systematic reviews confirm similar
approaches. For example, when designing effective messages for microbial food safety hazards,
literature suggests that understanding the target audiences can only be achieved through the
following: i) determining consumer knowledge and attitudes; ii) considering sociocultural factors; iii)
recognising individual perceptions; and iv) identifying appropriate media for distribution (Jacob et al.,
2010). A review of communication related to a broader field – environmental health risks – also
concludes that the factors that impact uptake or risk communication can be grouped into four
categories: i) personal risk perception; ii) previous experience with risk; iii) sources of information and
iv) trust in the sources of information (Fitzpatrick-Lewis et al., 2010).

Socio-cultural factors may also play a role in understanding differences among different population
segments. For example, both sociodemographic and psychological determinants of consumers’ use of
different information sources in the context of food safety have been observed (Nan et al., 2017).
However, the analysis of sociocultural factors often comes as a second step in providing insights into
audiences, rather than serving as a segmentation criterion as such. Personal experience with, or
relevance of a food safety issue to oneself, is more important for consumers to comply with risk
information, than characteristics based on demographics (Ueland, 2019).

Conclusions

• Segmentation is key to understanding the characteristics of different target audiences and to
then tailor communication messages to them.

• Limited literature is available on the segmentation of stakeholders in the regulatory
environment. Lessons from health promotion suggest that salience and position in an
organisational network can be used to map target stakeholders. Further, distinction can be
made based on the proximity of different stakeholders to a specific risk and their organisation
structure.

• A mapping model, developed by EFSA, which clusters audience categories into ‘entry’, ‘informed’
and ‘technical’ may also serve to categorise stakeholders for development of appropriate
communication material. Regarding degrees of engagement, a recent report from EFSA
proposes that entities in the food safety ecosystem be classified as: i) customers, ii) partners,
iii) stakeholders; and iv) the (general) public.

• For the general public, depending on the specific type of risks in question, one or more of the
following factors should be considered in segmentation: i) food safety knowledge; ii) personal
risk perception; iii) use of food safety information and information sources and iv) trust in
information coming from different actors from farm to fork.

Segmentation factors considered (as defined
in the reference)

Reference

Food safety knowledge (basic and advanced);
Conscious behaviour related to food safety (while
shopping and at home)

Possibilities of targeting in food chain safety risk
communication (S€uth et al., 2018)

Food safety concerns/risk perceptions; Trust; Desire
for a high level of regulation; Acceptance for number
of people who get food-borne illnesses; Preference
for the right to purchase safe/unsafe food

Segmentation of US consumers based on food safety
attitudes (Kennedy et al., 2008)

Perceived importance of product attributes at
purchase; Beliefs about current state of animal
welfare; Consumption patterns; Subjective and
objective knowledge; Opinions on information
related to animal welfare; Attitude towards the topic

Segmentation based on consumer’s perceived importance
and attitude toward farm animal welfare (Vanhonacker
et al., 2007)

Food safety attitudes; Trust towards public and
private sources of information; Willingness to pay for
food safety information

Consumers’ attitudes, trust and willingness to pay for food
information (Nocella et al., 2014)

Food safety attitude/values; Concerns regarding
potential terrorist events in the food chain

Segmenting consumers for food defence communication
strategies (Degeneffe et al., 2009)
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• Consideration of sociodemographic and cultural factors is important in providing insights into
identified segments but is not recommended as a segmentation criterion per se.

3.2.4. Appropriate information in risk communication

In line with the objectives stated in Table 1, the aims of risk communication could be summarised
as comprising two key parts: to provide information about a food risk or safety issue, and to educate
recipients towards safer behaviour (EFSA, 2012, cited in Ueland, 2019, p. 71). While the risk
communication responsibilities of regulatory bodies vary and may encompass one or both of these
parts, providing information about a food risk or safety issue, grounded in scientific evidence, is a
common task for many food safety institutions worldwide. Given the terms of reference, this report
focuses primarily on the first of these parts and considers it an ‘exchange of information’ within a
framework of multi-directional dialogue, and not as the unidirectional provision of information.

A common assumption, based on a so-called ‘information model’, is that people seek as much
information as possible to interpret a risk (see also Section 3.3.2 Risk communication models). This,
however, may not hold true, especially not in today’s information ecosystem (Thaler, 2016, cited in
Smith et al., 2019, p. 6). Our experiences build perception biases that in turn play a key role in
defining our risk attitude – more so than existing pieces of information about the topic that may have
been communicated with the purpose of ‘building knowledge’ (Smith et al., 2019). Therefore,
‘appropriate’ communication cannot be based solely on the simple information seeking approach and
must take into account the underlying factors that influence attitudes to risk.

Numerous studies in the field of risk communication provide findings that seek to improve the
impact of communication, considering the source it comes from, the way messages are crafted and
delivered and the way audiences interact with the sources of information.

Recital (4) of the Transparency Regulation states,

‘it is necessary, [. . .] to ensure transparent, continuous and inclusive risk communication throughout
the risk analysis, involving both risk assessors and risk managers. Risk communication should place
particular emphasis on explaining in an accurate, clear, comprehensive, coherent, appropriate and
timely manner not only risk assessment findings themselves but also how such findings are used to
help inform risk management decisions along with other legitimate factors, where relevant.’

Indeed, explaining why actions are protective and being transparent about why people are asked to
change their behaviour are key ingredients to impactful communication. Together with the openness of
communication by regulatory bodies, they contribute to fostering trust (Bish et al., 2010; Poortvliet
and Lokhorst, 2016) and reassuring citizens about the fair and democratic nature of decision-making
(Bouder et al., 2015). However, communicating science and technical information to the public can be
counterproductive if the delivery is too complex or verbose. Since raising the general scientific literacy
of all society is a task beyond the remit of risk communication, information needs to be tailored to
different levels of scientific literacy and numeracy and disseminated via the audience’s preferred
channels including trustworthy mediators who filter and render risk information more understandable
(Frewer et al., 1996). This may at times require highlighting those pieces of information that are not
considered crucial by the scientific community but that audiences can relate to, as they may interpret
science subjectively, in line with their own values and identities (De Marchi, 2015; Verbeke et al., 2007;
see also Section 3.4.1 Foster public understanding of risk analysis).

There is growing interest and dedication of resources to good practice benchmarking in risk
communication by academia and public institutions (Cairns et al., 2013). The literature summarises and
evaluates the effectiveness of a wide range of techniques and strategies for risk communication. We
examine ‘appropriate information’ first in terms of its content and then in terms of its delivery based
on the principles of openness and transparency.

Content. Communicators transfer substantive knowledge, trigger psychological and behavioural
responses and contribute to social cohesion and resilience through tailored content. For society and
communities within society, risk communication content can aid the development of ‘social capacities’
to deal with potential hazards/risks (H€oppner et al., 2012).

• Knowledge – discover the hazard and potential risk, how to prevent or recover from it, those
affected or influencing the outcome, laws and institutions, values, norms and beliefs of those
involved;
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• Attitudinal/motivational – raise alertness to hazards/risks, motivate prevention and recovery,
willingness to be informed about risks, receive advice from authorities and instil self-beliefs to
reduce vulnerability to adversity;

• Social/organisational – professional and organisational skills to develop trustful relationships
among actors, strengthen networking and cooperation;

• Emotional/mental – skills to develop psychological preparedness for dealing with distress, worry
and trauma (during crises), including stress management and self-assessment of mental and
emotional health.

Knowing how information is sought and processed helps to determine how content should be
conceived, developed and delivered. In this sense, for risk communication content to be appropriate,
the literature points to the importance of tailoring communication to the target audiences (Covello,
2003; Fitzpatrick-Lewis et al., 2010). In simple terms, once audience segmentation is complete, two
main questions should lead the development of communication content: i) What to communicate (key
messages and information to include) and ii) how to communicate (choice of appropriate
communication channels) (Degeneffe et al., 2009).

Target groups. Some authors go further and propose developing of communication content
strategies, specific to identified target population segments. S€uth et al. (2018), exploring possibilities of
targeting in food chain safety risk communication on a representative sample of the Hungarian population,
propose such a strategy be defined along four parameters: i) appropriate messages; ii) communication
channels; iii) solution to reach; and iv) expected result. Kornelis et al. (2007), examining consumer
selection of food safety information sources, argue that matching communication objectives with distinct
information-acquisition patterns helps optimise the effectiveness or risk communication. Kennedy et al.
(2008), segmenting US consumers based on food safety attitudes, argue that appropriate communication
content should put the risk of food-borne illnesses into perspective and attempt to increase consumer trust
in food chain actors. A number of authors argue that risk communication should consider the distribution of
risks across different groups and target vulnerable populations (Graham and Wiener, 1997; Verbeke et al.,
2007; Frewer et al., 2016). Findings also suggest that risk communication can be more effective when
targeting consumers that are least confident about food safety (De Jonge et al., 2007).

Ultimately, based on varying combinations of factors used for audience segmentation, the
communication objectives and the way content is presented may vary across different target groups. As
previously noted, such an approach is taken to meet the different information needs across segments,
delivering an audience-tailored variant of the same communication content. We summarise examples
from papers included in this review in Table 5 on how content requirements can be determined by setting
communication objectives for specific audience groups defined through segmentation.

Table 5: Examples of communication objectives and content types tailored to target groups

Segment example Communication objective Content requirements

‘Disinterested youngsters’

Low basic food safety knowledge
and not paying attention to food
safety and nutrition

(S€uth et al., 2018)

Develop basic knowledge and
awareness

Eye-catching, brief information

‘Social-source information users’

Moderate interest in food-safety
information, using social network
as their main information source –
tend to be concerned

(Kornelis et al., 2007)

Present food safety information as
input for social interplay

Bundle food safety information
with popular conversation topics,
such as articles about fashion,
lifestyle or entertainment

‘Apprehensive consumers’

Mostly concerned about food
safety and number of people that
may experience food-borne
illnesses

(Kennedy et al., 2008)

Alleviate ‘probability neglect’ and
misconceptions about the
frequency and severity of food-
borne illnesses

Include estimation of number of
people who are affected by food-
borne illnesses, the most
frequently responsible agents in
outbreaks and how to recognise
the symptoms
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Risk analysis phases. One can also examine the diverse purposes and requirements of
communication content during the different phases of the risk analysis process. Communication should
start early and occur often (especially when public concern is high, but the risk is low), with a clear
plan to address early overreactions (Hooker et al., 2017). Table 6 provides a differentiation of the
types of risk communication needed during different phases of risk analysis, along with the description
of its purpose and audience type (Renn, 2009a).

Even if many of the principles described apply to communication across target audiences (e.g.
provision of critical information that is missing or misunderstood), message selection should consider
the specific needs of different segments, as well as the phase of the risk analysis process. For
example, informed and technical audiences may require content that includes specific information on
the process of risk analysis, such as the assessment/evaluation timeline, main milestones or
identification of opportunities to provide input or feedback. This varies from information needs when
communicating the results of risk assessment, which will require, e.g. a notion of the quality of the

Table 6: Summary of ‘risk communication requirements for each stage of the food safety
governance cycle’ (Renn, 2009a)

Phases Communication objective Content requirements (audience)

Framing
(problem-
formulation)

• ensure a common understanding of the
problem

• consider alternative frames
• overcome organisational and

communications barriers

• explain terms used and overall risk–
benefit context (all)

• ensure sufficient opportunities for
feedback (stakeholders)

• recognise different legal norms and
institutions

Assessment
(technical/scientific)

• exchange facts and arguments in
characterising a risk or assessing
concerns

• transparently inform people about the
process

• mainly technical (external
scientists/experts and stakeholders)

• describe sources of information,
milestones, expected end date
(stakeholders, general public)

Evaluation
(tolerability/
acceptability
decision)

• ensure all relevant values and
arguments for subsequent decision-
making are considered

• improve mutual trust and credibility
among actors

• explain how information was weighed-
up including alternative opinions

• provide a clear, logical justification for
trade-offs

• be accessible to feedback from the
general public

• be available to discuss evaluation
process with media

• communicating all risk info relevant in
trade-offs (decision makers,
stakeholders, public)

• communicate quality of evidence base
and related uncertainties

• risk perception variables,
opportunities, perceived benefits and
risks

• provide media statements of expert
assessments in suitable format for
target audience (media, public)

Management
(decision-making)

To businesses that need to comply with
safety measure that they are:
• effective (meet safety goal)
• efficient (least costly option)
• fair for all interested parties
• ethical (food safety risk is real)
• feasible (legally and technically)

To consumers required to change
behaviours/raise awareness:

• provide individuals with sufficient
information about the risk, the
evaluation process and uncertainties to
make decisions for themselves and
society

• simple accessible language, flexible
enough to adapt to different channels

• complete info on risk and risk
reduction options, fully contextualised

• behavioural measures needed for risk
reduction

• vulnerable/affected groups
• measures for reducing uncertainties
• free of jargon
• openness to feedback

Table footnote: The audience is included in parenthesis only where this was provided in Renn (2009a).
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evidence base and related uncertainties, as well as media statements in suitable formats (Renn,
2009a, see Table 6).

Subject area. Appropriateness of communication messages may also vary according to the area
of work. For example, in the area of microbiological hazards and food-borne illnesses, evidence
suggests that appropriate risk communication is that which challenges complacency, considers risk
perceptions and associates with the lifestyle of the audience (Jacob et al., 2010). This finding suggests
that examination of risk perception should inform audience segmentation efforts when communicating
about this particular class of risks.

In the area of animal health and welfare, ethics and societal values seem to play a greater role in
the literature, given that the appraisal on this topic is influenced by the perceived respect/non-respect
of animal conditions in farms. In addition, consumers’ concern about the link between healthiness,
safety and quality of products and the level of animal welfare and environmental sustainability
increases sharply: this ‘new’ sensitivity needs to be considered and addressed when communicating
about animal welfare and studying perceptions thereof (Verbeke, 2009; Cornish et al., 2016; Evans
and Miele, 2019; Alonso et al., 2020). In terms of designing appropriate communication content,
according to a Eurobarometer survey conducted in 2016, a large majority of Europeans agree that
information campaigns are a good way to positively influence the attitudes of younger people towards
animals (European Commission, 2016 Special EB 442).

Message selection. When discussing what to communicate, literature suggests that knowing how
someone is exposed to a risk helps them to relate to the ‘variable of interest’ (Fischhoff, 1998), e.g. less
frequent consumption of large fatty fish will reduce exposure to harmful contaminants such as dioxins
or methylmercury. Also, two crucial components for understanding risks need to be communicated, i.e.
the likelihood of effects and their potential adverse impact on individuals or populations. Tools to
communicate probabilities include visual aids such as a probability scale (Fischhoff, 1998) and
standardised formulations for verbal and numerical expressions (EFSA, 2019b).

Risk communication should provide ‘critical information that is either missing or available but
misunderstood’. Identifying the facts to communicate can be done by comparison of the risk decisions
people face with their current beliefs, e.g. their risk perceptions (Fischhoff, 1998). Such facts may even
‘enlighten the receiver’, therefore, the target group must be able to grasp its meaning (Renn, 2010).
Excluding the facts that people want to know about will reduce the impact of the entirety of information
provided. Also, people reject facts if they perceive them as having been filtered or distorted to
manipulate audiences (Fischhoff, 1998). Inundating readers with ‘poorly selected and presented facts’
disengages or antagonises them (Fischhoff, 1998), e.g. information slips in medicine boxes (Renn, 2010).
Finally, the concept of information avoidance must also be considered – the fact that individuals may
avoid information that is not consistent with their cognitions can be a barrier to effective risk
communication (Gaspar et al., 2016). Different strategies may be proposed for ‘avoiders’ and ‘non-
avoiders’ (see Section 3.3.1 on direction of influence of cognitive dissonance on risk perception).

Communicating scientific uncertainty is a somewhat contested requirement of risk
communication. Uncertainty reflects a representation of best knowledge at the specific point in time
and must be carefully considered during risk analysis (Renn, 2015). EFSA’s attention to uncertainty
analysis and communication is extensive and derives from a commitment to transparency about the
quality of scientific evidence used (linked also to how evidence is appraised and integrated) in
assessments: ‘scientific conclusions must be based on evidence, which requires consideration of
uncertainties affecting the evidence; decision-makers need to understand the degree of certainty or
uncertainty affecting each assessment, as this determines how much they should rely on it when
making decisions; EFSA’s Founding Regulation states that risk assessments should be undertaken in a
transparent manner, which implies transparency about uncertainty and its impact on conclusions.’
(EFSA Scientific Committee, 2018a). Yet, uncertainty may also reduce confidence in the assessed
cause-effect relationship of potential risks, as such it is an important phenomenon to be considered
when developing appropriate communication. Some studies acknowledge that risk communication
should consider welfare effects and consequences on trust in situations of scientific uncertainty
(Palenchar and Heath, 2007), noting that noisy public announcements may be detrimental to welfare
(Cornand and Heinemann, 2008). However, we found that most authors suggest to acknowledge
uncertainty (e.g. Hooker et al., 2017), avoid communication of certainty or zero risk, explain certain
and uncertain aspects (L€ofstedt, 2006), be clear about what is unknown and controversial within the
scientific community (Brunk, 2014) and categorise scientific uncertainty (L€ofstedt and Schlag, 2017).
EFSA follows such approaches through its guidance documents, which, in addition to the above aims,
call for quantifying uncertainty to the extent possible (EFSA Scientific Committee, 2018b) to reduce
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ambiguity and for communicating the uncertainty to explain the relative likelihood of the possible
outcome(s) in assessment conclusions (EFSA, 2019b). When uncertainty is high and the assessed risk
has a potentially high impact, decision makers can take precautionary measures based on several
factors as opposed to on purely scientific grounds.

Trade-offs should also be considered in communication. We found that literature addressing this
aspect of risks suggests informing the public about individual and voluntary risk–risk trade-offs
(Hansen et al., 2008) and demonstrating that public concerns and risk perceptions about acceptable
risks are understood and considered (Brunk, 2014). Regulators should also consider the differential
impact of risk vs. benefits communication (Cope et al., 2010) and be aware that risk-only
messages and negative information have stronger effects than neutral/balanced or positive
information (Verbeke et al., 2007; Verbeke et al., 2008; Verbeke, 2008).

Presentation of content. Framing is an important concept for appropriate communication
content. Investigated in-depth by Tversky and Kahneman in terms of how different presentation of
information or phrasing can impact the response to a particular message (Tversky and Kahneman,
1974; Kahneman, 2011), framing is recognised as a heuristic to consider in the design of risk
communication. Literature suggests that frames are effective in ‘increasing people’s knowledge and
their motivation to act’. Negative ‘loss or fear’ frames ‘promote the acceptance of mitigation measures’
and encourage people to inform themselves about their vulnerability. Positive ‘gain’ frames (i.e.
positive consequences of action) can trigger motivation to act (H€oppner et al., 2012). Nevertheless,
different ways of framing risks in communication may lead to different perceptions (Freudenstein
et al., 2020) and therefore use of framing techniques in communication must attempt to minimise the
‘outcome-reporting bias’, i.e. provision of selective information only, that can overgeneralise risk
perceptions (Freudenstein et al., 2021).

Risk comparisons – when unfamiliar risks are compared with more familiar ones – can help to
overcome perceived technical literacy or numeracy barriers to understanding risk information.
Comparisons help to simplify communication and improve learning if used cautiously. However, the
technique can backfire if the comparison is perceived to ‘oversimplify or trivialise people’s concerns’
(Wardman and Lofstedt, 2009). A determining factor in whether or not individuals consider the
comparisons valid is trust in the information source (Johnson and Chess, 2003; in McComas, 2006).

Similarly, Storytelling helps to encode messages and render them mutually understandable to
individuals across society ‘because humans experience and understand episodes in life as ‘narratives with
main and supporting characters, a beginning, middle and end’ (Fisher, 1987). There is evidence from the
natural hazards area that narrative in risk communication helps individuals to prepare for and prevent
potential risks, boosting resilience (Heath et al., 2019). The use of ‘cartoon-like characters used in public
information services to inform and ‘nudge’ citizens to develop risk prevention and emergency capacities
can also be effective because of their ‘mass appeal’ and ability to transmit messages that ‘motivate
groups with lower literacy/numeracy and cognitive skills including children’ (Heath et al., 2019).

Communication messages that are clear, concise and informed by research on public opinions,
perceptions and fears will be better understood by the public. Risk communicators should demonstrate
that they understand and sympathise with the anxieties of the target audience by conveying a risk
message that addresses their specific feelings (Lundgren and McMakin, 2013, cited in Cho et al.,
2017). More generally, communicated messages should also be jargon-free to reduce confusion and
increase understanding, e.g. failure to report risk quantitatively leaves people to interpret the intended
meaning of terms such ‘small risk’ or ‘large risk’ using their own potentially quite different ‘values or
normative assumptions’ (Wardman and Lofstedt, 2009). Messages should contain supporting data and
utilise easy-to-understand visualisations as diagrams to effectively convey the message (Cho et al.,
2017). Employing these guiding principles within strategies designed to foster understanding should
help to achieve the communication objectives. Regulators are encouraged to be consistent in
messages and avoid multiple voices across food risk communicators (Cope et al., 2010).

In terms of education, Tonkin et al. (2019) demonstrate that communicating effectively and broadly
about food regulation during both times of crisis and non-crisis, and providing simple explanations of how
risk is regulated can be useful in fostering understanding of the risk analysis process. Demonstrating the
preparedness of the risk analysis system by explaining the intricacies of the process in simple terms may
also contribute to instilling public confidence and trust, and to maintaining trust during food risk incidents
(Tonkin et al., 2019). Information and education strategies should be implemented to reduce the impact
of ‘overload’ (Van Kleef et al., 2006) and to prevent the emergence of negative associations with experts
sharing new or updated opinions. The level of information available to the public, in addition to the
perceived effort put into educating the public on risk analysis matters, are associated with positive
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assessments of risk management related to food (Van Kleef et al., 2006). This indicates that information
and education should be the driving force in the goal to foster understanding.

H€oppner et al. (2012) summarises the recommended criteria that are necessary for good risk
communication (see Table 7).

Appropriate delivery of information based on principles of transparency and openness is
closely linked to the open dialogue with interested parties along the risk analysis process. As
mentioned in Section 3.1.1, such dialogue is an integral component of two-way communication.
Lessons from research in the health area suggest that the likelihood of interested parties to take
appropriate action and accept recommendations from regulatory bodies increases in case of their
involvement in the underlying decision-making process (e.g. through patient forums) (Tam et al.,
2005; Holmes, 2008; Bish et al., 2010) and for communications designed in a way that takes into
account their risk perceptions or priorities (Vaughan and Tinker, 2009). In addition, dialogue and long-
term communication are more ‘suited to influencing people’s attitudes’ towards risk management
measures and ‘increasing their social/organisational and emotional/mental capacities’ (H€oppner et al.,
2012). Empathy and concern, if genuinely expressed, can help build trust with the public (Sparks and
Shepherd, 1994; Frewer et al., 1996, cited in Charlebois and Summan, 2015, p. 159).

Risks assessed and managed by regulatory bodies vary and are embedded in a larger context of
social, financial and economic risks and opportunities – often denominated as ‘systemic risks’ (Renn
and Klinke, 2004). They pose three main challenges to risk analysis – complexity (number of factors to
be considered when analysing the risks), uncertainty (where science cannot provide an exact answer
given the best knowledge available at that time) and ambiguity (differences in values among

Table 7: Checklist of good risk communication (adapted from H€oppner et al., 2012)

General criteria of good risk
communication

Criteria of good one-way
communication

Criteria of good two-way
communication

• A communication scheme,
strategy or programme are in
place

• The purposes and objectives of
communication efforts are clear

• The roles, responsibilities and
resources of the involved
actors are clear

• It is clear who the ‘audience’ is
• Communicators have analysed

the key characteristics,
perceptions, concerns and
knowledge of the audience

• The communication modes,
channels and tools match with
the purposes, the situation and
the needs of the audience

• The communication process
and the outcomes are
evaluated

• Communication is repeated and
ongoing rather than one-off

• Clear, simple and unambiguous
language is used rather than purely
technical or statistical terms and
probabilities

• The information is consistent and
supports people in their search for
more information

• Communication gives clear advice
on how to behave

• A mix of verbal, written and visual
communication to gain people’s
attention without appearing
superficial or simplistic

• Additional information should be
placed in the community and local
people help to disseminate and
champion information

• Information is accessible for special
groups and is provided in multiple
languages

• Communicators work proactively
with the media

• Uncertainty is communicated
openly

• Communicators use ‘windows of
opportunity’ after a hazard event
that might increase the general
openness for information

• Adequate resources to design and
conduct communication
professionally should be allocated

• There are adequate financial
resources and time for the
process

• A written
interaction/participation plan
exists

• Involvement should start early
and run throughout the risk
management process

• Organising bodies should be
committed to listening to, and
acting on the issues raised

• Organising bodies should
actively communicate how the
stakeholders’ or the public’s
contributions influence their
work and decisions

• Relevant stakeholders should
be carefully identified and
equally represented in the
process

• All relevant information and
decisions should be openly
communicated and made
available to the participants

• All stakeholders should have
equal access and capacity to
participate

• Dialogic communication tools
should be led by a neutral and
professional moderator or
mediator
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interested parties regarding a specific risk) (Renn, 2015; IRGC, 2020). Different combinations of these
three risk characteristics can help define the ‘appropriate’ level of stakeholder involvement in the risk
analysis process. As described in Section 3.2.1, the involvement continuum follows the complexity of
the risks, with highly ambiguous risks requiring involvement of all actors to expose, accept, discuss
and resolve differences in views. Figure 7 describes the interaction of risk characteristics and the
proposed increase in stakeholder involvement moving from simple to ambiguous risks.

There are numerous formats through which the public could be consulted across the assessment,
management and communication phases; the creation of stakeholder committees, public forums or the
expanded use of public consultations should all be considered as possible components of strategies
designed to foster public understanding of risk analysis, including of the respective tasks and
responsibilities of risk assessors and risk managers to enhance confidence in its outcome. Arvai (2003)
claims that, on the assumption that public participation in decision making becomes par for the course
during ‘policy making efforts’, ‘risk communication efforts that routinely discuss them may work, over
the long term, to enhance public trust and perceptions of legitimacy as they relate to industry and
government’. The author is not the first to posit that public participation in processes can have positive
outcomes; it has been argued for years that ‘participatory decision-making approaches legitimise policy
decisions because they foster the inclusion of differently formulated values, objectives, claims and
arguments in the decision-making process’ (NRC, 1996; Renn, 1999; Chess and Purcell, 1999; Gregory,
2000, cited in Arvai, 2003, p. 286).

As the communication with interested parties is intended as two-way flow of information and
dialogue-based participation, more innovative techniques of engagement such as citizen science, can
also contribute to the quality of regulatory science by widening the pool of available data and
expertise. Work carried out by EFSA in response to question 5a of the TR (see Section 1.2 Terms of
reference and Section 1.3 Interpretation of the Terms of reference, point 2.i; EFSA, 2021b) provided
an ‘Engagement Toolkit - Methods, tips and best practices to design effective participatory processes’,
including a catalogue of target identification methodologies and engagement formats.

The Transparency Regulation (Article 32c) refers to particular formats, e.g. the use of consultations
in the risk assessment process for authorisation or renewal of regulated products. If we define
consultation as the conveying of information from the audience to the engaging organisation following
a process initiated by the organisation (Dendler and B€ol, 2020), the following aspects will need to hold
for this process to be ‘appropriate’, particularly in case of risk assessment of regulated products with
arguably high ambiguity:

• Consultations provide most value in terms of exploring different positions and receiving input on
specific questions (Dendler and B€ol, 2020), therefore comments can be used to attempt to
increase the scientific robustness of the assessment or to inform risk management options.

• Regulatory bodies must provide a clear picture of how comments were used, either through
information sessions or dedicated publications; comments should also be shared throughout risk
analysis and if assessors do not use comments, they should be available to risk managers for
their use.

Source: Adapted from International Risk Governance Council (2020).

Figure 7: Level and type of stakeholder involvement based on risk characteristics
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• For complex risks, involvement of social scientists is recommended to understand risk
perceptions and anticipate social concerns (Fischhoff, 1998; Renn, 2015) to inform
communication of risk assessment outputs and corresponding risk management decisions.

The inclusion of different opinions, values and claims is the core of the ‘participatory discourse’
around systemic risks: established legal procedures for decision-making, supported by mediation and
citizen participation are appropriate to find solutions compatible with the interests and values of
affected parties (Renn and Klinke, 2004). This can reflect positively on any decision arrived at and
communicated upon, as the public are more likely to feel that a variety of perspectives were included
during the process, and thus, the quality of the decision is higher.

Further, transparency and openness should have a clear and consistent purpose. Not all
documentation may be intuitively understood by everyone (Renn, 2009a), however, ‘communicating
transparently is not merely normative but can mitigate potentially serious reputational risks’ such as
damaging press coverage. It is important to acknowledge limitations and not downplay ambiguities in
the evidence base, recognising uncertainties (Cairns et al., 2013). Ultimately, if the object and the
mechanism of transparency initiatives are clear and explicit, these can achieve many specific
objectives, not least of which the highly desired goal of building trust (Bouder et al., 2015). Objects
may include data used in scientific opinions, declarations of interest of experts and calls for citizen
science data. Mechanisms, as previously noted, include amongst others public consultations, round
tables, and public hearings.

However, when transparency is merely conceived as ‘opening up data’ (i.e. fishbowl transparency)
without being integrated within risk communication, regulators are unlikely to come across as
trustworthy sources. Research suggest that regulators should avoid quick gains such as internet-
mediated transparency that do not take into account findings and lessons from communication
science; otherwise transparency measures can have limited or even negative effects on trust. Well-
thought-through risk communication strategies are key to achieving successful transparency initiatives
(Bouder et al., 2015).

As mentioned in Section 3.1.3, communicating through ‘open data’ should meet the standards of
‘intelligent openness’ (The Royal Society, 2012), meaning that information provided needs to be i)
accessible and easily located; ii) comprehensible and usable to those that wish to analyse it; and iii)
assessable so that judgements can be made accordingly. Other aspects to be considered when
employing transparency in risk communication include data protection and intellectual property rights.

The principles of open dialogue represent a shift towards ‘co-production’ of knowledge by science
and society (see Section 3.1.1 Risk analysis: assessment, management, communication). Evidence
shows that bringing together different views about complex problems, often characterised by
uncertainty, can improve the legitimacy of decisions and help to overcome decision stalemates
(Scolobig et al., 2016). Yet, varying views, interests and expectations of interested parties may also
lead to conflicts in the co-production process and need to be acknowledged. Five key issues to
consider are: i) understanding divergent and convergent stakeholder views; ii) identifying power
dynamics in problem and solution framing; iii) translating different views into options for co-evaluation;
iv) reaching compromise solutions in contested policy terrains; and v) discussing jointly the
effectiveness of the co-production process itself (Scolobig and Gallagher, 2021). As time is required to
build trust among interested parties, eliminating conflicts may not always be possible; however,
understanding and clarifying the root causes of conflicts is an important step towards a collaborative
decision-making process (De Marchi, 2003).

Mapping controversies and the varying positions on science and technology issues is a potentially
rich source of data to assist in understanding audience perceptions, their understanding of these
issues and associated information seeking and processing needs and behaviours. An example of tools
for this purpose is the EU-funded MACOSPOL project (2009) which created a platform for broad-based
audiences to consider different views on controversies and articulate their own positions.

Conclusions

• Communicators can help develop ‘social capacities’ such as knowledge, attitudes or even trustful
relationships among interested parties through development of appropriate communication
content.

• The way communication objectives are set, and subsequent communication content developed,
varies across different target groups, across different areas of work as well as during different
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phases of the risk analysis process. Regulatory bodies must consider all three of these factors
when developing appropriate content.

• When discussing what to communicate, facts need to be presented in a way that interests
targeted audiences, with the right balance of risk characteristics communicated in a clear and
understandable manner. Framing needs to be part of the content design process – positive or
‘gain’ frames may attract more attention and trigger motivation to act. However, frames should
not be limited to provision of selective information only, which can overgeneralise risk
perceptions.

• In cases where risk analysis is characterised by high uncertainty, this may reduce confidence in
the risk assessment results. Nevertheless, most authors suggest that recognising the uncertainty
and communicating how uncertainty is taken into account is the appropriate communication
strategy in such cases.

• Presentation of content influences understanding therefore the careful use of framing, risk
comparisons, storytelling, clear, concise and jargon-free language and, where appropriate,
educational content, can increase the effectiveness of risk communication.

• Open dialogue with interested parties throughout the risk analysis process is appropriate for
delivering the desired two-way communication. Different combinations of risk characteristics
such as complexity, uncertainty or ambiguity can help define the ‘appropriate’ level of
stakeholder involvement in the risk analysis process.

• Different proven formats for open dialogue may be adequate, including creation of stakeholder
committees, public forums or the use of public consultations.

• Public consultations need to be used in an attempt to increase scientific robustness and there
should be a clear indication on how comments were used. If relevant, comments can be shared
throughout risk analysis and if assessors do not use comments, they should be available to risk
managers for their use.

• Transparency must be deployed cautiously and not as a quick gain, and challenges regarding
opening up data, data protection and intellectual property rights must be considered across
transparency initiatives. Regulators should avoid quick gains through internet-mediated
transparency that do not take into account evidence-based communication science.

• Conflicts may arise during the open dialogue with multiple interested parties. In an attempt to
manage these, key issues to consider are: i) understanding divergent and convergent
stakeholder views; ii) identifying power dynamics in problem and solution framing; iii)
translating different views into options for co-evaluation; iv) reaching compromise solutions in
contested policy terrains; and v) discussing jointly the effectiveness of the co-production
process itself.

3.2.5. Communication tools and channels

In this section, we provide guidance on how to take account of the identified ‘key factors’ in
defining the ‘types and levels of risk communication activities’ and ‘appropriate main tools and
channels’. We interpreted ‘communication tools’ to include: i) communication products and services
used to deliver information and/or support dialogue and engagement, e.g. press releases, websites,
videos, publications; and ii) methods and approaches for understanding the communication
preferences of audiences, e.g. interviews, polls, questionnaires. Channels refers to the means for
delivering and receiving those products and services.

Tools. Renn (2009b) lists three categories of communication tools, i.e. information-based,
dialogue-based and participation-based.

• Information-based tools refer to any form of communication aimed at informing target
audiences, e.g. written material, newspapers, press releases, websites, events, etc. This is
useful when communicating to a large number of individuals and it can be a solid foundation for
the use of subsequent tools.

• Dialogue-based tools are intended as a two-way communication in which the audience can be
involved in questions and answers, discussions of opinions and judgements and shared
information. For example, chat rooms, opinion polls, open days for visitors, leaflets with return
coupon and panel discussions.

• Participation-based tools integrate the concerns of the audience into the decision-making
process. They can be subdivided in three categories of sub-tools: orientation, self-governing and
decision-making.
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o Orientation tools are designed to support and facilitate discussion on topics of concern for
decision makers; however, the audience does not influence the final decision. Examples
include focus groups, citizen assemblies and hearings.

o Self-governing tools enable coordination between the decision makers and stakeholders to
facilitate the discourse. These tools include working groups and round tables.

o Decision-making tools refer to the actual preparation of a political decision which can be
facilitated through citizens’ fora and consensus conferences.

Tool selection is dependent on the particular risk issue and the intended function of the
communication. Information on the types of tools and their current uses in the EU food safety system
by risk assessors and risk managers, are included in two complementary reports developed by EFSA in
response to question 5a of the TR (see Section 1.2 Terms of reference and Section 1.3 Interpretation
of the Terms of reference, points 2.i and 2.ii):

• An Engagement Toolkit (EFSA, 2021b) provides a thorough mapping of all the different types
and levels of engagement activities and the appropriate tools depending on the different target
audiences. The toolkit identifies six objectives of stakeholder engagement and the respective
tools that can help in achieving those goals: i) generate new ideas, e.g. brainstorming and
stakeholder forum; ii) learn from and consult experts and stakeholders, e.g. expert knowledge
elicitation and focus group; iii) gather data, e.g. crowdsourcing and gamification; iv) inform,
e.g. information session and science caf�e; v) learn and share lessons within groups, e.g.
academic social networking sites and communities of practice; vi) co-design, e.g. participatory
workshop and roundtable.

• A Catalogue of Communication Tools and Dissemination Guidelines (EFSA, 2021c) describes the
current communication tools and practices of risk assessment and risk management bodies in
the EU food safety system. A comprehensive benchmarking exercise on current best practices
on communication tools and dissemination processes of EU Member State organisations plus
Iceland and Norway, selected ENVI EU agencies (EFSA, EMA, ECHA, ECDC) and EU bodies (DG
SANTE, JRC, EU COUN) was carried out via an online survey, remote qualitative interviews and
a desk analysis of documents and web content. The catalogue highlights that multimedia tools
show relatively high impact scores and high mention rates by respondents participating in the
online survey. Editorial tools are still very important, especially to reach the media. Both physical
meetings and events and educational tools have very high impact scores but limited mention
rates. All communication tools can be effective if properly designed (i.e. ‘right content and tone
of voice for the intended target audience(s) disseminated through the right channels’).

The risk perception literature describes three main tools for investigating audience opinions and
points of view:

• Quantitative methods like self-report measures, e.g. surveys and questionnaires could be used
to gather information coming from large samples of individuals regarding their knowledge,
attitudes, beliefs and behaviour concerning the risk. In addition to self-reports and direct
measures, instantaneous (emotional) reaction to a risk could be measured via indirect tests,
such as physiological measures to compensate for the methodological drawbacks of
questionnaires (Visschers and Siegrist, 2008).

• Nowadays, quantitative analysis can also leverage on online data (e.g. social media) and neuro-
linguistic programming techniques. Such techniques have been recognised in the area of public
health, e.g. social media monitoring has been defined by ECDC as ‘a new area of research
methodology that can help (national) health authorities understand how information about
vaccination is shared and spread online’ (ECDC, 2020a,b).

• Qualitative methods such as in-depth rolling opinion polling (Pidgeon, 1998) and focus groups
with smaller groups help to understand how members of the public speak about risks and what
messages most effectively address their concerns. It also provides an opportunity to involve the
audience in risk evaluation and control. Furthermore, by acknowledging consumers’ concerns,
experts foster public trust and enhance their credibility (Bruhn, 2005).

• Experimental studies, think-aloud studies (Siegrist, 2019) or studies in which participants explain
and discuss with other participants how they evaluate perceived risks might represent an
informative source. This type of research could offer insights into people’s decision-making
processes when they evaluate the acceptance of a technology and the knowledge on which
they rely in these situations.
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Some authors underline the challenges that surveys pose to the field of risk perception research.
For instance, Covello (1983) states that risk perception literature suffers from shortcomings of survey
research. First, the authors argue that people tend to answer survey questions with the first thing that
comes to their mind, and afterwards become committed to their answer. Second, people tend to
respond to all the questions within a survey, even when they have no opinion or when they have
difficulties in understanding the question. Third, survey responses can be affected by the order in
which the questions are presented, by the type of question (closed or open) and by how the question
is framed. According to the authors, risk perception surveys are especially exposed to these types of
biases, because people are often unfamiliar with the activity or substance being assessed and because
they may not understand the technical and methodological issues under discussion (see also Okrent,
1998).

Further, Gaskell et al. (2017) showed that the methodology used for the estimation of risk
perception, i.e. survey questions including an array of risks with fixed response alternatives measuring
the size of worry or concern, might overestimate food risk perception. Their analysis of data from the
Special Eurobarometer 345 on Food-related risks consisting of both closed and open-ended questions
revealed a significant difference between mentioning a risk in the open-ended question (unprompted
awareness) and the expression of worry about risks in the closed questions (prompted awareness).
Among those respondents who did not report a specific risk in the open question, between 60% and
83% (depending on the risk) expressed concern in the closed questions. This is in line with findings
from research on cognitive aspects of survey methodology, indicating that survey questions may frame
the respondent’s thinking about an issue. The authors recommend the use of branched questions
involving a two-step process in which respondents are first asked if they have thought about a specific
risk during (a specified target window or since a particular date) and, in a second step, ask those who
respond affirmatively the degree to which they have worried.

To overcome these issues, it is advisable to adopt mixed methods and assess risk perception
through a plurality of quantitative and qualitative methods.

Channels. A recent report from the Food Standards Agency (FSA, 2019) distinguishes between
traditional media channels and social media.

Traditional media channels include news delivered through TV and radio news or published in
newspapers, either on paper or online. While traditional media are usually a one-way form of
communication, social media channels are more participatory and enable interaction between users,
facilitating two-way communication.

According to the Special Eurobarometer on Food safety in the EU (2019), television is the most
common source of information about food risks in the EU. Specifically, more than two thirds of Europeans
(69%) report that television is among their main sources of information about food risks, followed by the
Internet (excluding social media) (46%), newspapers and magazines (38%). On this topic, Nan et al.
(2017) state that TV and radio campaigns are effective due to their broad coverage, as research shows
that nearly 70% of US consumers receive food safety information from these two channels combined.

Age is a determining factor in preferred sources of food-related information in the EU: younger
respondents are more likely than older respondents to mention social media (45% of 15–24 years old,
falling to 10% of those aged 55 or over) and other information from the internet (63% vs. 28%).
However, older people are more likely to mention television (78% vs. 55%), newspapers and
magazines (46% vs. 22%) and radio (30% vs. 13%) (EFSA and European Commission, 2019). To
reach younger generations, new media and interpersonal information sources would be suitable, while
traditional media are appropriate for reaching older generations (Nan et al., 2017). Importantly, the
same social media platforms have different audiences in terms of age and these differences may vary
across EU countries, therefore this aspect should be taken into account for tailoring messages.

Communication efforts can be combined to maximise the message reach, as pointed out by Wolkin
et al. (2019). People prefer traditional media as a news sources which then shapes social media
content and ensuing discussions (Overbey et al., 2017). A challenge faced by mass media is that
people could perceive risk information delivered through this channel as relevant to others but not to
themselves (McComas, 2006). Even if traditional media alert individuals to health risks and help form
‘societal level judgements’, individuals have a tendency to assess their own personal risk via
interpersonal networks (McComas, 2006). To overcome this challenge, other channels of
communication can be considered when reaching the target audiences.

Using multiple ways to deliver information, including TV, social media and word of mouth, increases
the opportunity to reach and engage the whole community and takes advantage of the different
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strengths of each of these methods. People often look for message confirmation before taking action,
so it can be beneficial to share messages through multiple communication routes (Wolkin et al., 2019).
People are more likely to seek information when they perceive greater risks leading to higher self-
efficacy (Rimal, 2001; in McComas, 2006). Another benefit of combining ‘efficacy information’ from
news sources and ‘peer feedback’ on social platforms is that it encourages individuals’ ‘self-protective
behaviour and levels of involvement’ more than using any single channel (Verroen et al., 2013).

Although social media and word of mouth messaging are harder to control, these methods are
popular and can quickly reach a large audience. An advantage of social media and word of mouth
messaging is the lack of reliance on the original source to spread the message. Messaging via TV is
determined by the number of times the news media decides to provide the message. In contrast,
social media and word of mouth messaging is constantly being recirculated through sharing, reposting
and retweeting, with social media enabling rapid amplification of messaging (Wolkin et al., 2019).

The FSA report (2019) notes several considerations for the use of social media:

• The interactive nature of social media makes it difficult to control messages once information is
published. Public interaction in the forms of comments, shares and retweets can cause the
messages to increase in popularity and become widespread.

• Often there is an audience preference for communications from traditional media, due to low
trust in social media content.

• Engaging successfully with audiences through social media entails a significant time effort if the
intention is to address queries in real-time to maintain control of the message. This real time
response ensures that a two-way communication takes place; in case this is not met, the
communication becomes a one-way information delivery system, similar to traditional media
channels.

In addition to traditional and social media channels, people can act as sources of information when
communicating to the public. In the case of risk communication, the source of the information should
be credible, informed and trusted. Tonkin et al. (2019), generally recommends that information should
be provided by trusted independent bodies, providing examples like chief medical officers or hospitals.
This supports Van Kleef et al.’s (2007) findings that independent actors are perceived to offer unbiased
opinions regarding food safety matters, and so are trustworthy channels of information. Often experts,
such as scientists or medical professionals, are cited when talking about risks. Frewer (2003) refer to
this as ‘source credibility’, as it relates to the public’s perceptions of the motivations of institutions or
individuals in providing information to them.

According to the Special Eurobarometer on Food safety in the EU (2019), despite differences
between countries, scientists and consumer organisations are the most trusted sources of information
on food risks overall, with 82% of respondents trusting scientists and 79% trusting consumer
organisations, (see also Section 3.2.1 Factors influencing risk perceptions). Van Kleef et al.’s cross
European study (2007) observes that consumer representative organisations and scientists working for
universities are two of the most trusted actors. Additionally, Frewer and Miles (2003) found that
physicians, such as medical doctors, are trusted sources of risk information. On the other hand, the
food industry and scientists working for industry are ranked as considerably less trustworthy (Van Kleef
et al., 2007). This is also the case for celebrities, bloggers and influencers who are deemed
trustworthy by a minority of individuals (19%) (Special Eurobarometer, 2019). However, influencers on
social media can help in increasing the reach of a message, explaining why they are frequently used in
marketing campaigns. As an extension of social media, influencers can ‘have a wide reach, knowledge,
ability, motivation and social capital to influence public opinion’, therefore co-opting strategies to work
with influencers and help them to develop ‘more persuasive and scientifically accurate materials’
protects the public from incorrect information that poses a risk to public health (Overbey et al., 2017).

This overview is complemented by a Catalogue of Communication Tools and Dissemination
Guidelines (EFSA, 2021c), which describes current practices of risk assessment and risk management
bodies in the EU food safety system developed in response to question 5a of the TR (see Section 1.2
Terms of reference and Section 1.3 Interpretation of the Terms of reference, point 2.ii). The report
notes that social media and websites are the most used dissemination channels. The reliance on
campaigns is widespread as they help achieve a stronger impact on the target audience. Moreover,
communication tools supported by best practices in dissemination perform much better and are used
by a wider audience than tools that are merely published on an organisation’s website. A systematic
phased approach to dissemination (1. planning, 2. preparation, 3. publication and distribution and 4.
post-publication and distribution) is, therefore, crucial for a successful communication strategy.
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Effective leverage of amplifiers (planned and prepared in the first two phases) substantially increases
communication tools’ outreach in the publication and distribution phase.

Conclusions

• Communication tools can be divided in three categories, i.e. information-based, dialogue-based
and participation-based.

• In the area of risk perception, quantitative methods, qualitative methods, mixed methods and
experimental studies can be used to gather audiences’ opinions and perspectives.

• Channels can be divided into traditional media channels and social media.
• While traditional media are usually a one-way form of communication, social media channels are

more engaging and enable interaction between users, therefore they could be used as
amplifiers of risk information, facilitating two-way communication.

• Scientists and consumer organisations are the most trusted sources of information on food risks
overall.

• There is great variety in the tools and channels used by food chain risk assessment and risk
management bodies in the EU. All communication tools can be effective if properly designed,
i.e. appropriate content and tone of voice for the target audience(s), and disseminated through
the most appropriate selection of channels.

• Based on a review conducted by EFSA among EU actors, multimedia products demonstrate
highest impact score, while social media and websites are the most frequently used
dissemination channels. Communication tools supported by best practices in dissemination (e.g.
use of amplifiers) perform much better and are used by a wider audience than tools that are
merely published on an organisation’s website.

3.3. Risk profiling, communication models and coordination

In this section, we describe options for combining the key factors described in Sections 3.1 and 3.2
in structured approaches to risk communication. First, we explore the possibilities of developing
generic risk profiles summarising the literature on this subject and propose our own framework as a
starting point for the future development of such a tool. We then analyse theoretical risk
communications models, highlighting their applicability for certain types of communication purposes
and audience segments. We also summarise here the literature on existing models for coordinated
communication among risk managers and assessors at international and supranational levels.

3.3.1. Generic risk profiles

In this section, we describe the available literature on risk profiling approaches and we explore the
possibility to create ‘generic risk profiles’ corresponding to the different workflows of risk analysis
procedures, and especially for regulated products14 based on the factors identified in the previous
sections.

The review of the grey literature and the input received from the targeted consultation helped to
retrieve general guidelines on which kind of information to include in a risk profile and evidence on
existing risk profiles.

Guidelines on risk profiles. A joint report by the Food and Agriculture Organization (FAO) and
the World Health Organization (WHO) (1997) describes risk profiles as follows:

‘Risk profiling is the process of describing a food safety problem and its context, in order to identify
those elements of the hazard or risk relevant to various risk management decisions. The risk profile
would include identifying aspects of hazards relevant to prioritising and setting the risk assessment
policy and aspects of the risk relevant to the choice of safety standards and management options.

14 As described in the terms of reference (section 1.1): . . .these ‘generic risk profiles’ should aim at a) providing a generic
mapping of the elements that would need to be assessed and/or considered both at risk assessment and risk management
level, on the basis of the above-mentioned factors, according to available knowledge and past experiences; b) provide
preliminary assessments - based on existing knowledge, if any - of any associated benefits associated with the relevant risks,
e.g. actual or expected benefits, their magnitude and importance, who benefits and how, who may be in disadvantage and
how, potential trade-offs etc.; and c) identify overall sensitivity of the subject matter, taking into account concerns,
expectations and most importantly risk perceptions.
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‘A typical risk profile might include the following:

• A brief description of the situation, product or commodity involved.
• The values expected to be placed at risk, (e.g. human health, economic concerns).
• Potential consequences.
• Consumer perception of the risks.
• Distribution of risks and benefits.’

A more recent joint report by FAO/WHO (2006) provides an example of information to include in a
risk profile:

• ‘Initial statement of the food safety issue.
• Description of the hazard and food(s) involved.
• How and where the hazard enters the food supply.
• Which foods expose consumers to the hazard and how much of those foods are consumed by

various populations.
• Frequency, distribution and levels of occurrence of the hazard in foods.
• Identification of possible risks from the available scientific literature.
• Nature of values at risk (human health, economic, cultural, etc.).
• Distribution of the risk (who produces, benefits from and/or bears the risk).
• Characteristics of the commodity/hazard that might affect the availability and feasibility of risk

management options.
• Current risk management practices relevant to the issue, including any regulatory standards in

place.
• Public perceptions of the possible risks.
• Information about possible risk management (control) measures.
• Preliminary indication of questions that a risk assessment could (and could not) be expected to

answer.
• Preliminary identification of important scientific data gaps that may prevent or limit a risk

assessment.
• Implications of risk management in terms of international agreements (e.g. SPS Agreement).’

According to the report, the aim of the risk profile is to support risk managers in taking further
action. Usually a risk profile would be developed mainly by risk assessors and other experts on the
issue under examination.

Existing risk profiles. Two examples related to risk profiles in food safety have been retrieved,
i.e. those developed by the New Zealand Food Safety Authority (NZFSA, 2020) and the German
Federal Institute for Risk Assessment (BfR, online).

The New Zealand Food Safety Authority (NZFSA, 2020) risk profiles are specific and intended
primarily for risk managers. As stated on NZFSA website:

‘The documents are analytical and concise and offer more specific information than a hazard data
sheet. They are structured in seven parts.

1) Executive summary – gives a statement of the scientific evidence about the risk to human
health of the combination of food and the hazard that are the subject of the risk profile,
including a critical evaluation of current data.

2) Statement of purpose – describes the food/hazard combination, the context and reasons for
preparing the risk profile.

3) Hazard and food – outlines the food and the hazard that are the subject of the risk profile.
Also included is information that has a bearing on controlling the risk, such as sources of the
food, contamination pathways, exposure and other factors.

4) Evaluation of adverse health effects – offers an evaluation of the risks to human health by
drawing on human health surveillance data from New Zealand and other countries.

5) Evaluation of risk – brings together critical scientific information about the risk, a commentary
on the burden of food-borne illness in New Zealand and the food source attribution and
concludes with a summary of the food-borne human health risk.

6) Availability of control measures – includes information about current control measures, their
effectiveness and additional options for controlling the risk.

7) Appendices – offer relevant background or generic information to support the information in
the risk profile.’

Risk communication

www.efsa.europa.eu/efsajournal 53 EFSA Journal 2021;19(4):6574



The risk profiles developed by the German Federal Institute for Risk Assessment (BfR, online) are
specific and intended for the general public to make the information accessible to the wider audience.

As stated on the BfR website:

‘The chart is structured as a table containing five characteristics:

1) Affected groups of persons
2) The probability of impaired health in the event of exposure
3) The severity of impaired health in the event of exposure
4) The validity of the available data
5) The possibilities for consumers to control the risk through such measures as avoidance or

caution.’

Drawing from the documents retrieved in the grey literature, it appears that risk profiles in food
safety are meant as a tool for risk managers and the examples found relate to specific hazards rather
than generic risks.

In the past EFSA has developed scientific opinions in the form of risk profiles, for instance on the
topic of production and consumption of insects as food and feed (EFSA Scientific Committee, 2015);
however, the public perceptions of the risk were not included.

One classification of risks worth mentioning adopts a ‘traffic light system’ dividing the risks in three
areas, namely normal, intermediate and intolerable (Renn and Klinke, 2004). The normal area includes
risks with small statistical uncertainty, low catastrophic potential and low complexity, whereas the
intermediate and intolerable areas pertain to risks characterised by low reliability of assessment, high
statistical uncertainty and catastrophic potential. Building on these areas, the authors identify six
different clusters of risk that they illustrate through Greek Mythology. First, Damocles refer to risks
with low probability but high damage potentials, such as technological risks (e.g. nuclear energy).
Second, Cyclops concern highly uncertain risks with high well-known disaster potential like natural
hazards (e.g. earthquakes). Third, Pythia relate to risks with uncertain probability of occurrence and
uncertain extent of damage, e.g. risks due to climate change. Fourth, Pandora risks refer to wide-
spread, persistent and irreversible changes caused by human intervention on the environment (e.g.
endocrine disruptors). Fifth, Cassandra includes risks with high probability of occurrence and extent of
damage, which are well-known but, due to their delayed consequences, are ignored or underestimated
(e.g. loss of biodiversity). Sixth, Medusa risks refer to some innovations that are scientifically assessed
as safe but rejected by citizens who consider them frightening or unwelcome (e.g. electromagnetic
fields). Figure 8 illustrates how the six clusters are distributed in the three areas of risk.
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The objective of this classification is to draw strategies for risk management on which measures to
adopt for each risk cluster. As shown in Table 8, Renn and Klinke (2004) recognise three strategies, i.e.
science-based, precautionary and discursive. Damocles and Cyclopes need mainly a science-based
approach, Pythia and Pandora require applying the precautionary principle and Cassandra and Medusa
demand discursive strategy for building awareness and trust (see table below for further details).

Creation of generic risk profiles. Based on the literature reviewed in the various sections of the
report, we outline a general list of factors to take into account for risk communication. It is worth
noting that the aim is to be descriptive and not prescriptive, offering a high-level categorisation that

Source: Renn and Klinke (2004).

Figure 8: Risk clusters as identified in Renn and Klinke (2004)

Table 8: Risk management strategies for dealing with risk clusters (adapted from Renn and Klinke,
2004)

Management Risk class
Extent of
damage

Probability of
occurrence

Strategies for action

Science-based Damocles
Cyclops

High
High

Low
Uncertain

• Reducing disaster potential
• Ascertaining probability
• Increasing resilience
• Preventing surprises
• Emergency management

Precautionary Pythia
Pandora

Uncertain
Uncertain

Uncertain
Uncertain

• Implementing precautionary
principle

• Developing substitutes
• Improving knowledge
• Reduction and containment
• Emergency management

Discursive Cassandra
Medusa

High
Low

High
Low

• Consciousness building
• Confidence building
• Public participation
• Risk communication
• Contingency management
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can be adapted to different contexts of risk assessment and risk communication. As shown in Table 9,
the risk profile is divided in four levels, i.e. i) hazard, ii) individual, iii) socio-cultural and iv) information.
For each level, we illustrate the factors to consider, and, drawing from the literature reviewed, we
provide an indication of how these factors influence risk perception. To make the risk profile a useful
tool for risk communication planning, we also provide science-based advice for risk communication.
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Table 9: Levels and corresponding factors to take into account when developing risk profiles. Green arrows indicate lower risk perception, while red
arrows indicate higher risk perception

Level Factors
Direction of influence on
risk perception

Advice for risk communication

Hazard Dread Controllable
Short-term
Voluntary
Easy to reduce/mitigate
Equal distribution of risk
Fatal
Potentially catastrophic

Identifying public knowledge schemes can help in tailoring the content of the risk communication to
this knowledge (‘Mental Model Approach’)

Familiarity Known
Observable
Delayed consequence
Immediate consequence

Knowledge schemes could be used to identify the differences between experts and the members of
the public

Severity Non-severe
Severe

Listening to the target audience can help in gaining insights on perceptions, knowledge and the
preferred information method and means

Naturalness Natural
Non-natural/man-made

Highlighting tangible benefits of foods that are perceived as ‘less natural’ can increase public’s
acceptance

Exposure Low number of people
High number of people

The mental model analysis can help in bridging the gap between the mental models held by the public
and expert models with the aim of adding missing concepts, correcting mistakes and strengthening
correct beliefs

Magnitude of risk Low probability
High probability

Annual risks of one in a million chance are not considered with serious concern (‘small level of risk’),
whereas annual risks of death in the order of one in a thousand or one in a hundred are deemed
unacceptable by most people (‘high level of risk’)

Level of uncertainty Certainty
Uncertainty

Uncertainty needs to be acknowledged, clarifying what is unknown and controversial within the
scientific community
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Level Factors
Direction of influence on
risk perception

Advice for risk communication

Individual Personality traits Risk-seeking
Emotional stability
Risk-aversion
Food tech. neophobia
Disgust sensitivity
Anxiety

Social research methods can represent an informative source of knowledge on the psychological
dispositions of the audience

Cognition Overconfidence
Optimistic bias
Positive framing
Cognitive dissonance
Negative framing

As people base their judgements on their experiential system, which is more driven by affect, concrete
images, metaphors and narratives, these can be used in communication to help individuals to better
understand the risk, prepare for and prevent potential risks and boosting resilience

Emotions Positive emotions
Negative emotions

Instantaneous (emotional) reaction to a risk could be measured via indirect tests, such as
physiological measures

Direct experience Positive experience
Negative experience

Rolling opinion polling and focus groups can help in understanding public’s experiences and adapt
the content of the message

Perceived benefit High benefit
Low benefit

Provide information on the benefits to decrease the perceived risks

Demographics Males
Younger individuals
Higher education
Higher income
Females
Older individuals
Lower education
Ethnic minority
Lower income

Surveys and questionnaires should always gather information on the sociodemographic
characteristics of the audience to adapt the communication accordingly
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Level Factors
Direction of influence on
risk perception

Advice for risk communication

Socio-cultural Social Amplification of Risk Large volume of info
Dispute
Dramatisation
Stigmatisation

Enable coordination between the decision makers and stakeholders to facilitate the discourse

Social norms No conflict
Conflict

Communication messages that are tuned to the social norms of a group, e.g. referring to the
‘members of your community’), are the most effective

Level of public concern Low concern/outrage
High concern/outrage

Social media allow for a more in-depth understanding of consumers’ response to risk
communication and aid the communicator to achieve an understanding of the general public
feeling towards the issue

Social trust High trust
Low trust

Having similar values determines social trust, therefore social trust can be increased if a risk
is framed in a way that reflects public’s salient values

Worldviews Individualistic
Hierarchical
Fatalistic
Egalitarian

It is crucial to know the audience to whom the communication is directed - a reference to
cost-benefit ratios would be appropriate for an audience with Individualistic worldview, but it
would trigger outrage when being referred to in a group of Egalitarians

Information Transparency High transparency
Low transparency

Dialogue-based tools are needed to enable a two-way communication in which the
audience can be involved in questions and answers, discussions of opinions and judgements
and shared information

Consistency Consistent
Conflicting

Establish appropriate mechanisms of coordination and cooperation to strengthen
coherence

Costs and benefits More benefit
More costs

As the general public might refrain from acquiring more information if the cost of information
processing is too high, communication should be delivered with simple language to help
individuals perceiving the benefits coming from information

Characteristic of the
media/information
source/channel

Trustful source
Untrustful source

Qualitative methods and public engagement represent useful tools to acknowledge the
consumers concerns that would result in fostering public trust and enhance credibility

Cognitive costs Low cognitive effort
High cognitive effort

As information processing demands high effort in terms of mental capacity and motivation
needs, communication should be delivered with simple language adapted to the audience to
which it is addressed

Information overload No overload
Overload

Establish appropriate mechanisms of coordination and cooperation to avoid overload
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Conclusions

• Guidelines on risk profiling define it as the process of describing a food safety problem and its
context, in order to identify those elements of the hazard or risk relevant to various risk
management decisions.

• A typical risk profile is advised to include i) a brief description of the situation, product or
commodity involved, ii) the values expected to be placed at risk, iii) potential consequences, iv)
consumer perception of the risks and v) distribution of risks and benefits.

• A potential classification of risks adopts a ‘traffic light system’ dividing the risks in three clusters,
namely normal (risks with small statistical uncertainty, low catastrophic potential and low
complexity), intermediate and intolerable (risks characterised by low reliability of assessment,
high statistical uncertainty and catastrophic potential).

• Based on the literature reviewed and the key factors identified, we provide a framework for
developing generic risk profiles divided in four levels, i.e. i) hazard, ii) individual, iii) socio-
cultural and iv) information, which can serve as basis for communication planning and
development of specific risk profiles.

3.3.2. Risk communication models

Conceptual models for risk communication are tools which the risk communication actors in the EU
food safety system can use ‘to take account of the relevant factors’ in risk communication. Such
models can give indications how to adapt existing organisational structures or to develop new ones to
facilitate ‘coordinated communication among risk assessors and risk managers at Union and national
levels’. The literature describes a variety of risk communication models which have emerged and
evolved over recent decades to adjust to new developments and prevailing trends in risk
communication theory and practice. Few if any of these models were conceived specifically for the
food safety area, yet their conception for sectors ranging from public health to climate change, natural
disasters and industrial incidents allows us to evaluate their application to the EU food safety system.

Analytical framework

We sought to assess the models in the literature according to their scope and their inclusion of or
reference to the ‘key factors in risk communication’. Since such conceptual models vary in purpose this
influences the inclusion or exclusion of input variables, i.e. the key factors. For practical purposes we
used an analytical framework which describes both the drivers (‘imperatives’) for risk communication
and the purpose (‘functions’) of different approaches. In addition, we sought to understand if this
analytical framework can help to devise approaches suited to risk communication that targets any of
the audience segments identified in Section 3.2.3 above.

Imperatives. Wardman states that traditional analyses of risk communication theories and
practices are too ‘atheoretical’ in that they lack a common framework that allows comparison and
describes how they may be interconnected (Wardman, 2008). However, a framework first developed
by Fiorino depicts the interplay of legal, socio-political and institutional obligations and circumstances
within which the risk analysis paradigm is situated in democratic societies (Fiorino, 1990, cited by
Wardman, 2008, p. 1621). This approach identifies three broad drivers or ‘imperatives’ of risk
communication:

• normative – fulfils the rights of citizens to information and involvement in risk analysis (Fiorino,
1989, 1990; Stirling, 2005; Pidgeon and Rogers-Hayden, 2007; cited in Wardman, 2008,
p. 1621);

• instrumental – serves individuals and organisations to achieve a particular ‘self-serving’ end, e.g.
protecting commercial interests, amplifying public concerns, raising public awareness;

• substantive – leads to engagement (or not) that improves understanding of and the quality of
available knowledge, i.e. outcomes favouring the ‘general interest’ over ‘self-serving ends’
(Stirling, 2005, cited in Wardman, 2008, p. 1622).

Function. According to classical communication theory, all communication has a purpose (i.e.
‘function’) which is achieved through the transmission of messages to a target audience through ‘a
system of meaningful symbols’ devised to have different possible impacts on the receiver (Jaeger
et al., 2001, cited in Renn, 2009a, p. 124). Renn describes a framework for organising and
characterising the objectives of different risk communication in the food safety area–most frequently
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executed by a risk management agency with ‘the public as target audience’–according to four main
‘functions’ (Renn, 2009a):

• enlightenment – enhances the individual’s understanding and knowledge of risks;
• confidence-building – establishes or rebuilds trustful relationships between sender and receiver;
• risk-reduction – changes attitudes/behaviours to causes or types of risk through persuasion;
• cooperative decision-making – involves stakeholders in resolving existing or potential conflicts

related to potential and perceived risks.

Target audience. As mentioned above, an appropriately defined target audience is an intrinsic
element in any communication activity. Therefore, in addition to the imperatives and functions of
various risk communication models, we examined the models below also in terms of their possible
application in targeting audiences, specifically with reference to the factors to consider in segmentation
described in Section 3.2.3 above, i.e. by i) food safety knowledge; ii) personal risk perception; iii) use
of food safety information and information sources; iv) trust in information from different sources.

Figure 9 illustrates how risk communication functions can be mapped according to their fulfilment
of the imperatives underlying the risk analysis process, providing a two-dimensional construct for
analysing various risk communication models. Further, the diagram highlights a potential correlation
between the proposed segmentation strategies for the public and the purpose of the conceptual
models.

Enlightenment > personal risk perception. Many traditional risk communication models aim
primarily to take account of the psychometric paradigm in relation to categories of hazards
(Section 3.2.1). Such models propose approaches for designing impact-oriented risk messages that
redress disparities in personal understandings of and perception between real risks and perceived
risks, in an ‘interactive exchange with stakeholders about emergent issues’ (Cairns et al., 2013). While
enlightenment fulfils the normative obligation to inform audiences and help them understand risks,
substantive engagement is not a prerequisite for this type of risk communication.

Risk-reduction > food safety knowledge. People seek and process information about risks
according to their risk perceptions, but also such individual characteristics as their cultural identity,
socio-economic context, social and personal pressures, and preferred information channels, amongst
other factors (Otto et al., 2018). Such ‘mental noise’ may limit the individual’s ability to process risk
information efficiently. It is heightened when an individual is under stress, when the negative
information bias elevates the importance of potential losses or negative outcomes (see Section 3.1.4),
therefore positive and proactive information is needed to counterbalance (Cairns et al., 2013).
Communication needs to transmit the ‘availability’ of actions to prevent or avoid risks and should
appear ‘personalised’ to affected populations.

Confidence-building > trust in information and sources. Building confidence underlies the
risk analysis framework of the EU food safety system. Establishing trustful relationships before

Source: Adapted from Wardman (2008).

Figure 9: Mapping of imperatives and functions of risk communication and audience segments
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controversies arise is a core requirement of effective risk communication message development and
strategies (Cairns et al., 2013). However, risk communication may falter in situations of public distrust
caused by ‘lack of credibility, past history or social alienation’ (L€ofstedt, 2010). It refers to both the
confidence of the wider public and therefore society as a whole, as well as that of individuals,
organisations and structures that constitute technical and civil society interests, frequently
characterised as ‘stakeholders’.

Cooperative decision-making > use of food safety information. Risk communication
involving ‘stakeholder’ configurations comprises both conventional communication (e.g. public
information delivered via channels such as websites, social platforms and publications) and other
mechanisms that enable two-way interaction, which we can also characterise as dialogue or
engagement, constituting ‘the flow of information between subsystems of society’ (Renn, 2010), as
discussed in Section 3.2.4 above.

While the above combination of perspectives offers a three-dimensional solution for analysing the
inputs, objectives and targets of the risk communication described below, we stress that this
framework was not derived directly from the literature and we would therefore welcome research
designed to test the veracity and robustness of the interconnections described in Figure 6. With this
caveat, our analytical framework helps to evaluate the risk communication models below and reach
some conclusions as to whether they could be adapted to serve as practical tools for ‘taking account of
the factors in risk communication,’ that could contribute also to developing ‘generic risk profile’
frameworks as explored in Section 3.3.1 above.

Assessment of risk communication models

Mental models approach to risk communication (MMARC). Developed by Morgan, Fischhoff
and others (Morgan et al., 2002; as described in Wardman, 2008; Otto et al., 2018) the MMARC is
considered a milestone in the field of risk communication frameworks. It expressly responds to the
normative requirement to enlighten information receivers about risks. The MMARC provides an iterative
framework for studying how technical experts and lay audiences perceive risks differently, and to then
use these findings about the information gaps to formulate and test messaging (see Figure 10). This
includes ‘actionable information’ e.g. in the form of colour coding of weather impacts (Otto et al.,
2018) that allows individuals to reduce the information deficit and correct misunderstandings, implying
a more realistic understanding of the real risks associated with a given hazard. This includes use of
‘risk comparisons’ to help individuals understand risk-taking is relative and shaped by social conditions.

Source: Adapted from Morgan et al. (2002), Gurian (2007).

Figure 10: The mental models risk communication framework
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Social amplification of risk framework (SARF). Described in Section 3.2.1 above, a SARF
approach to risk information transmission resembles the MMARC inasmuch that it is driven mainly by
normative considerations and it involves similar research methods (quantitative surveys, focus groups,
interviews). However, SARF focuses on understanding better ‘the complex dynamic social phenomena
that influence amplification and attenuation processes’ in addition to the focus mainly on psychological
factors influencing the individual’s risk perceptions at the heart of the MMARC. A core principle of SARF
for developing risk communication messaging is to analyse the social and institutional context of single
risk events, including the roles of interest groups, political cultures, mismanagement and blame
(Kasperson et al., 1988, cited in Pidgeon et al., 2003; L€ofstedt, 2010; Renn, 2010). Amplification in the
communication context involves removing unnecessary ‘noise’ in the main communication channels,
e.g. news media so that ‘authoritative information’ is delivered unblemished (Murdock et al., 2003 in
Pidgeon et al., 2003). Figure 11 illustrates this concept by adding a feedback loop to the basic
Shannon-Weaver linear communication model in which information is generated by a source and then
amplified by a transmitter before reaching the receiver. A SARF approach appears to support the risk-
reduction function and is primarily focused on the audiences requiring food safety knowledge. It
includes limited substantive engagement in the form of responses by the receiver act as feedback,
potentially further amplifying risk perceptions and triggering additional communication.

Risk messaging models (RMMs). RMMs are based on the notion of a ‘free market’ for risk
messages that the intended audience will consume if they are well coded and delivered transparently.
Any interruption of the delivery or noise that obscures the encoding may lead to a communication
failure. Wardman classifies both MMARC and SARF partially as RMMs. Communication is a top-down
push process from sender to receiver. The latter may respond or reply with feedback but does not
participate in the development of risk messages (Wardman, 2008).

Overall, risk messaging models include affirmative characteristics such as: tools to understand the
psychological and social determinants of risk perceptions to craft impactful messages;
the endorsement of transparency as a prerequisite for providing public information; and reducing the
information deficit, therefore, addressing normative expectations for individuals and groups in society
to understand the specificities of hazards and act according to their interests. More critically, RMMs can
result in information overload, which puts at risk the reduction of the information deficit, or worse may
exacerbate it. Also, a one-way sender/receiver framework is reliant on (the receiver’s) trust in the
source (the sender) yet this trust is easily eroded if the receiver fails to correctly de-codify the
message or considers the message to be managed or compromised. Crucially, these approaches do
not include mechanisms to sufficiently take into account competing sources of risk messages. These
include societal ‘noise’ such as hearsay or stigma (L€ofstedt, 2010), that can greatly influence the
creation of meaning beyond risk messages, e.g. people are unconvinced by risk comparisons (Renn,
2009a) although they can be effective if used cautiously (Wardman and Lofstedt, 2009).

Source: Adapted from Renn (1991).

Figure 11: ‘Shannon-Weaver’ communication model within a social amplification of risk framework
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Risk information seeking and processing model (RISP). The RISP attempts to provide a
framework to draw upon subconscious motivations in devising risk communication strategies and
content that meet people’s information preferences and expectations (Griffin et al., 1999, cited in Otto
et al., 2018). The shortfall between people’s knowledge and what they perceive they need to know –
their information sufficiency (see Figure 12) – influences their information processing (i.e. heuristic or
systematic – see Section 3.2.1 Factors influencing risk perceptions) and their information seeking
behaviours (i.e. avoidance, routine) (McComas, 2006). Therefore, communication needs to transmit
the ‘availability’ of actions to prevent or avoid risks and should appear ‘personalised’ to affected
populations. This model addresses both normative and instrumental imperatives for risk
communication, while also providing the means to target audiences segmented according to their food
safety knowledge. Information format is important, e.g. risk comparisons (notwithstanding doubts
about their effectiveness) and visualisation can contribute to greater understanding among the public,
e.g. weather forecasts and impacts are commonly communicated visually. The RISP model is versatile
in being applicable to different contexts and evolving behaviours (Balog-Way et al., 2020), however, it
may also be more likely to work with respect to ‘familiar risks’ (Otto et al., 2018), implying that for
new and emerging risks supplementary strategies may be needed.

Risk government model (RGM). This philosophical approach attempts to explain how risk-
reduction communication aims to ‘responsibilise citizens’ to risks and impose a social construct of risk.
Risk communication is a political instrument used by public authorities to define the ‘truth’ about risks
and consequently submit audiences to the control of ‘governmental technologies’, i.e. bureaucracies.
Communication is instrumental as it individualises the risk among the population and facilitates
freedom of choice for citizens to enhance their economic, social and physical well-being, but there is
limited or no substantive engagement. Communicating uncertainty may increase public trust in
authorities and help individuals make informed choices, although there is no consensus in the literature
on this (L€ofstedt, 2010). Criticisms of this model focus on the ‘privileging of risk knowledge and
expertise’ whereby technical knowledge and skills about risks are seen to somehow delegitimise lay
opinions and characterise them as irrational or subjective perspectives. More extremely, risk
communication is seen as a form ‘behavioural determinism’ used to manage and govern society at

Source: Griffin et al. (1999); adapted from Kahlor (2007).

Figure 12: The risk information seeking and processing model
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large and individual citizens (Wardman, 2008). (N.B. No visual illustration of the RGM was available in
the selected literature.)

Protective action decision model (PADM). The PADM is a framework for ‘managing societal
response’ to natural disasters, environmental hazards and more recently infectious diseases, that
targets audience’s willingness to take protective action and seek risk information by integrating
processing of information from social and environmental indicators with messages communicated by
other ‘social sources’ (Lindell and Perry, 2011; Balog-Way et al., 2020). It specifies ‘pre-decision
processes’ of reception, attention, and comprehension of risk messages, as triggers of individual
processing of risk information, as shown in Figure 13. The individual’s decisions about actions to
remedy risks are then shaped by three core perceptions: threat perceptions, protective action
perceptions and stakeholder perceptions. Taken together with contextual factors which can amplify or
dampen perceptions these profiles help to elicit confirmation of likely behavioural responses in
sequential steps (Otto et al., 2018). The timing of communication may reduce the number of steps
needed, but equivocal information prolongs information processing.

In facilitating a mechanism to take account of a variety of individual and contextual inputs and also
elicit insights on behavioural responses, the PADM appears to take a step beyond the RISP, with risk
communication assisting in delivering cooperative decision-making about the content of risk
messaging. However, there are indications that persuasion may work at convincing people about the
consequences of their behaviour, e.g. smoking, when the impact of risks is high and personal, but less
so for ‘environmental and technological issues’ which are more likely to impact society as a whole
(Renn, 2010).

Risk field model (RFM). The RFM pitches risk communication within an interactive ‘field of
activity’ that takes account of actors’ opportunities to ‘influence risk outcomes’ if they wield sufficient
social influence, expressed as capital such as knowledge, wealth, networks and standing. The field of
activity is a constantly evolving ‘complex interacting systems of beliefs’ as the actors interact and
reconfigure their relative power relationships. Risk communication’s value is rhetorical, its expression
moral, ideological or rational. Therefore, it is dependent on the audience’s sense of legitimacy and
trust in the source. (N.B. No visual illustration of a risk field model was available in the selected
literature.)

The drivers for risk communication in the RFM are both normative and substantive engagement,
while the function of communication is confidence among audiences segmented by their trust in
information and its sources. Criticism of the risk field model focuses on how stakeholders do not
construct objective conceptions of risks and their consequences because of the over-riding goals of
their own interests. Consequently, official risk communication by public bodies must legitimise

Source: Lindell and Perry (2011).

Figure 13: Information flow in the Protective Action Model (PADM)
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institutional arrangements and procedures for dealing with potential adverse outcomes associated with
the risks (Wardman, 2008).

Risk dialogue model (RDM). Risk communication in the RDM is a ‘historically situated discursive
engagement’ between equal partners involved in risk issues where all perspectives and interests are
considered in advance (Wardman, 2008). Risk communication is collaborative and two-way with
mutual recognition of the legitimacy of different views of risk, rather than expert to lay, thus
moderating disagreements and helping to build consensus and contribute to the development of
balanced and informed decisions (Renn, 2010). This kind of rational dialogue requires a transparent
framework in which information is ‘intelligible, truthful, trustworthy and legitimate’ (Wardman, 2008).
Disagreements are resolved through dialogue where issues can be ‘weighed and compared’ in a clear
framework. Risk dialogue is essential on issues that are socially divisive, the science is highly uncertain
and/or have major economic or political consequences. (N.B. No visual illustration of a risk dialogue
model was available in the selected literature.)

Both the instrumental imperative and substantive engagement drive the cooperative communication
function of the RDM. Wardman argues however that risk dialogue approaches ‘failed to live up to
expectations’ due to the cost and over-complicated procedures for participants and lack of
representativeness allowing some stakeholders ‘undue influence of over proceedings and substantive
outcomes’ (Wardman, 2008). Yet, practical European and national examples in the food safety and
public health areas indicate that such lessons have been learnt and risk dialogue mechanisms
improved as a result (Smith et al., 2019). More recently, the risk dialogue model evolved into a model
of co-design or co-production which developed to address problems ‘where consensus is low,
uncertainty high and collaboration, co-decision and joint action is needed’ (Scolobig and Gallagher,
2021). This is an emerging area of theory, which considers how to use risk communication strategies
to develop risk management solutions, i.e. in addition to gathering scientific contributions to risk
assessment. We explore elements of the approaches involved in co-production frameworks above, i.e.
knowledge co-production (Section 3.1.1), co-design of solutions and stakeholder engagement
(Section 3.2.5), public participation (Sections 3.2.4, 3.4.2 and 3.4.3), and citizen science
(Sections 3.1.1 and 3.2.4). These improved structures will, however, always face greater challenges
during ‘risk controversies’ when positions are too intractable regardless of the procedures in place.
Also, they may be too inwardly institutional and limited to take into account the real-life ‘processes of
democratic social change [. . .] and the instrumental dynamics that shape them’ (Wardman, 2008) once
social amplification of risks reaches beyond the narrower stakeholder framework.

Overall, we agree that ‘no one model is more helpful than the other in the quest to effectively
convey risk, as they all consider different aspects of people’s underlying attitudes and responses to
warning messages’ (e.g. Otto et al., 2018), and their judicious application depends on context and the
data used from the dynamics of real-life situations. There is a consensus in the literature that ‘risk
communication surpassed limits of public relations advice to extend to ‘the flow of information
between subsystems of society’’ (Renn, 2010). Therefore, although the top-down (expert to lay public)
approach is still prevalent in practice, ‘constructive dialogue between all those involved’ in a risk
debate (L€ofstedt, 2010) is desirable, however challenging this may be even within narrower audience
segments, e.g. ‘stakeholder’ categories. Critically, most of the models do not account for the impact of
social media on dissemination (e.g. the digital divide), audience targeting and heuristic processing by
individuals (Rasmussen and Ihlen, 2017), which could impel the research community to update them
or develop alternative models in the near future.

Conclusions

• Risk messaging and information transmission models including the mental models and social
amplification of risk approaches provide useful tools for generating the necessary inputs
(understanding psychological and social/cultural factors influencing risk perceptions) to build risk
communication narratives that address personal risk perceptions.

• However, there are limitations in ensuring these narratives are decodified effectively in relation
to other sources of information or ‘noise’.

• Also, there are inherent contradictions in any sender-to-receiver relationship – need for trust vs.
loss of trust – which expose the models’ limitations as frameworks for the downstream
information delivery phase of risk communication.

• Solutions to these problems include increased consideration of noise and the ‘social process of
meaning creation and interpretation’ and developing content that includes ‘steps individuals can
take during risk events’ to cope with potential adversity.
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• A risk information-seeking and processing approach helps to develop and deliver impactful
messages about ‘familiar risks’ and behaviours in a variety of contexts to audiences segmented
by their food safety knowledge needs. Increased attention is needed on the choice of formats
and channels which need to be accessible to the broader public and/or specific target groups.

• Such approaches must transmit the ‘availability’ of actions to prevent or avoid risks and appear
‘personalised’ to affected populations, i.e. it should address their ‘information sufficiency’, the
gap between people’s knowledge and what they perceive they need to know to influence their
information processing and information seeking.

• A protective action decision making approach may help deliver cooperative decision-making
about the content of risk messaging with risks that are personal and high impact, but is limited
for broader societal risks or those considered to be ‘low risk’.

• The risk government model and risk field models are tools for understanding risk
communication as an instrument of power in modern societies.

• The risk dialogue model captures the key elements of many current engagement approaches,
highlighting both the advantages and challenges of implementing effective dialogue mechanisms
with representatives of competing interests in risk issues.

• Risk dialogue is essential on issues that are socially divisive, where the outcome of the scientific
risk assessment is highly uncertain or have major economic or political consequences. Further, it
becomes particularly challenging during ‘risk controversies’ when interested parties have
opposing intractable positions. Approaches oriented to co-design or co-production can help to
address these problems, particularly in how to use risk communication strategies to develop risk
management solutions.

• Most existing risk communication models do not account for the impact of social media on
dissemination, audience targeting and heuristic processing by individuals.

3.3.3. Mechanisms for coordinated communication

Few sources in the scientific literature identify ‘existing models for coordinated risk communication’
involving supranational, European and national risk communication bodies, to evaluate. While many
studies recognise the separate risk communication tasks of risk assessors and risk managers,
respectively, there are few organisational design models for such arrangements. Hence, there are no
comprehensive evaluations of existing structures and procedures to explain how to coordinate these
overlapping roles and tasks. However, some sources partially cover some aspects, which could
potentially help to shape a future model for coordinated communication. Critically, the literature tends
to amalgamate ‘pure communication,’ e.g. message development and content dissemination with
engagement/ participation activities such as dialogue or consultations, whereas we concentrate here
solely on the former (see Section 3.1.1 on intersection of communication and engagement, and
Section 3.2.4 Appropriate information in risk communication).

We gathered additional insights from structures used in other organisations and summarised
existing structures at EFSA used for limited risk communication coordination with the European
Commission and EU Member States. Finally, we summarised the main conclusions and
recommendations of the report on ‘Mapping the Coordination and Cooperation Mechanisms of Risk
Communication in the EU’ (FCEC, 2021) commissioned by EFSA in response to question 6a of the TR
(see Section 1.2 Terms of reference and Section 1.3 Interpretation of the Terms of reference, point
2.iii)).

General Framework. The book ‘Food Safety Governance: Integrating Science, Precaution and
Public Involvement’ (Eds. Dreyer and Renn, 2009) proposes a pan-European ‘General Framework’ for
risk analysis of EU food safety emphasising both greater transparency on and stakeholder participation
in the framing of risk questions, the assessment and evaluation stages and implementation of risk
management actions. Chapters on ‘Legal and Institutional Aspects of the General Framework’ (Vos and
Wendler, 2009) and ‘Communication about Food Safety’ (Renn, 2009a) taken together present
elements aimed at increased engagement (more frequently referred to as ‘participation’ in the book)
and dialogue, which could feasibly be adapted to core communication tasks, e.g. strategy, message
and content development, dissemination and evaluation. The General Framework concepts and
structures follow closely the International Risk Governance Council’s ‘IRGC risk governance framework’,
a comprehensive yet flexible blueprint for risk governance tailorable to different risk contexts and
organisational settings (IRGC, 2017).
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The ‘General Framework’ advocates establishment of ‘food safety interface institutions’ to facilitate
and increase transparency of the interaction between risk assessors and risk managers, while also
enabling stakeholder involvement at various stages. The authors describe two main institutional
mechanisms: a web-based ‘Internet Forum’ to facilitate involvement and debate, and an ‘Interface
Committee’ for more structured ‘direct, face-to-face discussion between assessors, managers and
stakeholders’ (Vos and Wendler, 2009).

Internet Forum. An online environment in which the various contributors to risk analysis can,
according to their respective roles, publish, comment and collect inputs at the various stages of risk
analysis. Involvement is both ‘top-down’ whereby assessors and/or managers seek stakeholder views
or inputs on specific questions, but also ‘bottom-up’ allowing stakeholders to shape agendas for
prioritising threats (i.e. those risks to assess/manage), the choice of risk management measures and
monitoring of results. The Internet Forum would be a completely transparent and open environment
with minimal mediation but specific rules of participation. Table 10 summarises its functions within
three scenarios involving more or less oversight and control by the second body, the Interface
Committee (with lesser or greater stakeholder involvement in either ‘Advisory’ or ‘Steering’
configurations).

Interface Committee. This institution is responsible for governance and decision-making within
the General Framework. Core membership comprises permanent representatives (6–12 in total) of EU
risk managers (European Commission), risk assessors (EFSA) and stakeholders representing ‘general
interests of consumers, industry, farmers or other interests of the food chain’. The core is
complemented with a flexible membership of ‘case-specific committee members’ (6–12 in total) who
would provide expertise in different scientific areas. To cover sufficiently the broad spectrum of issues
in EU food safety (e.g. pesticides, GMOs, animal health) the authors propose the need for six to nine

Table 10: Three options for the institutional design of the food safety interface (Vos and Wendler,
2009)

Internet Forum only ‘Minimum
option’

Internet Forum and Interface
Advisory Committee (IAC)
‘Intermediate option’

Internet Forum and Interface
Steering Committee (ISC)
‘Maximum option’

Tasks:

– Gives advice on the terms of
reference and evaluation to the
Commission

– Adopts terms of reference
– Gives advice on evaluation to the
Commission

Working procedures

– Deals with a selection of cases
– IAC is convened by the
Commission for particular cases,
especially when screening has
found uncertainty and/or
ambiguity

– Deals with all cases of food
safety governance

Internet Forum:

Framing:
– Publication of terms of reference
– Exchange of views about referral and
review
Assessment:
– Exchange of views on application of
terms of reference in assessment
procedures
Evaluation:
– Exchange of views on evaluation of
food safety threats
Management:
– Exchange of views on management
options

(in addition to the tasks of the Internet Forum listed for the ‘minimum
option’):
– Discusses proposals for the appointment of stakeholder
representatives in the IAC/ISC
– Makes suggestions for cases to be discussed by the IAC/ISC
– Discusses evaluation results and the advice on terms of reference by
the IAC/ISC

Source: ‘Legal and Institutional Aspects of the General Framework’ (Vos and Wendler, 2009) in ‘Food Safety Governance:
Integrating Science, Precaution and Public Involvement’ (Eds. Dreyer and Renn, 2009), p. 91–92.
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groups of these ‘experts’. As mentioned above, the authors describe two variants of the Interface
Committee: an ‘Interface Advisory Committee,’ which would be a forum for discussion on sensitive
topics only, e.g. when there is a societal concern or the screening of mandates reveals important
‘sources of uncertainty or ambiguity’. The second more encompassing option would be the ‘Interface
Steering Committee’ which would review all food safety issues and adopt the terms of reference of
mandates. Table 11 summarises the size and composition of the Committee and indicates appointing
rules for the ‘case-specific’ members.

The General Framework institutions and the examples described above make clear the main
direction of this organisational structure: stakeholder participation in risk assessment and risk
management. Looking at core communications functions, the Internet Forum would serve as a two-
way participatory communications platform, both increasing the transparency and accessibility of
information and acting as an enabler for stakeholder involvement. This communications function of the
Internet Platform is described in Table 9 above. In this system, Renn assigns the role of communicator
to ‘the food safety agency or the Interface Committee,’ implying that the latter could fulfil at least
some operational communications functions (e.g. communications strategy, content development and
dissemination) without describing the required structures and processes. Instead, the author stresses
what decisions need to be explained in public information, i.e. judgements about the tolerability/
acceptability of risks, justification of trade-offs made during this process. Communication should take
into account the socio-political context and the risk perceptions and information needs of affected
populations while the Internet Forum can ensure stakeholders and the public are able to challenge the
outcomes openly and transparently if they wish. Greater detail on the communications required at
each step of risk analysis is reproduced in Table 6 in Section 3.2.4 above.

Bearing in mind that the General Framework was designed to meet broader organisational
objectives, the mechanisms of coordination it describes are nonetheless worthy of consideration given
the concepts were purposefully designed for the EU food safety system, albeit over a decade ago. It is
the sole model in the selected literature that provides an example of ‘appropriate mechanisms of
coordination and cooperation’ between managers and assessors, as well as with stakeholders. The
Interface Committee could possibly be adapted to coordinated communications planning and execution
as envisaged under the Transparency Regulation. The existing model’s composition and decision-
making processes and functions are limited to the EU level with national input from managers,
assessors and stakeholders to be channelled through the respective EU-level body, therefore, the basic
structure needs to be re-shaped to include direct representation of national public bodies and to
consider an appropriate form of stakeholder involvement, if any, in risk communication planning and
decision-making given the applicability of this report (see Section 1.3 Interpretation of the Terms of
Reference). The Interface Committee’s described operational tasks focus heavily on key steps in the
overall risk analysis process such as the framing of risk questions, while contiguous to risk

Table 11: Size and composition of the Interface Advisory/Steering Committee

Managers Assessors
Stakeholder
representatives

Core committee
members

2–4 persons representing
‘horizontal’ units of DG
SANCO (e.g. on science and
stakeholder relations, food
law, food chain and
labelling)

2–4 persons representing
‘horizontal’ EFSA bodies (e.g.
Scientific Committee, units
on science and risk/concern
assessment)

2–4 persons having their
background in the
representation of general
interests of consumers,
industry, farmers or other
interests of the food chain

Case-specific
committee
members

2–4 persons representing
case-specific units of DG
SANCO (e.g. on pesticides,
GMOs or animal health)

2–4 persons representing
case-specific bodies of EFSA
(e.g. members of the
scientific panels or of the
scientific services)

2–4 persons with a
background in the
representation of case-
specific stakeholder
interests

Case-specific members to be appointed by the core committee members for all major
fields of food safety governance (i.e. 6–9 different constellations of case-specific
committee members)

Plus: may invite ad hoc members for particular cases when considered necessary

Source: ‘Legal and Institutional Aspects of the General Framework’ (Vos and Wendler, 2009) in ‘Food Safety Governance:
Integrating Science, Precaution and Public Involvement’ (Eds. Dreyer and Renn, 2009), p. 97.
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communication this does not offer solutions on the questions of ‘the type and level of communications
activities and the appropriate tools and channels to be used’. Therefore, as well as the composition,
the purpose and mandate of the Interface Committee would also require redesigning with a focus on
core communications functions. Finally, given the current plethora of public information sources on
food safety, a single coordinated platform involving the participation of EU and national risk managers,
risk assessors and stakeholders along the lines of the proposed Internet Forum is an idea worthy of
further exploration. Table 12 provides an example of these possible adaptations of the General
Framework institutions to consider in support of GPRC implementation.

Other sources. Several organisation studies theories exist for understanding complex systems such
as networks of organisations. These can help to provide a framework both to analyse existing
institutional structures and mechanisms and propose new configurations based on revised or refined
objectives and guiding principles. Complex Adaptive Systems (CAS) theory focuses on ‘complexity,
patterns and interrelationships’ rather than on cause and effect, which allows a better understanding of
underlying causes and interactions within systems (Sapir, 2019). It allows the search for commonalities in
complex phenomena including ‘superorganisms’ such as the collaborative regulatory partnerships
between and among European and national partners. For a superorganism, the relationships between
the ‘collective’ and its constituent parts need defining, in particular to ensure a common understanding of
rights and responsibilities. The shift from a hierarchical to a network structure becomes evident when the
behaviour of the parts in the system becomes interdependent and the system’s behaviour overall is
‘dependent on its parts’ (Bar-Yam, 1997). ‘Sensemaking’ approaches provide insights ‘for shaping and
building systemic resilience’ through the analysis of how individuals, leaders, institutions and society
understand and respond to unpredictable situations. Weick defined seven properties of sensemaking:
identity shapes how people act and interpret events; retrospection affects how people make sense of
past experiences; enacting evolves during dialogues and narratives; social interaction and discourse as
lens through which people experience reality; the ongoing nature of reality as a continuous form of
feedback; extraction of cues from context influences the relevance of information and explanations; and
people’s inclination towards plausibility over accuracy (Weick, 1995; in Cuevas Shaw, 2021).

More specifically, Lin et al. (2020) developed a ‘conceptual framework for risk communication’ that
attempts to integrate and take into account research, communication decision-making and community
dialogue. While the study is based on case studies of post-disaster communication in five Asian
countries, it includes potentially useful concepts to consider in developing mechanisms for coordinated
communication.

The framework includes two distinct but interconnected research fields: a broader macro-area
focused on political structures, institutional design, law and power relations, and a second area
focused on ‘intangible and micro-level [. . .] social, cultural and personal factors that underpin the
trajectory of risk perception and interpretation at individual level.’ More pertinently, the paper describes
a ‘multi-level interaction’ system (see Figure 14). This characterises how official engagement and

Table 12: Example of possible adaptations of the General Framework institutions needed to support
GPRC implementation

‘Internet Forum’ ‘Interface Committee’

Composition Rotating Co-chair Communications officers of:

• Risk managers – DG SANTE and national
managers

• Risk assessors – EFSA and national assessors

Rotating Co-chair Communications
managers of:

• Risk managers – DG SANTE and national
managers

• Risk assessors – EFSA and national
assessors

Stakeholders Users Sounding board
Decision-
making

Workflows – content production and
dissemination

Communication strategy
Long-term planning

Operational
tasks

Short-term planning
Content co-creation
Dissemination

Oversight of sensitive outputs, e.g. risk
controversies

Frequency Regular interaction, e.g. weekly/fortnightly Periodic contact, e.g. quarterly/twice-
yearly
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communication mechanisms are influenced by the different legislative and institutional contexts, and
particularly by the prevailing political ideology of governments, together with social and cultural
mechanisms that influence ‘framing of the individual cognition and behaviour in the face of the risk’.

Particularly, a ‘cross country synthesis of the legislative and institutional mechanisms to influence
the scope of communication’ describes in a schematic form how successive levels – national, regional,
NGO (i.e. international), local community and individual – interface and how the distinctive
characteristics of the macro/micro mechanisms in each country influence and shape the form of
communication on post-disaster situations.

Two EFSA-funded projects looked at different organisational aspects of EU food safety, focusing,
respectively, on the risk manager–risk assessor dialogue, and best practices in risk communication
including the role of NGOs. The first ‘Communication inside Risk Assessment and Risk Management’
(COMRISK) used qualitative results to characterise the risk manager–risk assessor dialogue, with a
focus on improving efficacy through enhanced communication between the two parties. The final
report (Andersson et al., 2020) contains some suggestions and tips in line with the literature quoted
above in Sections 3.1 and 3.2, including an open and transparent ‘two-way dialogue’, building and
maintaining trust, closer cooperation on framing of risk questions, explaining the impact of
uncertainties and regular feedback. However, it does not propose specific structures or mechanisms for
these activities. SafeConsume15 is an ongoing project that conducted two extensive surveys: one on
the functions, responsibilities, resources, cooperation networks and communication practices of EU
food safety authorities; and a second on stakeholders, in particular cooperation between NGOs and
official bodies. The results were not publicly available during preparation of this report, however,
preliminary findings shared with EFSA indicate that it will help to map the types of approaches and

Source: Lin et al. (2020).

Figure 14: Integrated framework of risk communication

15 For more details see https://safeconsume.eu.
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tools/channels used by different EU, national and regional authorities and also describe the types of
existing relationships and connections between EU and national bodies, including cooperation between
the national authorities of different countries.

Existing structures. The mechanisms coordinated by EFSA for joint risk communication activities
provide a foundation on which to base a future framework. Wardman and Lofstedt (2009) described
the basic elements comprising EFSA and its national partners a decade ago. These were expanded
upon and upgraded in the years following that review, therefore, the following overview also includes
contemporary information from EFSA’s website, interviews with EFSA staff and the report on ‘Mapping
the Coordination and Cooperation Mechanisms of Risk Communication in the EU’ (FCEC, 2021), which
was developed in response to question 6a of the TR (see Section 1.2 Terms of reference and
Section 1.3 Interpretation of the Terms of reference, point 2.iii)).

EFSA and the national competent authorities (NCA) operate a network of communications
specialists and focal points under the umbrella of the EFSA Advisory Forum (AF). The AF comprises
representatives of the NCAs of the 27 EU Member States, Iceland and Norway with observer status for
the European Commission and seven candidate countries and Kosovo under the EU’s Instrument for
Pre-Accession Assistance (IPA). Some of the NCAs are risk assessment bodies, others are in risk
management and some exercise both assessment and management tasks. The AF provides oversight
and cooperates with EFSA on scientific strategy (e.g. prioritisation of risk assessments), data gathering
and standardisation and the provision of experts. The EFSA Communications Expert Network (CEN),
formerly an AF working group, boasts a membership of national communications specialists who
exchange best practices, coordinate some communications activities, e.g. on sensitive topics in
particular countries, and play a key crisis communications role during multi-country outbreaks or
emergencies. The EFSA Focal Points provide operational support to EFSA and the AF in implementing
an array of scientific cooperation and also communications activities, e.g. dissemination of EFSA
materials, their translation into local languages. Further, the communications services of EFSA and the
European Commission’s Directorate-General for Health and Food Safety (SANTE) hold regular
encounters to inform and if necessary, coordinate their respective communications. The two bodies
exchange forward planners and discuss strategy at twice-yearly horizon scanning meetings and share
key messages, audience insights and communications outputs during weekly operational updates. Last
but not least, EFSA created together with international (FAO, IARC, OIE, WHO), EU Member States
(Croatia, France, Germany, Portugal) and partners in third non-EU partner countries (Australia,
Canada, Chile, China, Japan, New Zealand, UK, USA) an International Risk Communication Liaison
Group (IRCLG). The IRCLG has fewer formal mechanisms of cooperation, yet still meets twice yearly to
share best practices and coordinate regional or global activities, e.g. in support of World Food Safety
Day which takes place every 7 June.

These organisational structures and mechanisms of cooperation are detailed in the report on
‘Mapping the Coordination and Cooperation Mechanisms of Risk Communication in the EU’ (FCEC,
2021). The project had three tasks to detail food and feed safety risk communication bodies, both risk
assessment and risk management, specifically: list national and regional bodies; map domestic
mechanisms in the Member States; map mechanisms at EU level (EFSA, European Commission, other
relevant EU Agencies) and with relevant international bodies (FAO, WHO). The report is a
comprehensive overview of organisations and their interrelationships at different levels (regional/state,
national, European). It also provides conclusions and recommendations to add to the evidence base,
as follows:

• For those interviewed, the lines between communication in general and non-crisis risk
communication are blurred.

• The structure across the EU27/EEA region includes considerable diversity and complexity of
administrative structures at national level and a multitude of competent authorities.

• The most widely used source of risk communication material on feed and food safety by
national organisations is EFSA, followed by WHO, FAO and ECDC, and where relevant JRC,
ECHA and EMA, plus OIE (for animal health) and EPPO and IPPC (for plant health).

• Existing networks, foremost of which those managed by EFSA (FP network, CEN and AF) and
primarily comprising risk assessment bodies, ensure the sharing of communications, but other
EU and international networks are also relevant.

• There are no parallel risk management networks at EU level liaising with national authorities on
food and feed safety risk communication, however, coordination at EU level results in strong
coherence among Member States in international meetings.
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The authors also identify a series of problems and challenges to the coordination of risk
communication, currently and in the future, at the EU level:

• The complexity of scientific assessments vs. the need to communicate with clarity, especially to
non-expert audiences.

• The need to address issues of public perception, including how different organisations are
involved in risk assessment and risk management, the understanding of risk vs. hazard and
wide differences among individual citizens in perception and trust to the information provided
by the various institutions involved.

• An inherent challenge for each authority is communicating risks within a specific mandate (as
defined by government and/or legislation) while current coordination among organisations at
national level is generally considered insufficient. This can result in issues of timing and differing
(albeit justifiable) viewpoints, which confuse the message, particularly for non-expert audiences.

• Lack of public interest in positive messages (i.e. negativity bias, see Section 3.1.4 Public
awareness and understanding) may hinder communications aimed at reinforcing public trust in
authorities and the EU risk analysis process.

• The growing impact of NGOs on communication to the broader public, and of social media in
delivering messages to non-expert audiences.

• Challenges in tracking the uptake of messages by target audiences and their impact, e.g. in
improving awareness/understanding of risks, improving confidence in the food safety system.

Since the main gaps and bottlenecks in risk communication were identified at national level, the
authors propose several recommendations to help meet these challenges:

• Increased national budgets for communication, to improve the capacity of resources to
undertake this task, in particular to increase human resources; set up dedicated communication
departments; provide training on risk communication skills including specialisation in science
communication; and investment in additional tools and channels for communication and
engagement.

• To improve cooperation and coordination between authorities clearly define the remit, mandate
and tasks of all national, regional and local organisations involved (building on the mapping in the
report), develop a protocol specifying roles of organisations, the ‘chain of command’ and sharing
of responsibilities, e.g. target audience definition, content development; establish regular
meetings and contact among these organisations and systematic content dissemination;
concentrate on enhancing existing networks (already in place, avoid increased confusion).

The authors concluded also that coordination of risk communication at EU level needs to follow a
partnership approach that can facilitate the improvements at national level, as follows:

• Each Member State should develop a comprehensive national risk communication strategy on
feed/food safety to serve as a blueprint for implementing risk communication at national level;
to ensure coordination, each Member State could appoint a communication coordinator to work
with EFSA towards the development of the national strategy.

• EFSA’s support consists of use of existing networks for coordination and development of
materials on risk communication capacity building.

• Developing clusters of common communication activities amongst Member States at regional
level on themes of common interest, e.g. Belgium, France, Germany, Luxembourg and
Netherlands communication on animal health issues affecting livestock sectors.

• Further collaboration between EFSA and other EU Agencies on feed/food safety topics of joint
interest have the potential to create synergies, by allowing collective communication while
maximising outreach, i.e. communicating towards broader audiences.

Conclusions

• Complex Adaptive Systems theory allows a better understanding of underlying causes and
interactions within systems, facilitating the search for commonalities in complex phenomena
such as ‘superorganisms’ like the EU food safety system, and require clear definition of the
relationships between the ‘collective’ and its constituent parts to ensure a common
understanding of rights and responsibilities.
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• Multi-level interaction for engagement and communication is shaped both by different legislative
and institutional contexts, and social and cultural mechanisms that influence individual cognition
and behaviour with regard to risks.

• Existing networks managed by EFSA and primarily comprising risk assessment bodies aid
communication, with other EU and international networks also relevant. There are no parallel
risk management networks at EU level liaising with national authorities on risk communication,
however, there is strong coherence among Member States in international fora.

• A protocol specifying roles of organisations, the ‘chain of command’ and sharing of
responsibilities would improve cooperation and coordination between authorities with clearly
defined remits, mandates and tasks of all national, regional and local organisations involved.
Any such mechanism must follow a partnership approach and take account of the considerable
diversity and complexity of administrative structures, responsibilities and resources at national
level and a multitude of competent authorities.

• The mechanisms of coordination described in the General Framework (Eds. Dreyer and Renn,
2009) are worthy of consideration since they were designed specifically for the EU food safety
system.

• The Interface Committee model could suit EU-wide coordinated communications planning and
execution if the basic structure is re-shaped to include representation of national risk assessors
and managers.

• The purpose and mandate of such a committee would also require redesigning beyond the
‘participatory-oriented’ model proposed to capture additional core components of public
information functions, e.g. communication strategy, audience segmentation, message and
content development, dissemination and evaluation.

3.4. Contributions to communication strategies

Below we provide information for use in developing communication strategies on key issues
highlighted in the terms of reference: ‘foster public understanding of the risk analysis, including of the
respective tasks and responsibilities of risk assessors and risk managers to enhance confidence in its
outcome,’ ‘take into account risk perceptions of all interested parties,’ ‘the ambiguity in the public
perception of the difference between hazard and risk’ and ‘contribute to the fight against the
dissemination of false information and the sources thereof’.

3.4.1. Foster public understanding of risk analysis

The concept of understanding plays a role in fostering public16 comprehension of the risk analysis
process, particularly concerning the element of the mandate which focuses on public willingness to
understand both the nature of science and the value of evidence-based regulatory science. The basic
concept underlying understanding is described in Section 3.1.4, and it categorises understanding in
two ways: subjective or objective.

An issue that hinders public understanding of the risk analysis process is lay knowledge and
understanding of the roles and remits of risk assessors and risk managers. While some articles within
the literature review discuss how the practices of the assessors and managers could be improved,
there is overall little evidence to support the thesis that there is a high degree of public knowledge and
understanding regarding the roles and remits of either risk body.

According to the Special Eurobarometer on Food safety in the EU (2019), citizens have limited
awareness of how the EU food safety system works. Just 43% say that ‘there are regulations in place
to make sure that the food you eat is safe’. And less than one in five (19%) know that ‘the EU has a
separate institution that provides scientific advice on the safety of food’. Additionally, less than three in
ten (28%) EU citizens know that ‘to decide how risky something could be for you to eat, the EU relies
on scientists to give expert advice’. This data indicates that on a citizen level, there is limited
knowledge of the existence of the food safety system, and the role assessors and managers play in it.

Roles and Remits. With limited knowledge of the roles of the assessors and managers, it stands
to reason that there is limited knowledge and understanding of the risk analysis process as a whole.
This likely acts as a hindrance to enhancing confidence in risk analysis outcomes, and so could be
rectified through strategies such as providing education about and improving transparency in the risk

16 In the context of this report, we interpreted ‘public’ to mean ‘‘those most affected by a particular risk, or most interested/
concerned about food safety issues’.
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analysis process, whilst recognising that this approach would only reach those sufficiently engaged to
invest time in such education. Another possible strategy to overcome this lack of knowledge is to
expand on the terminology used when discussing the roles and remits of these risk bodies. Using
terms based on non-technical language (e.g. ‘scientific advisers’ instead of risk assessor, ‘decision-
makers’ or ‘public administrators’ as an alternative for risk manager), citizens may better infer from
context the role of these actors.

In the European Union, the roles laid out for performing risk analysis are clearly assigned to specific
bodies, so at least superficially it is simple to describe. The risk assessor is EFSA, the risk manager is
the European Commission and both institutes have responsibility for risk communication. Additionally,
national authorities within member states play a role in risk assessment and risk management at
national level. The level of assessment and management responsibilities undertaken at national level
varies between states.

Regarding the role and remits of the risk bodies, Visschers and Siegrist (2008) assert that ‘risk
managers should investigate people’s instantaneous reaction to a risk, e.g. by means of an indirect
test, in addition to people’s deliberate response’. This will provide insights into the public’s perception
of risk, but in itself also highlights an issue that is found among the risk bodies: at times there is public
confusion or misunderstanding around how the risk analysis process is organised, and what bodies are
concerned with which tasks. This recommendation borders closely on ‘assessment’, with the suggestion
that managers ‘investigate’ the public’s reaction to risk, supporting the recommendation that by
broadening risk assessments beyond scientific assessments for human and animal health to include
other areas, such as social, environmental and economic impacts, public confidence in the risk analysis
process would be enhanced. This recommendation is explored more robustly in the strategies to
enhance confidence section below.

This recommendation highlights the perceived overlap between the three strands of risk analysis;
risk managers investigating the human response to risks is likely something that should be done in the
assessment process.

As indicated in the Eurobarometer (2019) above, there is some evidence that public knowledge of the
risk analysis process – specifically the remits of particular risk bodies – is not as high as it could be; this is
supported by the varied recommendations of improvements that should be applied to the assessment,
management and communication functions. For example, Papadopoulos et al. (2012) asserts that ‘the
public is not comfortable leaving the safety of their food supply wholly in the hands of the food producers
and would like a strong government presence, although they acknowledge that producers do play a
significant role in food safety’. This indicates a lack of knowledge about the analysis process, and perhaps
also a misunderstanding of the difference between food safety and food security.

Nature of Science. Fostering understanding in the risk analysis process can also be made difficult
by the very nature of science. For lay people, scientific information can appear inconsistent, confusing
or difficult to understand. This is generally caused by the changes of opinion that emerge when new
information is brought to the attention of experts. Van Kleef et al. (2006) describes the impact of
information overload on consumers, when they perceive inconsistency in science as a result of expert
disagreements or changes in opinion. Conversely, there is also anecdotal evidence from EFSA which
finds that the opposite can also be true; should scientists fail to adjust their opinions based on new
evidence, there is a risk that the public may perceive the scientific opinion to be uninformed or out of
date. Recency bias may play a role in how the lay public understand and value science. Additionally, a
time lag may exist between new scientific evidence and its incorporation into relevant regulations,
which again may inspire distrust among the public, with the time delay between new evidence and
updated opinions or regulations appearing to the public as inconsistent.

Despite this, it is important to note that scientists are often regarded as a trustworthy source of
information. According to the Special Eurobarometer on Food safety in the EU (2019), scientists are
the most trusted sources of information on food risks, with 82% of respondents trusting scientists.
This indicates that the value of evidence-based science is not overlooked by the public, but that the
nature of science (e.g. the presence of uncertainty) can result in public confusion or discontent.

Verbeke et al. (2007) details a point of difficulty for the public in terms of understanding the
complexities of the nature of science. The measurement of uncertainty contains terminology which
may be misleading to lay people. There are aspects of the analytical measurement of uncertainty, such
as the accuracy, trueness and precision of an analysis, that have different meaning in analytical
(expert) terms vs. in lay language. For example, the measurement term ‘precision’ means the
reproducibility of an analysis, while in conventional language ‘precision’ is synonymous with accuracy
or correctness. Many citizens also have trouble with the term ‘measurement uncertainty’ because they
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understand measurement to always be certain (Verbeke et al., 2007). These differences in terminology
and understanding are a factor of the pubic-science relationship that should be addressed in strategies
aimed at fostering knowledge as they inform the public’s value in evidence-based science and their
understanding of the nature of science. EFSA overcomes these issues by following such approaches
through its guidance documents, which, among other recommendations, calls for quantifying
uncertainty (EFSA Scientific Committee, 2018b) to reduce ambiguity and for communicating the
uncertainty to explain the relative likelihood of the possible outcomes in assessment conclusions
(EFSA, 2019b).

Engdahl and Lidskog (2014) provide further insights into the nature of the relationship between the
public and science by acknowledging that there is a degree of public distrust in regulation related
science. This distrust is thought to emerge for a variety of reasons: prior regulatory failures (L€ofstedt,
2005; Power, 2007, cited in Engdahl and Lidskog, 2014, p. 703), the increased ability of members of
the public to evaluate some scientific evidence independently (Nowotny et al., 2001, cited in Engdahl
and Lidskog, 2014, p. 703), the perceived inability of science to solve real-life problems (Lidskog,
1996; De Marchi and Ravetz, 1999, cited in Engdahl and Lidskog, 2014, p. 703), science’s exclusion of
local knowledge and citizen competence (Irwin and Michael, 2003; Fischer, 2005, cited in Engdahl and
Lidskog, 2014, p. 703), and the technical framing of public issues (Wynne, 2001; Jasanoff, 2003;
Gustafsson and Lidskog, 2012, cited in Engdahl and Lidskog, 2014, p. 703).

Lay-expert gap. The disparity between lay and expert opinions about risks is attributed to the
existence of a so-called perception filter causing bias between reality (scientific evidence) and
consumer perception of this reality (Verbeke et al., 2007).

In examining distrust in science, Engdahl and Lidskog (2014) highlight the disparity between public
and expert understanding, and the false narrative of ignorance that at times permeates the citizen-
science relationship. Van Kleef et al. (2006) agree that there exists a gap between the public and the
experts in regard to risk perception. Engdahl and Lidskog (2014), however, note that the style of
interaction between scientists and the public lends itself to creating a false narrative in which the
public are deemed to be ignorant or disinterested – ‘experts often exert hegemonic control over the
meaning of an issue, resulting in the experts’ mistaken belief that the public’s viewpoints are framed
by ignorance’.

The power dynamic between scientists and citizens is indeed unequal. Risk issues are presented to
the public as ‘pre-defined packages’, where terms and meanings are pre-set and presented to the
public as fully formed concepts that are not open for debate. This limits the citizens’ ability to actively
engage with and discuss the meaning of the risks involved, and reduces their role to either accepting
or rejecting the issues presented. The citizens’ reaction to the limitations are at times misconstrued
and scientists can construct a perception that the public is ‘defensive, uninformed, risk averse and
unreflexive’ which can lead to conflicts arising between scientists and citizens (Engdahl and Lidskog,
2014). This is an important factor to consider when contemplating the public’s willingness to
understand the nature of science and value of evidence based regulatory science. This erroneous
perception prevents the scientists from understanding the citizen’s perspectives and a false narrative of
ignorance or disinterest is created. In reality, the problem is not that the public misunderstands
science, but rather that scientists incorrectly understand the public’s views (Engdahl and Lidskog,
2014).

Expert contributions, usually expressed quantitatively, are not easily accepted as objective facts,
rather, they are carefully scrutinised, starting from the criteria which were considered in the framing of
the problem (health, economy, ecology, ethics, etc.) and the weights which were assigned to them (De
Marchi, 2015). In other words, scientists aim to evaluate issues objectively while the public relate
issues back to their social impact and the extent to which it threatens or supports their social
identities. In clearer terms, scientists endeavour to evaluate risks objectively while the public often
evaluate them subjectively (Verbeke et al., 2007). Lay persons weigh risks and benefits differently than
experts, and so may have other implicit definitions of risks and thus arrive at conclusions through
another mechanism of risk estimation as compared to experts (Verbeke et al., 2007). As Wynne (2008,
cited in Engdahl and Lidskog, 2014) explains, the public are not responding to science as scientists
understand it, but instead they are working with their own (collective) meanings.

As a result of the difference in evaluation and understanding, the public concerns that emerge are
legitimate and should not be seen as being caused by a limited public understanding of an issue.
Simply put, it is erroneous to claim that the public lacks the capacity, interest or inclination to
understand the perspective provided by scientists and regulators. Instead, the problem is that
scientists and regulators do not always leave space for other perspectives than their own. This results
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in an institutional-scientific denial of the legitimacy of the public evaluation of an issue (Wynne, 1992;
Wickson and Wynne, 2012, cited in Engdahl and Lidskog, 2014, p. 707).

Additionally, communication is also key to fostering understanding of risk analysis; as described
extensively in Section 3.2, and concisely summarised in Section 3.4.2, appropriate communication is
required for the successful transference of information and for the facilitation of understanding. It is
therefore an important factor that should not be overlooked when planning strategies intended to
promote understanding.

To foster understanding throughout the risk analysis process, and to foster a greater willingness to
understand the nature of science and value of evidence based regulatory science, this gap between
scientists and the public must be bridged. To close this lay-expert gap, early stakeholder engagement
should be utilised. Demonstrating the inclusion of the public’s concerns and their values from the
beginning of the scientific process can establish a degree of goodwill which may extend to fostering
understanding in the analysis process as well as fostering a greater willingness to comprehend the
nature of science and the value of evidence based regulatory science.

Conclusions

• There is limited knowledge among the public of the role and remit of risk assessors and
managers.

• Scientists endeavour to evaluate risks objectively while the public often evaluate them
subjectively, leading to a disparity between opinions of lay people and experts.

• To reduce the lay-expert gap, early stakeholder engagement in the process should be utilised.
• Scientific information can appear inconsistent to the public when experts update or change their

opinion based on newly emerged information. The reverse may also hold.

3.4.2. Enhance confidence in risk analysis outcomes

In this subsection of the report, we focus on factors that can enhance confidence in the outcomes
of the risk analysis process. These factors include:

• Transparency
• Honesty and openness
• Stakeholder engagement
• Accountability
• Expanding assessments
• Independence of risk analysis
• Appropriate communication

Transparency. A common theme among papers within the literature review is the
recommendation to increase openness and transparency – this includes increasing accountability and
increasing the transparency of risk governing processes (Devaney, 2016). Overall, there is a consensus
that as (perceived) transparency, openness, honesty and accountability increase, then an improvement
in confidence could follow.

There are many actions that could be taken to increase transparency more generally. This involves
simple changes like including and communicating the clear procedures behind public decision making,
opening up channels for communication between risk bodies and the public, and providing wider
access to the information used to inform decisions. This information, like raw data, must be more
widely available (Schreider et al., 2010) for those interested in accessing it and providing context and
summaries of the data would increase accessibility (in a broad sense) to a wider audience. Making
data difficult to access, especially data concerning uncertainty, can reduce public trust as it makes risk
bodies appear unforthcoming or secretive (Frewer, 2004; Van Kleef et al., 2007). Van Kleef et al.
(2007) found that one driver of distrust is the concern behind the motives of particular information
sources in providing the public with information. Transparency could alleviate this type of concern and
thus minimise the establishment of distrust.

Overall, the decision-making process in risk management must be better documented, and
establishing a guidance framework for both the management process and its communication to the public
would be beneficial (Schreider et al., 2010). This is in line with the principles of risk management laid out
by the FAO/WHO (1997) indicating that risk management decisions should be transparent to ensure that
the rationale is clear to all interested parties. Communication objectives for risk managers are multiple; as
an example, for businesses they need to relay the message of complying with safety measures, while for
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consumers they need to provide sufficient information about the risk, the evaluation process and
uncertainties to make decisions for themselves and society (Renn, 2015).

In terms of increasing transparency through risk communication, these elements all must be
effectively demonstrated: what information was (and was not) taken into consideration during the risk
assessment or management process, what underlying scientific data was used during the assessment
or management process, and details of the methodology used to arrive at a particular decision.

Despite the benefits of increasing transparency, however, it is important to note that there are
possible trade-offs for risk communicators who demonstrate total transparency and participate in full
disclosure of risk related information with the public (see also Section 3.2.2). In situations where the
actual risk is very low, but public concern is high, the trade-off for the risk communicator might be
between the goal of avoiding overreaction to a small risk (see Slovic et al., 2016 for examples) and the
need to build public trust by providing information about it (Hooker et al., 2017). Also, according to
L€ofstedt (2006), communicating uncertainty transparently encourages trust and enables informed
choice, but communicating uncertainty unnecessarily can result in public distrust, confusion and the
amplification of risk perception. Therefore, a balance must be struck between demonstrating
transparency and not overloading the public with unnecessary details that may promote confusion or
fear.

Communicative transparency is one of two types of transparency Auger (2014) describes – it
highlights the importance of public participation in the risk analysis process, displaying accountability
and provision of substantive information. These factors are discussed below, independently of
transparency.

Honesty and openness. To enhance confidence in the risk analysis process, it is important to
understand the factors that influence confidence – such as trust, as discussed in Section 3.1.2. To
increase confidence (by building or rebuilding trust), honesty and openness are terms that have
emerged as determining factors.

Irrespective of the variance in definitions, openness and honesty are integral to trust, ‘trust and
credibility are based on three determinants: knowledge and expertise, openness and honesty and
concern and care’ (Frewer and Miles, 2003). Charlebois and Summan’s (2015) core risk communication
strategy supports the inclusion of openness (and transparency, independence and timeliness) as key
factors that inform the strategy. These findings, as cited by Tonkin et al. (2019), indicate that
strategies designed to enhance confidence in the risk analysis process should incorporate these
factors. These strategies may include taking action to communicate openly about the purpose, intent
and limits of public engagement approaches, e.g. communicating how the engagement process
impacts the decision-making process.

Stakeholder engagement. An important emerging factor in designing frameworks to enhance
confidence in the risk analysis process is the involvement of the public (non-expert lay people) in the risk
analysis process (see also Section 3.2.4). The risk analysis process is overseen and enacted by experts,
with the resulting decisions being communicated to the public after the process is complete. Adapting
stakeholder engagement by incorporating the public into the risk analysis process earlier, and within each
of the three branches of the analysis process, would have many benefits. For example, involving
stakeholders in identifying risk analysis issues and framing risk assessment questions could help foster
public understanding of the process and enhance confidence in its outcomes. Engagement of citizens into
the whole policy cycle is beyond the scope of this document, but may be exemplified by activities such as
the Second Citizen Engagement Festival organised by the European Commission in 2019.

According to Arvai (2003), public participation in risk-related decision making can lead to a higher
acceptance of risk policies. Arvai (2003) also argues that including the public in the risk analysis process will
lead to ‘democratising the process of decision making and improving the quality of resulting decisions’.

Arvai’s (2003) experimental study supports the findings outlined in relation to public participation in
the risk analysis process. The experiment tested the hypothesis that risk communication outputs that
cast risk policy decisions as the product of public participation in the decision-making process would
result in a higher degree of support for the decision-making process and its resulting decisions among
non-participants. The experiment results indicate that, after receiving information during risk
communication that implied the risk policies about space exploration were informed by the public,
experiment participants felt more supportive of the resulting decisions than the control participants.
Therefore, the results and findings that emerged from this experiment support the hypothesis being
tested (Arvai, 2003). Thus, this experimental paper acts as a concrete example of quantitative data
that supports the provision of public participation in decision-making processes, including at the
assessment, management and communication stages.
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Ultimately, it is important to keep in mind that it is not just the decision arrived at that is important
to those the decision effects, but also the manner at which the decision was arrived at. Similarly to
how procedural justice literature is concerned with the fairness of the procedure rather than the
correctness of the outcome, Arvai (2003) highlights that it is not just the results of public participation
in the process that is important to the public, but rather the process employed in reaching these
decisions may be equally, if not more, important.

An additional benefit of involving the public in the risk analysis process is the effect it can have on
public trust in the process. According to Papadopoulos et al. (2012) ‘to regain the public’s trust [. . .]
policy solutions should include transparency and public participation in the process’; this, combined
with Arnot’s (2016) claim that ‘building trust requires an increase in early stakeholder engagement’,
indicates that public inclusion in the risk analysis process could positively impact trust – and thus
confidence – in that same process and its outcomes.

Petts (2008) notes that public engagement alone may not be sufficient to encourage public trust in
policy makers (such as risk managers); however, there are three general components of any
engagement activity which could lead to greater trust: ‘who is engaged and which interests are
represented; an open and collaborative framing of the discussion, and a direct and clear relationship
between engagement and the risk decision’’ (Petts, 2008, cited in Hobbs and Goddard, 2015, p. 72).

This provides insight into how to design strategies: to enhance confidence in risk analysis
outcomes, the public (consisting of a balanced representation of all actors) must be not only engaged
in the process but feel represented. The discussion between the public and managers or assessors
should be collaborative in nature, rather than one sided. That is, a ‘pre-packaged definition’ of an issue
should not be provided to the public as it is detrimental to the public’s ability to actively engage with
the issue and discuss the real meaning of the risk (Engdahl and Lidskog, 2014).

Engdahl and Lidskog (2014) summarise this section concisely when they state that trust (which is
integral to confidence, as previously discussed) is created when ‘citizens are emotionally involved, take
part, have a say and in some sense are able to recognise themselves in the recipient of their trust.’
Trust cannot be established by ‘passively being fed knowledge, or by standing alone outside of social
life’ (Engdahl and Lidskog, 2014). Therefore, it is essential that stakeholders, specifically the public, be
incorporated into the risk analysis process.

Despite the consensus in the literature regarding the necessity of stakeholder engagement in the
process, there are some challenges to incorporating and enacting an effective engagement process.
According to Dendler and B€ol (2020) there are, at times, significant resources (time, human and
financial) required to participate in engagement processes, especially in highly specialised ones, and
the ability to mobilise such resource requirements may be unequally distributed among stakeholder
groups. Another challenge that emerges is the struggle between including external participation in a
process while also maintaining independence. Further, conflicts between parties may arise and need to
be accounted for in the co-production process. These conflicts can emerge as a result of the inclusion
of the varying views, interests and expectations of interested parties, (the co-production process is
discussed in more detail in Section 3.2.4.) (Scolobig and Gallagher, 2021). These challenges are
realistic and legitimate and should therefore be accounted for when designing strategies to enhance
confidence in risk analysis outcomes.

Accountability. The term accountability is frequently associated with transparency and described
as a determinant of communicative transparency (Auger, 2014). Auger (2014) claims that Menon and
Goh alluded to accountability when they defined transparency as ‘providing the evidence behind
decisions and actions’ (Menon and Goh, 2005, as cited by Auger, 2014). No matter the origin of the
term in this field of research, accountability has emerged as a factor to consider when designing
strategies to enhance confidence in the outcomes of the risk analysis process. Why is this?

Accountability was defined by Rawlins (2009) as a trait that is measurable; to become accountable
and to be perceived as accountable, strategies could incorporate the following components as
described by Rawlin’s measurement and determinants of Communicative Transparency (Rawlins, 2009,
cited in Auger, 2014):

Accountability:

• Presents more than one side of controversial issues
• Is forthcoming with information that might be damaging to the organisation
• Is open to criticism
• Freely admits when it has made mistakes
• Provides information that can be compared to industry standards

Risk communication

www.efsa.europa.eu/efsajournal 79 EFSA Journal 2021;19(4):6574



Overall, Wilson et al.’s proposed model for (re)building consumer trust in the food system, supports
the need for accountability structures when dealing with issues of trust (Abelson, 2009, cited in Wilson
et al., 2017, p. 997). This is supported by Devaney (2016) who encourages the increase of
accountability and transparency in risk governing processes and Finucane and Holup (2005) who argue
that expertise, as often used within the risk analysis process (e.g. scientists) does not lead to trust
without the addition of characteristics such as accountability. Finucane and Holup (2005) also maintain
that information sources with a moderate degree of accountability tend to be more trusted that those
with total freedom or little oversight, reinforcing the value of including accountability in any proposed
strategies to boost confidence in the risk analysis process.

Ultimately it appears that the system as a whole must be perceived to be accountable, especially to the
public – a self-regulated industry is not trusted by the public, and so improving the system’s accountability
could enhance confidence in the analysis process as a whole: ‘A self-regulated industry does not enjoy the
trust of the public, as the public’s general perception is that industry will not be forthcoming with important
information that may impact its short- or long-term viability’ (Papadopoulos et al., 2012).

Expanding the types of assessments included in risk analysis. An important strategy for
increasing confidence in risk analysis outcomes involves expanding the assessments included within
the process to better represent the public’s concerns. Engdahl and Lidskog’s research (2014) indicates
that science in general often fails to adequately consider public concerns. As such, a broader, more
well-rounded approach to understanding and assessing risk must be established. As risk is ‘socially
embedded’, it is necessary that risk is no longer discussed or presented in the abstract, but instead
must be assessed, managed and communicated in the social context (Engdahl and Lidskog, 2014). As
the public often understands and evaluates issues based on their social meaning, integrating a wider
range of scientific assessments into the risk analysis process would improve the quality and durability
of management decisions (Van Kleef et al., 2006; Knudsen, 2010).

Risk analysis – in particular, risk assessment and risk management – should evaluate the risks and
benefits not just to human health but should also involve the environmental impacts, economical
assessments and social and ethical assessments (Knudsen, 2010). Public trust in risk analysis, and in
science more generally, is dependent on the extent to which their concerns and their understanding of
the issue is addressed. By expanding the types of assessments included in the risk analysis process,
the public will be better represented in the process and so more likely to have confidence that the
outcomes arrived at were well informed and include appropriate consideration for social and individual
concerns.

The need for the inclusion of a variety of assessment types emerges at least partly due to the large
lay-expert risk perception discrepancy – public perceptions of food risks differ from experts (Van Kleef
et al., 2006. See also Section 3.2.1). Ideally, risk communication would help bridge this gap (Engdahl
and Lidskog, 2014); however, one criticism of risk analysis is that the gulf between the scientific
understanding of risk and the public understanding of risk is too large to be acceptable (Funtowicz and
Ravetz, 1993; Amendola, 2001; Lidskog, 2008; Renn, 2008, cited in Engdahl and Lidskog, 2014). Risk
communication cannot wholly bridge/fill this gap, so expanding the assessments included within the
process to better represent the public’s concerns is a viable solution to this problem.

Ultimately, research indicates that failure to integrate societal concerns and values into the risk
analysis process is one of the causative factors associated with the decline in public confidence in risk
assessment and risk management (Frewer et al., 2005, p. 23). Therefore, the broadening of the
assessments completed is a worthy strategy for enhancing confidence in the analysis process.

Independence of risk analysis. Van Kleef et al. (2007) found that one driver of distrust in
general is the concern behind the motives of particular information sources in providing the public with
information. Frewer (2003) refers to this as ‘source credibility’, and it relates to the public’s perceptions
of the motivations of institutions or individuals in providing information to the public. It is therefore
imperative that the bodies related to risk analysis (such as risk assessors or risk managers) be
independent from undue influence (such as other public institutions, civil society or private industry)
and remain unbiased. This independence must be clear, perceived and unquestionable in order to
diminish the risk of distrust emerging and to maintain credibility among the recipients of the risk
analysis process. Increased transparency could alleviate this type of concern by clearly highlighting the
separation from undue influence, and thus, this could minimise the establishment of distrust.

Frewer (2003) stresses that there appears to be a link between institutions or individuals that
express concern about public welfare and have a good track record of providing information with
higher levels of trust in the information source. It would benefit the branches of the risk analysis
process to utilise this finding and to incorporate not just independence into future strategies, but also
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endeavour to highlight the motivation behind the risk analysis process – to ensure food safety for the
benefit of the public. At the heart of the process is the desire to protect public health by mitigating
food risk (Van Kleef et al., 2006), and this should be clearly communicated. It is not in the nature of
risk analysis to be self-serving, and so it is important that no negative perceptions (specifically for risk
communicators) arise as a result of distrust in motives.

Frewer (2003) claims that reducing distrust may be linked to the halting of activities where it is
perceived that a vested interest is being promoted by the risk communication activity, or that the
communicator is only providing accurate information to protect themselves. As previously discussed in
the transparency section above, actions like these can result in risk bodies appearing unforthcoming or
secretive, which would negatively impact trust and confidence levels (Frewer, 2004; Van Kleef et al.,
2007).

Appropriate communication. To enhance confidence in the risk analysis process, communication
is key. While risk communication is an integral component of risk analysis, communication in general
spans all three branches of the process. Numerous recommendations regarding communication have
emerged from the literature.

There must be an emphasis on communicating in clear, unambiguous and understandable ways.
Health literacy research (e.g. Sørensen et al., 2012) shows that people have difficulty relating to
information that is too complex or uses too much jargon. Easy-to-understand language, visual
supports and the use of aids, such as allegories, facilitate understanding and promotes the desired
behaviour, especially when limited knowledge of the subject is present. Communication messages
should contain three key components:

1) the risk warning;
2) the risk prevention method or behaviour (with a clear rationale);
3) suggestions on how to integrate the new behaviour into existing habits.

Messages containing these components have proved to be more effective and better received by
the public, as they appeal to social norms (e.g. ‘we are all in this together’).

Additionally, Visschers and Siegrist (2008) recommend that risk managers should take care to
‘communicate the values that are compatible between themselves and the public, since value similarity
determines social trust’. Demonstrating value similarity can help build trust and confidence between the
public and risk bodies. It is recommended that risk managers highlight the values and concerns of their
target audience and respond to these. Additionally, they should demonstrate empathy to the public and
be open and honest about their own values (Visschers and Siegrist, 2008). This trust can be useful for
enhancing confidence in risk analysis outcomes, and so risk bodies should ensure their communications
convey their values, especially values that are consistent with the values the public hold.

Furthermore, risk communicators should aim to ensure the ‘credibility’ of risk messages in order to
guarantee public acceptance. This can be achieved by adopting a multidisciplinary approach in which
various expert groups like academia and consumer organisations, combined with non-expert groups
collaborate (Cho et al., 2017).

Frewer and Miles (2003) claim that the lay public’s reaction to risk communication can be
influenced by trust in the source of the information. Regular communication with the public during the
analysis process could demystify the whole risk process while simultaneously establishing a trustful
relationship between the public and the risk bodies. Frewer et al. (1996) find that the reasons for trust
and distrust in information (communications) are often closely linked to specific information sources.
To overcome this issue, Tonkin et al. (2019) generally recommend that information should be provided
by trusted independent bodies, providing examples like chief medical officers or hospitals. Independent
actors are perceived to offer unbiased opinions regarding food safety matters (Van Kleef et al., 2007),
and so they are trustworthy channels of information. According to Fiske and Dupree (2014), the
credibility of a communicator is predicated not just on their expertise or status in a given field, but also
on their trustworthiness or ‘warmth’. The warmth/trustworthiness judgement assesses the
communicator’s perceived intent for conveying the message. To enhance confidence in risk analysis
outcomes, it is necessary for the credibility of the communicator that the communicator’s
trustworthiness, in addition to their competence and expertise, is conveyed.

In terms of addressing declining levels of trust and wishing to rebuild it, especially if this is a long-
term issue, the literature suggests that a simple one-size-fits-all solution does not exist (Tuler and
Kasperson, 2014). Empirical research recommends using varying approaches, depending on the nature
of the situation. That is, advice differs depending on whether the decline is based on a crisis/acute
event e.g. product recall or disease outbreak, or if the change in trust is caused by some other reason
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(Rickard et al., 2013). The advice, therefore, is to regularly test baseline trust levels (L€ofstedt and
Bouder, 2017; Balog-Way et al., 2019). To overcome long-term decline of trust in risk analysis, and in
other fields, structural and procedural approaches should be implemented. These approaches could
include: 1) developing long-term relationships with trusted sources of information, like journalists, local
leaders and other influential people, groups or organisations who engage in risk communication (these
sources of information are sometimes referred to as ‘messengers’ in the literature); 2) designing
clearly structured risk communication mechanisms to coordinate activities, messages and interactions
with the public; 3) building both baseline and surge capacities through actions such as hiring trained
‘messengers’, and involving them at the strategic level of decision making and 4) engaging audiences
in meaningful multiway dialog (see also Section 3.2.5 Communication tools and channels) (L€ofstedt,
2013; Rickard et al., 2013; Tuler and Kasperson, 2014; Bouder et al., 2015; National Academy of
Sciences, 2016; L€ofstedt, 2019; Balog-Way and McComas, 2020).

Further to this, Van Kleef et al. (2007) recommends communicating regularly rather than on an ad
hoc basis with a short-term goal. Communication about risk management procedures should be firmly
entrenched in the risk analysis process (Van Kleef et al., 2007), and regular communication with
messages designed to enhance confidence or foster knowledge could facilitate this.

According to De Jonge et al. (2010), confidence is based on familiarity and often arises from the
accumulation of positive experiences. It could be argued therefore that regular, if not continuous,
communication with the public during the risk analysis process could provide a consistency that will
establish and maintain trust and confidence (Knudsen, 2010); the benefit of this is two-fold: first, it is
easier to enhance confidence when there exists already prior knowledge and trust in the risk analysis
process, and two, in the event of a negative food risk incident, as seen with the BSE outbreak in the
early two thousands, or the horse meat scandal of 2013, having a longstanding relationship built upon
strong communication and a foundation of trust and confidence, could reduce the negative impact on
trust or reputation of the risk bodies.

Wilson et al.’s (2017) model for (re)building consumer trust in the food system finds that a useful
strategy would incorporate consistency and building reputation. When applied to risk bodies, this could
be a viable contributory method for building and later enhancing confidence in risk analysis outcomes
– regular, consistent communication throughout the risk process provides a degree of transparency
and openness that could instil public trust and confidence in risk analysis; According to Walls et al.
(2004), invisibility in terms of reputation or public knowledge can be a ‘double-edged sword’. Relative
invisibility might be considered desirable at times due to its ability to reduce potentially negative
associations forming and impacting upon an existing trust profile. However, invisibility may also serve
to obscure actions which could potentially enhance trust or confidence. Therefore, it is ultimately
recommended to build a positive reputation through consistent, proactive and informed communication
as it would be beneficial to improving confidence in outcomes (Wilson et al., 2017).

Proactively communicating about risks to the public can have a positive mitigating effect on public
concern (Van Kleef et al., 2006; Wilson et al., 2017). Frewer et al. (1996) claim that risk regulators
that proactively engage with the media see a positive improvement with how risk information is
reported upon. Therefore, this should be considered for future strategies on enhancing confidence in
the outcomes of risk analysis.

Table 13: Summary of factors that contribute to enhancing confidence in risk analysis outcomes

Factor Enhancing Confidence

Transparency
(Schreider et al.,
2010)

• Procedures behind decision making
• Information

o Make data available
o Make processes/procedures accessible
o Establish two-way methods of communication

• Communicate
o Scientific data used
o Methodology used
o The information used/not used during the analysis process

Honesty/Openness
(Frewer and Miles,
2003)

• Driver of trust
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Conclusions

• To enhance confidence in risk analysis outcomes, the public must be not only engaged in
process but feel represented. Public participation in risk-related decision making democratises
the process of decision making and improves the quality of resulting decisions.

• Scientific risk assessments should be complemented by environmental, economic, social and
ethical assessments, in order to better reflect public concerns.

• Risk analysis must be independent of undue influence of any interested party, be it public
institution, civil society or private sector.

• Communications should be clear, channelled through trusted sources (e.g. doctors, scientists)
and conveyed regularly.

• Communications should clearly convey three things: the risk, how to prevent the risk, and how
to integrate the risk-prevention behaviour into existing habits.

• There are challenges to incorporating and enacting an effective engagement process, such as
the significant resources required to participate in engagement processes.

• To improve trust, it is recommended to build a positive reputation through consistent, proactive
and informed communication.

• To overcome distrust, structural and procedural approaches should be implemented, such as
engaging audiences and designing risk communication mechanisms.

Factor Enhancing Confidence

Stakeholder
engagement
(Arvai, 2003; Engdahl
and Lidskog, 2014)

• Legitimises policy decisions
• Builds trust
• Higher quality decisions (as perceived by public)
• Higher acceptance of decisions
• Engagement leads to perception of being better ‘represented’ in the process

Accountability
(Auger, 2014)

• Communicate
o all information (incl. damaging information)
o information that can be compared to industry standards

• Accept criticism
• Admit mistakes

Expanding
Assessments
(Van Kleef et al.,
2006; Knudsen, 2010;
Engdahl and Lidskog,
2014)

• Public understands issues based on their social meaning
• Expanding assessments makes public feel ‘represented’
• Expanding assessments improves the quality and durability of management decisions

Independence
(Frewer, 2003; Van
Kleef et al., 2007)

• Demonstrate independence to maintain credibility

Appropriate
Communication
(Frewer et al., 1996;
Van Kleef et al., 2006;
Van Kleef et al., 2007;
Knudsen, 2010; Fiske
and Dupree, 2014;
Cho et al., 2017;
Wilson et al., 2017;
Tonkin et al., 2019)

• Proactive or Reactive?
o Proactively communicating about risks can mitigate public concern

• Source of information
o Should be credible, informed and trusted e.g. doctor, scientist

• Message
o Clear, concise and informed by research into public perceptions
o Free from jargon
o Contain visual aids/visualisations
o Explain the risk, how to prevent the risk and suggest how to integrate the new

behaviour into existing habits

• Frequency
o Communicate regularly, even during non-crisis times
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3.4.3. Take account of risk perceptions of all interested parties

In this section, we provide guidance for risk communication on how to ‘take into account risk
perceptions of all interested parties’.

The literature we reviewed highlights the need to consider both the technical elements of the risk
characteristics and the public perceptions (e.g. low risk, high concern) (Cope et al., 2010; Frewer
et al., 2016). Risk perception research, and in particular the psychometric approach, has been
criticised by some authors (see McDaniels, 1998) who argue that risk perception studies have no direct
prescriptive weight and they have no direct relevance for setting management priorities. In McDaniels’s
view, descriptive risk perception findings are of indirect prescriptive value in several aspects of risk
management where learning about perceptions held by the members of the general public is
important. Direct prescriptive insight for setting risk management priorities requires more thoughtful,
informed judgements, within more specifically structured frameworks.

As stated also by Slovic et al. (1982), ‘Psychometric knowledge may not ensure wise or effective
decisions, but lack of such knowledge certainly increases the probability that well-intentioned policies
will fail to meet their goals’. As also highlighted in Renn (2009b), ‘Any successful risk communication
program needs to address the problems faced by risk perception. Risk perception studies can help to
anticipate public reaction to new risk sources’.

The majority of scientific literature on the topic of risk perception insist on the concept of Two-way
Communication intended as a mutual learning and deliberation process, public participation, dialogue
and involvement in the decision-making (Slovic, 1993; Hansen et al., 2003; Frewer, 2004; European
Commission, 2014). The need for dialogue and involvement of the public is also highlighted in the
developmental stages of risk communication (Fischhoff, 1995). Each stage is characterised by a risk
communication strategy that builds upon the previous one. First, the risk assessment or technical work
needs to be carefully performed. Second, the outcome of the risk assessment needs to be
communicated. However, it is not enough to ‘tell them the numbers’, but third, there needs to be an
explanation of the meaning of the numbers (including uncertainty about them). Fourth, risk
communication can make use of risk comparisons (see Sections 3.2.4 and 3.3.2). The fifth stage
focuses on the need to inform about both risks and benefits. Sixth, the communication needs to build
trust. Seventh, members of the public have the desire to be more active and play a more constructive
role, therefore more direct contact and engagement are needed. In Fischhoff’s view, risk
communication is effective when it is built on all these seven stages.

Renn (2009b) identifies four different risk categories that require different forms of participation.
First, simple risk problems need an instrumental discourse between agency staff, directly affected
groups and enforcement personnel. It is also important to monitor these risks closely as they might
evolve into more complex, uncertain or ambiguous risks. Second, for complex risk problems it is
advised to adopt an epistemological discourse with experts from academia, industry or civil society.
Methods like Delphi, Group Delphi and consensus workshops would help in facilitating such discourse.
Third, risk problems due to high unresolved uncertainty call for a reflective discourse in which policy
makers, representatives of main stakeholders’ groups and scientists should take part. Round tables,
open space forums, negotiated rule-making exercises, mediation or mixed advisory committees
including scientists and stakeholders would be valuable methods for this kind of exercise. Fourth, risk
problems due to high ambiguity demand the most inclusive strategy for participation, i.e. a
participative discourse, a platform where competing arguments, beliefs and values are openly
discussed. To find agreement, there needs to be put in place a ‘process of identifying common values,
defining options that allow people to live their own vision of a ‘good life’ without compromising the
vision of others, to find equitable and just distribution rules when it comes to common resources and
to activate institutional means for reaching common welfare so all can reap the collective benefits’
(Renn, 2009b, p. 94). Citizen panels, citizen juries, consensus conferences, ombudspersons, citizen
advisory commissions and similar participatory instruments can serve this purpose. The aim of such
fora is twofold: first, empower participants in the processes of decision-making about the risks, which
affect them or their communities and, second, provide useful intelligence back to scientists to shape
technologies and their trajectories (Pidgeon, 2020). The categorisation of risks should be conducted
through a design discourse aimed at choosing the most relevant risk assessment policy, defining
priorities and organising the most suitable involvement procedure. This view resonates with Dendler
and B€ol (2020) according to whom the exact form of engagement should be adapted to the
stakeholder and the topic under assessment.
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While risk perception studies are essentially inspired by psychology and focus on individual
representations, Science and Technology Studies (STS) sociologically analyse broader interactions
between techno-scientific actors (such as experts) and lay publics (Jasanoff et al., 1995; Irwin and
Wynne, 1996; Wynne, 1996). Instead of separating objective (expert-based) risk from perceived risk,
STS studies do not consider science as being the reference source of knowledge, but address on the
same level the different knowledge claims, including those of scientists, of policy-makers and of
different (local or general) publics concerned by a risk. According to this literature, the different
perception of risk in lay publics is due not as much to psychological characteristics, individual life
experiences or lack of sufficient scientific knowledge, but to contestation of socio-political relations that
the use of risk science indirectly promotes in particular decisional contexts. Expert risk calculations can
embody particular power relationships and particular views about social relations, and for this reason
can be a source of rejection by certain publics.

Methodologically, STS studies essentially build on qualitative analyses instead of quantitative studies
privileged by psychometric studies, and look in particular at controversial situations, that reveal
mechanisms of interaction and political legitimation of knowledge claims. Controversies are not viewed
as dysfunctional situations, in which the public and the experts are in contradiction, but as learning
processes that favour the production of new knowledge and socio-political relations (Rip, 1986).
Therefore, involving publics with different perspectives, sometimes contradictory, in participatory
situations can lead to enlarging expert-only understandings and to accounting for those publics’ needs
and interpretations.

For the STS literature, the role of local knowledge is thus important for informing experts about the
specificities of the risk situation being studied. STS studies propose essentially a dialogue between
expert and lay publics including various stakeholders (‘extended peer community’) in order to improve
the relevancy and quality of science for policy (Funtowicz and Ravetz, 1990, 1993). Furthermore,
addressing controversial situations necessitates both exploration of the public interpretations of
calculated risks and opens the ‘black box’ of scientific expertise for submitting its built-in assumptions
to discussion.

As indicated above, the literature on psychometric approaches identifies a series of practical
suggestions for taking into account risk perception in risk communication.

First, some authors maintain that identifying public knowledge schemes that are related to the risk
can help in tailoring the content of the risk communication to this knowledge (Visschers et al., 2007).
This so-called ‘Mental Model Approach’ posits that knowledge schemes could be used to identify the
differences between experts and the members of the public concerning a specific risk. According to
Fischhoff et al. (1993) the mental model analysis would help to bridge the gap between the mental
models held by the public and expert models with the aim of adding missing concepts, correcting
mistakes and strengthening correct beliefs.

Second, listening to the target audience might help in gaining insights on how the different
audiences perceive the risk, their knowledge and the preferred information method and means (Bruhn,
2005). On this topic, the use of digital tools such as social media might be valuable. Social media
represent a channel to gather consumers’ perceptions of food issues and the way these can impact on
their search for, reaction to and understanding of information (Rutsaert et al., 2013). As pointed out in
Rutsaert and colleagues’ view-point paper, social media enable taking stock of consumer feedback,
allowing for a more in-depth understanding of consumers’ responses to risk communication and aiding
the communicator to achieve an understanding of the general public feeling towards an issue.

Third, there is a need to ensure that the members of the public from whom judgements of risk and
acceptability are elicited are well-informed (Pidgeon, 1998). Some authors, such as Slovic et al. (1982)
and Lobb et al. (2007), refer to the need to ‘educate’, i.e. provide information to the public to ‘correct
people’s misunderstandings’, however they also recognise that ‘strong initial views are resistant to
change because they influence the way that subsequent information is interpreted’ (Slovic, 1987).

Fourth, according to the authors, two-way communication is meant as effective dialogue with
society and between societal groups, a public participation in which people express directly their
‘perceptions’ (Renn, 1998). Prior consumer knowledge/habits (Frewer et al., 2016) needs to be
considered and it is crucial to engage stakeholders to assess risk perceptions and the standards by
which they are judged as acceptable (Brunk, 2014), also identifying communication barrier (Johnson,
2014). The dialogue should also consider the existence of psychological factors that might represent
barriers to risk communication: i) the resistance to attitude change derived from optimistic bias; ii) the
effort that information processing demands to consumers in terms of mental capacity and motivation;
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and iii) the observation that information processing rests upon an ‘experiential and affect-driven
solving strategy rather than one of formal logic’ (Frewer et al., 2005).

Fifth, many studies we reviewed consider building and maintaining trust and confidence as a
prerequisite for risk communication. Research showed that having similar values determines social
trust (Visschers and Siegrist, 2008), therefore social trust might increase if a risk is framed in a way
that reflects public’s salient values (Siegrist et al., 2000).

Sixth, despite the paucity of research on the influence of cross-cultural differences in risk
perception, the literature recommends considering cultural differences (Finucane and Holup, 2005).
This is crucial to account for similarities and differences in risk perception across European countries.
As found in Hohl and Gaskell (2008) analysing the data from the 2005 Eurobarometer survey on Risk
Issues (European Commission, 2006), there are substantial differences in the worry expressed by
respondents towards food risks. Specifically, there is evidence of a North-South split, with Southern
countries being more concerned than Northern countries. On this topic, a recent paper by Meagher
(2019) which analyses the results of the Eurobarometer 73.5 survey on food-related risks conducted in
June 2010 (European Commission, 2010, cited in Meagher, 2019), suggests that current theories about
risk perception may be better suited to societies in Northern and Western Europe than to newer EU
Member States in Eastern Europe.

Conclusions

• Risk communication should embrace a two-way inclusive communication involving all relevant
stakeholders, including the members of the public, characterised by participation in the risk
analysis process that would facilitate identification of the public’s knowledge and perceptions of
risks and would support the building and maintenance of trust.

• To make two-way communication effective, a mix of quantitative and qualitative research
methods is recommended for studying risk perception; subsequently adapted forms of
participation need to be considered according to the type of risk and the audience.

• The need for dialogue between expert and lay publics including various stakeholders (‘extended
peer community’) to improve the relevancy and quality of science for policy is also supported by
Science and Technology Studies.

3.4.4. Reduce ambiguity of the perceived difference between hazard and risk

In this section, we identify social, cultural and psychological factors to explain the ambiguity in the
public perception of the difference between hazard and risk. This review aims at supporting risk
communication that can clarify and improve public understanding of the difference between these two
terms.

The literature on the public perception of the difference between hazard and risk is still quite
scarce. A first experimental study (Young et al., 1990) on a small sample of undergraduate students
revealed that there is misunderstanding of the terms hazardous, risky, dangerous and hazardous-to-
use which were considered as synonyms. To overcome this issue, the authors suggest expressing
probabilities placing them within ‘a context of a person’s lifespan’ that would make them seem more
significant and concrete.

These results found confirmation in a later online experiment conducted on a wider sample of the
population (Wiedemann et al., 2010). More than 80% of the respondents did not distinguish between
hazard and risk, however if information was supplied people were able to understand the difference.
Therefore, it seems more an issue of lack of knowledge instead of lack of understanding. Wiedemann
et al. (2010) advise to provide information about the risk and not only the hazard and make use of
risk comparisons to ease the comprehension.

Vandermoere (2008) illustrated the public perception of hazard and risk through a case study of
individuals living in an area affected by soil pollution. The article adopts an ‘ecological-symbolic
approach (ESA)’ that posits that risk perception is related to the interpretation of the hazard made by
the individual within the social context. This model can explain why the study found a weak correlation
between hazard and risk perception, suggesting that risk perception formed regardless of assessed
dangers. More than an alarming risk perception, experts’ risk assessment of the soil pollution produced
a hazard awareness and a ‘collective risk-disbelief’ as residents believed that knowledge was
insufficient to support a health risk. The author suggests that the knowledge deficit model (i.e. the
supposed lay-expert gap, see Section 3.4.1) in environmental decision making should be substituted
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by more deliberative methods that can deal with the principles of sustainability and the limits of expert
knowledge.

The approach of analysis of case studies was also adopted by L€ofstedt (2011) who focused on the
phase-out of certain brominated flame retardants and the partial ban of bisphenol A. Importantly, the
author highlights that most of the research conducted in the field of risk analysis is primarily of
American origin. Therefore, the language around risk assessment is grounded in English, where the
linguistic distinction between risk and hazard is clear. This is not the same in other languages, such as
Dutch, German or Swedish, e.g. which leads to great ambiguity. Recommendations provided by the
author includes the importance of education, for instance introducing risk assessment as part of the
science curriculum in the last years of school as well as in universities. Additionally, scientific peer
review of risk assessments used for regulations is highly advised. For risk communication, there is a
need to develop media guidelines and to improve capacity and competences.

Support for the effectiveness of education in improving the understanding of hazard and risk can
be found in Oyarzabal and Rowe (2017) who designed training to teach the concepts of hazard and
risk to participants of Hazard Analysis and Critical Control Points (HACCP) classes. All the participants
were professionals who worked in different food industries. While less than one third of the
participants answered correctly to the definitions of hazard and risk at baseline, post-training self-
assessment data showed an improvement in the understanding of these terms.

The framing of the communication message reporting either a hazard identification or a complete
risk assessment can strongly impact risk perception (Freudenstein et al., 2020). In this study short text
modules were presented framed as either hazard identification or risk assessment to investigate their
influence on the risk perception of mobile phones. Findings show that the majority of people
understood the text as being a risk assessment, regardless of the framing. This could be due to three
reasons. First, the word ‘risk’ was often presented in the excerpt that was framed as hazard
identification, therefore creating ambiguity between the terms. Second, it might be that risk judgement
relies on a hazard = risk heuristic, i.e. reading about mobile phones usage as possibly carcinogenic
leads the reader to think that this is true, regardless of the exposure. Third, the framing might not
have been effective because the distinction between these terms requires a basic knowledge in risk
assessment which is generally not available to the public. Among those people who read the text and
understood it as a risk assessment, results indicated a significantly higher risk perception concerning
heavy mobile phone usage compared to those who understood the text as a hazard identification.
Although findings revealed that understanding a press release as hazard identification was associated
with decreased risk perception, it also showed that it is rather difficult to change prevailing strong
beliefs about the risk. According to the authors, an effort in differentiating between hazard and risk
would be beneficial for future risk communication, to avoid unnecessarily increasing risk perception.
Another study on the distinction between hazard and risk in the field of chemicals shows divergent
results (Jansen et al., 2019). Findings revealed that the public is able to understand the difference
between hazard and risk appraisal, as a large majority of the respondents agreed that exposure
determines whether a chemical represents a risk. Nevertheless, a significant proportion of respondents
agreed that all chemical substances are equally harmful. Although the public is able to understand the
difference between ‘hazard’ and ‘risk, in some cases the mere existence of a substance (‘hazard’) in
food is disturbing for people, regardless of the exposure. Recommendations stress the need to
distinguish between the use of hazard and risk in risk communication to prevent misinterpretation of
scientific evidence. In addition, risk communication should try to address the existing negative attitude
towards chemicals which could positively affect public appraisal.

More recent research (Jansen et al., 2020) stressed that people often do not use scientific,
quantitative methods to assess risk but instead rest upon their senses, affect and associated cognitions
to judge risks from chemical substances. This is also described as ‘intuitive toxicology’ (Kraus et al.,
1992). The interview study investigated people’s appraisal of uncertain risks of chemical substances in
food. Findings showed that people tend to judge chemicals as either safe or dangerous and think that
even low doses can cause harm. Only a few participants expressed the view that chemicals could vary
in toxicity. Participants also held beliefs that are consistent with the scientific understanding of
chemical risk. For instance, many participants distinguished the levels of exposure, based on
frequency, amount and duration. In line with an EU Insights study on chemical mixtures (ICF, 2019),
participants mostly expressed negative attitudes toward chemical substances in food and considered
them unwanted, unnatural and harmful to health. Overall, these findings support the view that, when
risks are still unknown, the public assesses hazards and risks differently (as found by Vandermoere,
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2008) and that a trade-off between judgements of the hazard and the risk may guide consumer
responses.

One study focused on expert understanding of the difference between hazard and risk (Scheer
et al., 2014). Interviews and focus groups addressed to a total of 53 experts representing different
institutions in Germany, e.g. business and industry organisations, environmental and consumer
organisations and public authority organisations were conducted. The analysis of the discourse
revealed an association between perceived low knowledge of the audience and ambiguity created
around the use of the two terms hazard and risk. In other words, both terms seem to be used for
strategic reasons even if experts are well aware of their semantic differences.

The paper highlights the need to distinguish between semantic, conceptual, strategic and control-
specific dimensions of hazard and risk terminology. The semantic dimension refers to the
interchangeable usage of different words like hazard, risk, damage, damage potential, disasters and
danger. The conceptual dimension is described as the difference between public authorities that focus
on the damage alone and business and industry that have the tendency to weigh the trade-offs
between damage and benefits. On the other hand, environmental and consumer organisations
consider aspects of subjective risk perception to a greater degree in their risk assessment. The
strategic dimension relates to the objective that certain terms fulfil in order to change attitudes, solve
conflicts or influence decisions. Lastly, the control dimension explains the reason why stakeholders
might use the terms differently on the basis of the specific implications they can have for risk
management. The authors call for a correct usage of the two terms by experts working in the field of
food safety to help the public to understand the difference in this context.

As few articles dealing with the topic of public perception of the difference between hazard and risk
were identified, future work should investigate this aspect. As suggested by L€ofstedt (2011), efforts
should be made to address the language barrier through the development of more targeted
information to increase the knowledge within specific cultural contexts.

Conclusions

• The literature on the public perception of the difference between hazard and risk is scarce.
• The few studies identified show that the two terms are ambiguous or used interchangeably by

both the general public and sometimes even by experts.
• Education in schools and universities and through continuous and ad-hoc trainings of workers

who deal with risk analysis could help in increasing the knowledge, keeping in mind that short
text modules have proved to result in only limited success.

• Cultural differences need to be taken into account, as the terminology is grounded in English
and might differ in other languages.

3.4.5. Fight dissemination of ‘false information’ and its sources

In this section, we ‘provide guidance for risk communication (including types and levels of
communication activities) that can ‘contribute to the fight against the dissemination of false
information and the sources thereof’ in relation to risk analysis of food and feed safety’.

A deep understanding of this phenomenon cannot disregard the factors behind information
consumption and processing. In this regard, the literature is rich and offers copious evidence of the
crucial role of socio-cognitive factors in the way people select and process information, either reliable
or not. Individual differences might be important in the evaluation of disinformation and peoples’
attitudes serve an essential function in the evaluation of online disinformation (Marie et al., 2020;
Schaewitz et al., 2020).

Moreover, a fundamental role in information consumption is played by confirmation bias, which is
the human tendency to look for information that is coherent to one’s system of beliefs. Empirical
results show that online users tend to fragment into bubbles, the so-called echo chambers (Del Vicario
et al., 2016). Immersed in these polarised communities of like-minded people, users select information
consistent with their worldview, even when false, and tend to ignore information dissenting from their
beliefs. Also, it is important to point out that discussing with many like-minded others makes one’s pre-
existing views become even more extreme (Sunstein, 2005). While an increase of ideological
segregation can be observed on social networks and through search engines, these same channels are
also associated with greater exposure to people’s less preferred side of the political spectrum (Flaxman
et al., 2016). Nonetheless, users’ news consumption patterns on social media reveal a strong
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polarisation, with users tending to confine their attention to a limited set of information sources
(selective exposure), especially on controversial issues (Schmidt et al., 2017).

Users from different and contrasting communities rarely interact and, when that happens, the
debate degenerates, especially during longer discussions (Zollo et al., 2015). Response to debunking
attempts is not that dissimilar, and results in the well-known backfire effect (Nyhan and Reifler, 2010).
Correction can be perceived as a further attempt to manipulate information, thus reinforcing users’
original viewpoint (Zollo et al., 2017).

Cognitive variables within each person might indeed make it difficult to correct widespread belief in
misinformation, e.g. people’s inability to update their memories in light of corrective information
(Lewandowsky et al., 2012). As an example, the commonly employed technique of reiterating myths
and then discrediting them with a number of facts (‘myths vs. facts’ format) is ineffective on its own
(Pluviano et al., 2019). This strategy may indeed cause a familiarity backfire effect, because of
people’s tendency to ‘mistake repetition for truth and judge something that sounds familiar as correct,
regardless of whether it is factually true or false’ (Peter and Koch, 2016; Pluviano et al., 2019). As
mentioned in Section 3.2.2, beliefs are resistant to change and research shows that individuals with
pre-existing distrust show less trust following both positive and negative news events (Slovic, 1987;
Cvetkovich et al., 2002).

Furthermore, message characteristics such as the source of an article, its consistency, image
manipulation, subjectivity and sensationalism, despite being recommended by experts as cues for
verifying information, do not seem to affect readers’ attitude to believe and/or spread the information
(Schaewitz et al., 2020).

Moreover, the form and content of many conspiracy theories recall those found in the beliefs of
institutionalised religions (Franks et al., 2013), helping to explain how they are able to appeal to
believers and to spread. Thus, these factors cannot be disregarded in the design of appropriate
counternarratives.

We provide a summary of findings from Lewandowsky et al. (2012) in Figure 15. Following these
recommendations, an empirical study on 700 US participants investigated the effect of two types of
corrective information – simple rebuttal and factual elaboration – showing that the latter is able to alter
one’s intention to take preventive actions during a public health crisis (Van der Meer and Jin, 2019).
The experimental results indicate that a detailed counter-message is fundamental to help individuals
develop a new narrative, however ‘more elaborated collective information resulted in increased feelings
of fear and anxiety, the effective coping which needs to be facilitated properly by health organisations.’
Moreover, corrective information coming from government and news media sources are likely to be
more successful in altering people’s perception of crisis severity than their peers on social media,
although ‘individuals tend to experience more anxiety in response to a public health crisis’. Therefore,
both the information source and type appear to have an effect in the correction of misinformation
through debunking activities.
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While in specific settings false information appears to spread faster and farther than true
information (Vosoughi et al., 2018), it was recently shown that there is no significant difference in the
spreading patterns of information deriving from sources marked either as reliable or questionable
(Cinelli et al., 2020). For this reason, policies aimed to contain misinformation spreading should
emphasise behavioural actions. Alongside the crucial promotion of information literacy, the scientific
literature provides many insights on possible strategies and interventions, which largely depend on the
characteristics of the target population and how deeply rooted a certain misbelief is.

Debiasing – the process of reduction of biases– can be hampered by people’s ideology and
worldview and comes with ethical implications, because from a cognitive point of view the correction
of misinformation cannot be distinguished from misinforming people (Lewandowsky et al., 2012). In
particular, debiasing is not advisable when people hold strong beliefs concerning the misinformation. In
such cases, an alternative solution is to ignore the misinformation and implement more direct
interventions. An example is nudging, a concept developed by behavioural economists, which proposes
to apply indirect suggestions or support to influence the decisions of groups or individuals without
openly forbidding any options (Thaler and Sunstein, 2008). To limit the risk of a backfire effect,
avoiding emphasising the myth, focusing on the facts and using simple and clear language is advised
(Lewandowsky et al., 2012). It is crucial to take into account the worldview and values of the target
audience, as to present content ‘in a worldview-affirming manner (e.g. by focusing on opportunities
and potential benefits rather than risks and threats) and/or by encouraging self-affirmation’
(Lewandowsky et al., 2012). A proactive measure to counter misinformation is prebunking, which is
based on the psychological theory of inoculation (Lewandowsky and van der Linden, 2021). Following
the analogy with vaccines, prebunking consists in exposing people to a weakened version of the
information to trigger the production of ‘mental antibodies’ and make the individual more resistant to
persuasion in the future. More specifically: ‘A threat is introduced by forewarning people that they may
be exposed to information that challenges their existing beliefs or behaviours. Then, one or more
(weakened) examples of that information are presented and directly refuted in a process called
‘refutational pre-emption’ or ‘prebunking’. In short, attitudinal resistance is ‘conferred by pre-emptively
highlighting false claims and refuting potential counterarguments’ (van der Linden et al., 2017). In
terms of efficacy, inoculation theory has had promising results for a variety of scientific topics, from
health (Maibach and Parrott, 1995) to climate change (Van der Linden et al., 2017). When myths
concern health issues, such as vaccination, another effective strategy is to ‘state that vaccinations are

Source: Adapted from Lewandowsky et al. (2012).

Figure 15: Graphical summary of findings from misinformation literature relevant for communication
practitioners
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safe and to emphasise the scientific consensus around their need and effectiveness’ (Schwarz et al.,
2016; Pluviano et al., 2019). Any action against health misinformation should take into account the
social, political and cultural background where it is applied, preparing different messages for different
portions of the population (Pluviano et al., 2019). Given how fast health misinformation can influence
people’s behaviour (Donovan, 2020), it is of crucial importance to better understand the context and
adopt appropriate counterstrategies. For example, empirical results showed that negative information
bias (see Section 3.1.4) occurs for variations in risk communication, i.e. stronger risk negations lead to
higher risk perceptions, while weaker negations lead to lower risk perceptions (Betsch and Sachse,
2013). Moreover, strong negations have been proved to lead to greater risk perceptions than weak
negations when communicated by noncredible sources (Betsch and Sachse, 2013). In cases such as
vaccine hesitancy, where there can be a problem of public mistrust of experts and institutions,
investing in a ‘dialogical rather than didactic’ communication approach for effective outreach is
advised, instead of charging the public as ‘ignorant’ whose irrational fear makes them susceptible to
misinformation (Goldenberg, 2016).

Social responses to different types of news framing have also been investigated (Schmidt et al.,
2020), showing that visual pieces and factual reports generate the highest level of trust in the
information source, while opinion pieces and editorials are more likely to be criticised and data-driven
articles elicit an extremely low level of trust in the news source. These insights may be useful to
smooth polarisation and facilitate a civil debate when dealing with controversial issues. We provide a
summary of the techniques and content types and their impact on users’ responses in Table 14.

Guidelines to achieve effective risk communication in the context of food are available (Smillie and
Blissett, 2010) and propose a communication model that encourages risk communicators to take into
account the environment of the target audience when interpreting the perceived risk. More precisely,
the model is built on the assumption that risk communication requires some level of understanding
from all involved parties and consists of three main phases: i) risk appraisal, where an objective
overview of the scientific facts is provided; ii) situational analysis, i.e. an analysis of how the risk is
perceived; and iii), source analysis, i.e. an analysis of how the risk is perceived in the different
environments (Smillie and Blissett, 2010).

Moreover, the COVID-19 pandemic offers an unprecedented opportunity to derive insights on how
to communicate properly and effectively in a context of high uncertainty and polarisation. The World
Health Organization released interim guidance in March 2020 to provide checklists for risk
communication and community engagement readiness (RCCE) and initial responses to the outbreak
(WHO, 2020). The guidance built on the lessons learnt during past public health events such as severe
acute respiratory syndrome (SARS), Middle East respiratory syndrome (MERS), influenza A(H1N1) and
Ebola virus disease. It highlights the importance of proactive communication in preventing ‘infodemics’.
Infodemic was defined by the WHO as the circulation of an excessive amount of information, often

Table 14: Overview of techniques and content types and their impact on users’ response

Journalistic Technique/Content Type Associated impact on users’ response
o Impartial, accurate reporting with

context
o Multimedia format (text with photos,

videos)

o Low criticism of the information source (more
trust)

Human interest stories (Especially on groups of people rather than individuals)
o Strong negative comments from readers
o High levels of criticism of the source

o Infographics
o Fact-checking
o Data-driven approaches

o Strong pushback from audiences who do not agree
with the data

o Strong criticism of the source

o Strong opinions
o Policy prescriptions
o

‘Constructive news’ (i.e. news stories
that include proposals for policy
solutions)

o Pushback from audiences
o Provoke toxic debates (less for constructive news)

Source: (Schmidt et al., 2020).
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unverified or unreliable, that can destabilise the public and make it difficult to form a clear opinion.
The European Centre for Disease Prevention and Control (ECDC) framework to monitor responses to
the COVID-19 pandemic includes specific indicators for monitoring communication and community
engagement activities aiming to increase trust in and adherence to public health measures, with a
specific section on the mechanisms to put in place to address rumours, misinformation and
disinformation (ECDC, 2020a,b). Along the same lines, the European Commission presented the
Communication ‘Tackling online disinformation: a European approach’, outlining the key principles and
goals to pursue in developing actions to deal with the phenomenon of disinformation and to limit its
spread (European Commission, 2020a,b).

Conclusions

• Socio-cognitive factors are crucial to how people select and process information, either reliable
or not and have to be taken into account to properly tackle disinformation phenomena.

• Echo chambers and strong polarisation are commonly observed on social media, and influence
the way in which online users select and interact with online content and react to corrective
attempts (i.e. debunking, fact-checking).

• Cognitive variables make it difficult to correct widespread belief in misinformation, causing a
familiarity backfire effect.

• Both the information source and type seem to have an effect on the correction of misinformation;
the type of news framing and technique used may impact differently on user responses.

• Strategies and interventions to promote information literacy depend on the characteristics of the
target population and how deeply rooted misbeliefs are.

4. Conclusions

Below we summarised the most important findings from our assessment in Section 3.

Risk analysis: assessment, management, communication

• Risk analysis is an umbrella term that describes the whole risk process, from risk assessing
hazards to managing the risks identified and finally communicating any sensitive risk-related
findings and risk management measures.

• Risk analysis is a process that produces knowledge that informs how to understand, assess,
characterise, communicate, manage and govern risk.

• A risk assessment is a scientifically based process consisting of four steps: hazard identification,
hazard characterisation, exposure assessment and risk characterisation.

• The assessment branch of the analysis process aims at providing food safety regulators with the
food safety related information necessary for effective decision-making, thus contributing to
improved food safety and public health.

• In food safety terms, the demarcation between the two terms is clear: ‘risk analysis’ is a
process consisting of three interconnected components: risk assessment, risk management and
risk communication; ‘risk assessment’ is a component of risk analysis, and it is the scientifically
based process consisting of four steps: hazard identification, hazard characterisation, exposure
assessment and risk characterisation.

• Risk management is the process, distinct from the scientific risk assessment, of weighing policy
alternatives in consultation with interested parties, considering risk assessment and other
legitimate factors in order to select appropriate prevention and control options. Risk
Management often includes completing a cost/benefit analysis.

• Risk communication is ‘the interactive exchange of information and opinions throughout the risk
analysis process as regards hazards and risks, risk-related factors and risk perceptions, among
risk assessors, risk managers, consumers, feed and food businesses, the academic community
and other interested parties, including the explanation of risk assessment findings and the basis
of risk management decisions.’

• Risk communication involves different levels of interactive exchange: 1) the dissemination of
public information about risks to consumers or other affected groups; 2) the dialogue within
and between risk assessment and risk management; 3) engagement with interested parties
affected by risk analysis outcomes.

• Whereas risk communication is mainly a discourse of ongoing communication intended to
prevent and prepare for possible future risks, crisis communication deals with immediate
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hazards and takes place within pre-crisis, emergency or post-crisis situations, such as food-
borne incidents or outbreaks, which pose a risk to public health, consumer perception or may
be politically sensitive.

• Generally, a crisis is an unprecedented or extraordinary event or situation that threatens a
population, organisation or system, and requires a strategic, adaptive and timely response to
preserve safety, viability and integrity.

• An incident is an adverse event that might be, or could lead to, a disruption, loss, emergency or
crisis.

• In the context of risk communication, engagement ensures the involvement of interested parties
and the exchange of information among them within a framework of open dialogue.

• The demand for participatory approaches requires not only that interaction takes into account
societal concerns and perspectives but that the open dialogue adds value to the scientific
process. This concept is in line with that of knowledge co-production, and must be
characterised by representativeness of all interested parties, in order to generate a shared and
trusted knowledge pool.

Trust and confidence

• Definitions of trust are varied and inconsistent, but overall it is clear that levels of public trust
and confidence can be increased through certain acts, such as increasing transparency and
tailoring risk communications.

• The distinction between trust and confidence may not operationalise across all languages as it
does in English; e.g. the terms trust and confidence can both be translated as ‘vertrouwen’ in
Dutch or ‘Vertrauen’ in German.

• Beliefs can be resistant to change; once trust or distrust is established, people accept
information that confirm their beliefs, and discard information that contradict them.

• Trust and confidence are distinct concepts; trust is frequently based on social relationships, but
one can have confidence in anything: a person, an institution or a concept. Confidence is often
based on prior knowledge, experience, performance or other accumulated evidence that
suggests that future events would occur as expected.

• Regulators use trust and social trust as well as trust and confidence interchangeably. This is to
be avoided as studies show that the relationship between risk perceptions and trust differs
depending on which of the three types of trust is being measured.

• Trust, when applied to the food system, is driven by three elements: competence, confidence
and influential people.

Transparency, openness and responsiveness

• Transparency is about providing evidence behind decisions and actions taken. It calls for clear
information that can contribute to increased understanding of the risk analysis process.

• Openness is reflected in the opportunity of interested parties to participate in the risk analysis
process and, together with honesty and transparency, acts as an important determinant of the
trustworthiness of regulatory bodies. When openness is translated into the concept of open
data, it requires information provided to be accessible, comprehensible, useful to and
assessable by interested parties.

• Responsiveness should be seen as organised delivery of communication in a timely manner,
meeting the target audience needs through collaboration in the network of institutions and
interested parties.

• In the context of ensuring transparent and open communication described in the Transparency
Regulation, these principles must apply along the entire risk analysis process. This therefore
includes access to information about internal processes, access to and understanding of specific
risk assessment findings or management actions, engagement of interested parties along these
processes through appropriate consultative fora as well as communication of risk assessment
findings and risk management decisions.

Public awareness and understanding

• Becoming aware of and understanding information regarding food, food risks and food safety is
an active, and often unconscious, cognitive process that mobilises information processing
strategies and is influenced by motivational and emotional factors.
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• The biases that are operational in risk information processing add to the fact that different
groups of people refer to different mental or conceptual frameworks to understand and evaluate
risk, which makes perceived risk inherently subjective. Since risk cannot be measured
independently of our minds and cultures, the notion of ‘real’ or ‘objective’ risk is not useful.

• Understanding the cognitive and decision-making processes that underlie behaviour related to
risks is critical for developing risk communications that are appropriately targeted and
formulated.

• Population-based studies on emergency preparedness and risk responses in general are rarely
supported by theoretical models of behaviour change.

Risk perception

• Risk perception refers to beliefs, attitudes, judgements and feelings; it is about opinions and it
is influenced by multiple factors other than statistical calculation of risk.

• Even if the terms ‘risk perception’ and ‘perceived risk’ are used interchangeably in the literature,
risk perception refers to the psychological process, while perceived risk is the outcome of that
process.

The concepts of ‘hazard’ and ‘risk’

• Hazard is a ‘biological, chemical or physical agent in, or condition of, food or feed with the
potential to cause an adverse health effect’, while ‘risk’ is ‘a function of the probability of an
adverse health effect and the severity of that effect, consequential to a hazard’.

• The definitions of risk vary across the literature, some of them referring to statistical likelihood
or probability (objective risk) and others adopting the term as synonym of danger or threat
(subjective risk).

• While the concepts of ‘hazard’ and ‘risk’ are separate and have different meanings in risk
analysis, there is ambiguity about hazard–risk judgements made by members of the general
public and even experts sometimes use these terms interchangeably.

‘False information’: misinformation, disinformation

• The terms ‘fake news’ and ‘false information’ bring under a single umbrella at least two different
notions, i.e. misinformation and disinformation which need to be differentiated in order to tackle
them.

• Misinformation refers to inadvertently spreading inaccurate or misleading information, while
disinformation is ‘the deliberate creation and dissemination of false and/or manipulated
information that is intended to deceive and mislead audiences.

• In practice, a co-occurrence of the two forms can be observed and therefore distinguishing one
from the other is not straightforward.

Factors influencing risk perceptions

• Many of the papers reviewed adopted the psychometric approach, which focuses on three
qualitative characteristics of the hazards which influence risk perception, namely dread,
knowledge and exposure.

• A similar theory is the concept of risk as a function of hazard and outrage, this latter composed
of 12 characteristics plus an additional eight features.

• Factors that have been studied as variables influencing risk perception are the characteristics of
the recipients, social factors and cultural factors.

• The characteristics of the recipients include demographics, personality dispositions and traits,
direct experience, perceived benefit, heuristics and biases.

• The main heuristics and biases considered are anchoring, availability, representativeness,
overconfidence, optimistic bias, affect and trust (or credibility).

• Social factors are explained in the Social Amplification of Risk Framework and cultural factors
have been considered by the Cultural Theory of Risk Perception.

• All these factors are included in validated models of risk perception, such as the Nested
Influence Diagram for Risk Perception and the Climate Change Risk Perception Model.
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Trade-offs in risk decisions

• People face a variety of trade-offs in their decision-making processes, and the ultimate effects
of risk communication may be heavily influenced by those trade-offs, as discussed in examples
listed below.

• Benefits of information vs. costs (e.g. costs of processing information; hedonic costs, etc.):
people tend to ignore risk communication when the information is complex or it affects hedonic
experiences negatively, and the perceived benefits of information are limited.

• Existing personal beliefs and social norms vs. new information: people undervalue risk
communication on new risks when it goes against pre-existing beliefs or it conflicts with social
norms, especially when it concerns habitual behaviours.

• Another category of trade-offs is faced by risk communicators when countervailing risks exists;
how these trade-offs are dealt with depends on the remit of the risk communicator (i.e.
whether risk assessors or risk managers).

• Communication of low risk when public concern is high implies a trade-off between the
objective of building trust and the need to avoid unnecessary alarm, especially in conditions of
high uncertainty: strong commitment to rigorous research and evidence-base communication
helps to address this type of trade-off.

Approaches to audience segmentation

• Segmentation is key to understanding the characteristics of different target audiences and to
then tailor communication messages to them.

• Limited literature is available on the segmentation of stakeholders in the regulatory
environment. Lessons from health promotion suggest that salience and position in an
organisational network can be used to map target stakeholders. Further, distinction can be
made based on the proximity of different stakeholders to a specific risk and their organisation
structure.

• A mapping model, developed by EFSA, which clusters audience categories into ‘entry’, ‘informed’
and ‘technical’ may also serve to categorise stakeholders for development of appropriate
communication material. Regarding degrees of engagement, a recent report from EFSA
proposes that entities in the food safety ecosystem be classified as: i) customers, ii) partners,
iii) stakeholders; and iv) the (general) public.

• For the general public, depending on the specific type of risks in question, one or more of the
following factors should be considered in segmentation: i) food safety knowledge; ii) personal
risk perception; iii) use of food safety information and information sources and iv) trust in
information coming from different actors from farm to fork.

• Consideration of sociodemographic and cultural factors is important in providing insights into
identified segments but is not recommended as a segmentation criterion per se.

Appropriate information in risk communication

• The way communication objectives are set, and subsequent communication content developed,
varies across different target groups, across different areas of work as well as during different
phases of the risk analysis process. Regulatory bodies must consider all three of these factors
when developing appropriate content.

• When discussing what to communicate, facts need to be presented in a way that interests
targeted audiences, with the right balance of risk characteristics communicated in a clear and
understandable manner. Framing needs to be part of the content design process – positive or
‘gain’ frames may attract more attention and trigger motivation to act. However, frames should
not be limited to provision of selective information only, which can overgeneralise risk
perceptions.

• In cases where risk analysis is characterised by high uncertainty, this may reduce confidence in
the risk assessment results. Nevertheless, most authors suggest that recognising the uncertainty
and communicating how uncertainty is taken into account is the appropriate communication
strategy in such cases.

• Presentation of content influences understanding therefore the careful use of framing, risk
comparisons, storytelling, clear, concise and jargon-free language and, where appropriate,
educational content, can increase the effectiveness of risk communication.
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• Open dialogue with interested parties throughout the risk analysis process is appropriate for
delivering the desired two-way communication. Different combinations of risk characteristics
such as complexity, uncertainty or ambiguity can help define the ‘appropriate’ level of
stakeholder involvement in the risk analysis process.

• Different proven formats for open dialogue may be adequate, including creation of stakeholder
committees, public forums or the use of public consultations.

• Public consultations need to be used in an attempt to increase scientific robustness and there
should be a clear indication on how comments were used. If relevant, comments can be shared
throughout risk analysis and if assessors do not use comments, they should be available to risk
managers for their use.

• Transparency must be deployed cautiously and not as a quick gain, and challenges regarding
opening up data, data protection and intellectual property rights must be considered across
transparency initiatives. Regulators should avoid quick gains through internet-mediated
transparency that do not take into account evidence-based communication science.

• Conflicts may arise during the open dialogue with multiple interested parties. In an attempt to
manage these, key issues to consider are: i) understanding divergent and convergent
stakeholder views; ii) identifying power dynamics in problem and solution framing; iii)
translating different views into options for co-evaluation; iv) reaching compromise solutions in
contested policy terrains; and v) discussing jointly the effectiveness of the co-production
process itself.

Communication tools and channels

• Communication tools can be divided in three categories, i.e. information-based, dialogue-based
and participation-based.

• In the area of risk perception, quantitative methods, qualitative methods, mixed methods and
experimental studies can be used to gather audiences’ opinions and perspectives.

• Channels can be divided into traditional media channels and social media.
• While traditional media are usually a one-way form of communication, social media channels are

more engaging and enable interaction between users, therefore they could be used as
amplifiers of risk information, facilitating two-way communication.

• Scientists and consumer organisations are the most trusted sources of information on food risks
overall.

• There is great variety in the tools and channels used by food chain risk assessment and risk
management bodies in the EU. All communication tools can be effective if properly designed,
i.e. appropriate content and tone of voice for the target audience(s), and disseminated through
the most appropriate selection of channels.

• Based on a review conducted by EFSA among EU actors, multimedia products demonstrate
highest impact score, while social media and websites are the most frequently used
dissemination channels. Communication tools supported by best practices in dissemination (e.g.
use of amplifiers) perform much better and are used by a wider audience than tools that are
merely published on an organisation’s website.

Generic risk profiling

• Guidelines on risk profiling define it as the process of describing a food safety problem and its
context, in order to identify those elements of the hazard or risk relevant to various risk
management decisions.

• A typical risk profile is advised to include i) a brief description of the situation, product or
commodity involved, ii) the values expected to be placed at risk, iii) potential consequences, iv)
consumer perception of the risks and v) distribution of risks and benefits.

• A potential classification of risks adopts a ‘traffic light system’ dividing the risks in three clusters,
namely normal (risks with small statistical uncertainty, low catastrophic potential and low
complexity), intermediate and intolerable (risks characterised by low reliability of assessment,
high statistical uncertainty and catastrophic potential).

• Based on the literature reviewed and the key factors identified, we provide a framework for
developing generic risk profiles divided in four levels, i.e. i) hazard, ii) individual, iii) socio-
cultural and iv) information, which can serve as basis for communication planning and
development of specific risk profiles.
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Risk communication models

• Risk messaging and information transmission models including the mental models and social
amplification of risk approaches provide useful tools for generating the necessary inputs
(understanding psychological and social/cultural factors influencing risk perceptions) to build risk
communication narratives that address personal risk perceptions.

• However, there are limitations in ensuring these narratives are decodified effectively in relation
to other sources of information or ‘noise’.

• Also, there are inherent contradictions in any sender-to-receiver relationship – need for trust vs.
loss of trust – which expose the models’ limitations as frameworks for the downstream
information delivery phase of risk communication.

• Solutions to these problems include increased consideration of noise and the ‘social process of
meaning creation and interpretation’ and developing content that includes ‘steps individuals can
take during risk events’ to cope with potential adversity.

• A risk information-seeking and processing approach helps to develop and deliver impactful
messages about ‘familiar risks’ and behaviours in a variety of contexts to audiences segmented
by their food safety knowledge needs. Increased attention is needed on the choice of formats
and channels which need to be accessible to the broader public and/or specific target groups.

• Such approaches must transmit the ‘availability’ of actions to prevent or avoid risks and appear
‘personalised’ to affected populations, i.e. it should address their ‘information sufficiency’, the
gap between people’s knowledge and what they perceive they need to know to influence their
information processing and information seeking.

• A protective action decision making approach may help deliver cooperative decision-making
about the content of risk messaging with risks that are personal and high impact but is limited
for broader societal risks or those considered to be ‘low risk’.

• The risk government model and risk field models are tools for understanding risk
communication as an instrument of power in modern societies.

• The risk dialogue model captures the key elements of many current engagement approaches,
highlighting both the advantages and challenges of implementing effective dialogue mechanisms
with representatives of competing interests in risk issues.

• Risk dialogue is essential on issues that are socially divisive, where the outcome of the scientific
risk assessment is highly uncertain, or have major economic or political consequences. Further,
it becomes particularly challenging during ‘risk controversies’ when interested parties have
opposing intractable positions. Approaches oriented to co-design or co-production can help to
address these problems, particularly in how to use risk communication strategies to develop risk
management solutions.

• Most existing risk communication models do not account for the impact of social media on
dissemination, audience targeting and heuristic processing by individuals.

Mechanisms for coordinated communication

• Complex Adaptive Systems theory allows a better understanding of underlying causes and
interactions within systems, facilitating the search for commonalities in complex phenomena
such as ‘superorganisms’ like the EU food safety system, and require clear definition of the
relationships between the ‘collective’ and its constituent parts to ensure a common
understanding of rights and responsibilities.

• Multi-level interaction for engagement and communication is shaped both by different legislative
and institutional contexts, and social and cultural mechanisms that influence individual cognition
and behaviour with regard to risks.

• Existing networks managed by EFSA and primarily comprising risk assessment bodies aid
communication, with other EU and international networks also relevant. There are no parallel
risk management networks at EU level liaising with national authorities on risk communication,
however, there is strong coherence among Member States in international fora.

• A protocol specifying roles of organisations, the ‘chain of command’ and sharing of
responsibilities would improve cooperation and coordination between authorities with clearly
defined remits, mandates and tasks of all national, regional and local organisations involved.
Any such mechanism must follow a partnership approach and take account of the considerable
diversity and complexity of administrative structures, responsibilities and resources at national
level and a multitude of competent authorities.
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• The mechanisms of coordination described in the General Framework (Eds. Dreyer and Renn,
2009) are worthy of consideration since they were designed specifically for the EU food safety
system.

• The Interface Committee model could suit EU-wide coordinated communications planning and
execution if the basic structure is re-shaped to include representation of national risk assessors
and managers.

• The purpose and mandate of such a committee would also require redesigning beyond the
‘participatory-oriented’ model proposed to capture additional core components of public
information functions, e.g. communication strategy, audience segmentation, message and
content development, dissemination and evaluation.

Foster public understanding of risk analysis

• There is limited knowledge among the public of the role and remit of risk assessors and
managers.

• Scientists endeavour to evaluate risks objectively while the public often evaluate them
subjectively, leading to a disparity between opinions of lay people and experts.

• To reduce the lay-expert gap, early stakeholder engagement in the process should be utilised.
• Scientific information can appear inconsistent to the public when experts update or change their

opinion based on newly emerged information. The reverse may also hold.

Enhance confidence in risk analysis outcomes

• To enhance confidence in risk analysis outcomes, the public must be not only engaged in
process but feel represented. Public participation in risk-related decision making democratises
the process of decision making and improves the quality of resulting decisions.

• Scientific risk assessments should be complemented by environmental, economic, social and
ethical assessments, in order to better reflect public concerns.

• Risk analysis must be independent of undue influence of any interested party, be it public
institution, civil society or private sector.

• Communications should be clear, channelled through trusted sources (e.g. doctors, scientists)
and conveyed regularly.

• Communications should clearly convey three things: the risk, how to prevent the risk, and how
to integrate the risk-prevention behaviour into existing habits.

• There are challenges to incorporating and enacting an effective engagement process, such as
the significant resources required to participate in engagement processes.

• To improve trust, it is recommended to build a positive reputation through consistent, proactive
and informed communication.

• To overcome distrust, structural and procedural approaches should be implemented, such as
engaging audiences and designing risk communication mechanisms.

Take account of risk perceptions of all interested parties

• Risk communication should embrace a two-way inclusive communication involving all relevant
stakeholders, including the members of the public, characterised by participation in the risk
analysis process that would facilitate identification of the public’s knowledge and perceptions of
risks and would support the building and maintenance of trust.

• To make two-way communication effective, a mix of quantitative and qualitative research
methods is recommended for studying risk perception; subsequently adapted forms of
participation need to be considered according to the type of risk and the audience.

• The need for dialogue between expert and lay publics including various stakeholders (‘extended
peer community’) to improve the relevancy and quality of science for policy is also supported by
Science and Technology Studies.

Reduce ambiguity of the perceived difference between hazard and risk

• The literature on the public perception of the difference between hazard and risk is scarce.
• The few studies identified show that the two terms are ambiguous or used interchangeably by

both the general public and sometimes even by experts.
• Education in schools and universities and through continuous and ad-hoc trainings of workers

who deal with risk analysis could help in increasing the knowledge, keeping in mind that short
text modules have proved to result in only limited success.
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• Cultural differences need to be taken into account, as the terminology is grounded in English
and might differ in other languages.

Fight dissemination of ‘false information’ and its sources

• Socio-cognitive factors are crucial to how people select and process information, either reliable
or not, and have to be taken into account to properly tackle disinformation phenomena.

• Echo chambers and strong polarisation are commonly observed on social media, and influence
the way in which online users select and interact with online content and react to corrective
attempts (i.e. debunking, fact-checking).

• Cognitive variables make it difficult to correct widespread belief in misinformation, causing a
familiarity backfire effect.

• Both the information source and type seem to have an effect on the correction of
misinformation; the type of news framing and technique used may impact differently on user
responses.

• Strategies and interventions to promote information literacy depend on the characteristics of the
target population and how deeply rooted misbeliefs are.

5. Recommendations

This section summarises our recommendations for follow-up activities after the completion of the
request in Section 1.2, following final publication of this report and the related outsourcing
(Section 1.3). These activities include: i) next steps needed to build upon the main conclusions of the
report and to support the European Commission in implementing the GPRC, including research
priorities to address critical data gaps; and ii) research needs of a more general nature resulting from
the literature review undertaken, which could be of interest to the research community and to inform
future research programmes.

Actions to consider when designing and implementing the GPRC

• Given the differences in roles of risk assessors and risk managers at EU, national, regional and
local levels, a common starting point for coordinated communication should be identified. Such
a common starting point could be in the form of a protocol that sets out agreed overall risk
communication objectives at each stage of the risk analysis process, i.e. framing, assessment,
evaluation and management. Transparency through the whole risk analysis process should be
assured.

• We recommend testing the proposed framework for generic risk profiling, with a view to
developing standard categories of risks, and appropriate communications content for these
different categories of risks, for use during different phases of the risk analysis process. Insights
obtained during such testing would allow translation of the draft framework for generic risk
profiling into a practical tool for risk communication planning.

• Literature shows that regulators should be consistent in messages related to a single risk
assessment and avoid multiple voices across food risk communicators in the food safety system.
For coordinated communication to happen, a discussion is needed among EU and national risk
managers and risk assessors on the possible repurposing of the Interface Committee17 as a
model for coordination and interaction. We propose the use of a template for synthesising the
legislative and institutional mechanisms influencing communication at international/EU/national
levels similar to or based on the model in the ‘conceptual framework for risk communication’
(Lin et al., 2020). Also, we recommend to further explore the proposal for a single coordinated
platform jointly managed by risk managers, risk assessors and stakeholders along the lines of
the proposed Internet Forum.17 Finally, joint campaigns could be used as tool to raise public
awareness on how the EU food safety system works and the role played by science.

• To implement an audience-first approach in risk communications, periodic EU research must
capture: i) food safety knowledge; ii) risk perception and mental models of the general public;
iii) use of information sources and iv) trust in different actors from farm to fork. We note it
should include a mix of quantitative and qualitative methods and be: i) centrally conducted
(initially), with one entity assuming coordination and identification role; ii) implemented in

17 For details see Section 3.3.3 (Mechanisms for Coordinated Communication).
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Member States, by competent national authorities, at an agreed interval, once a common
research methodology is agreed upon (sustainable solution).

• Risk communicators in the EU food safety system should use the tested techniques and content
types described in this report when attempting to tackle false information and its sources; at
the same time, we recommend fostering further investigation of disinformation in the area of
food safety. The latter is not covered extensively in the literature and additional evidence would
facilitate effective implementation of the ‘Tackling online disinformation’ approach presented by
the Commission in the area of food safety. This could be addressed by EFSA and the
Communication Expert Network through the update of the EFSA Handbook on Risk
Communication (EFSA, 2012, updated in 2017), scheduled to take place prior to implementation
of the GPRC.

Research needs to further inform appropriate risk communication

• We would welcome academic research that explores the public perception of the difference
between hazard and risk in more depth. There is probably a need to adapt this information to
the specific cultures in different countries, e.g. the two terms in English are not always
translatable into other languages. Addressing the lack of studies on the role of cultural
differences and background on risk perceptions would also be welcome in future research.

• In the current communications context characterised by the immediacy of contacts and
information sharing, social media listening should be an integral part of risk communication
research and theory, and consider risk perception, and information seeking and processing
behaviours. Use of technology-supported tools for automation of research at community level
should also be explored, including use of flash polls or app-driven public opinion analyses.

• Evidence suggests that multiple formats can support open dialogue with interested parties. We
would welcome research that explores how engagement initiatives in the EU, often deploying
the public consultation format, have contributed to the robustness of final scientific or policy
documents. These lessons should be considered when designing and choosing formats for
future engagement with interested parties.

• Trade-offs play an important role in risk communication, as consumers may struggle to compare
different risks or benefits of products or substances and processes used to develop them.
Research on the most effective ways to deliver such information could provide insights into
whether this can be tackled by risk communication solely, or whether it requires underlying
assessments to include risk–risk or risk–benefit analyses.

• In general, we found that most research covering theories and models for behaviour change is
often not linked to applied work and not integrated with research on other relevant
psychological or socio-cultural factors. This is regrettable for risk communication as all these
factors need to be integrated if communication is required to cover both assessment and
management of risks. We recommend such interdisciplinary research be coordinated through EU
research programmes; also, we encourage joint initiatives involving social scientists at
regulatory bodies (e.g. Commission, EFSA, ECHA, EMA, ECDC, EEA, JRC, national authorities) to
connect relevant societal insights along the risk analysis process.

References
Abelson J, 2009. What does it mean to trust a health system? A qualitative study of Canadian health care values.

Health Policy, 91, 63–70.
Ajzen I, 1991. The theory of planned behavior. Organizational Behavior and Human Decision Processes, 50, 179–211.
Alhakami AS and Slovic P, 1994. A psychological study of the inverse relationship between perceived risk and

perceived benefit. Risk Analysis, 14, 1085–1096.
Alonso ME, Gonz�alez-Monta~na JR and Lomillos JM, 2020. Consumers’ concerns and perceptions of farm animal

welfare. Animals, 10.
Amendola A, 2001. Recent paradigms for risk informed decision making. Safety Science, 40, 17–30.
Andersson MG, Elving J, Nordkvist E, Urdl M, Engblom L, Mader A, Kowalczyk J, Lahrssen-Wiederholt M, Altmeyer

S, Tuominen P, Joutsen S, Suomi J, Mikkel€a A, Hinkka N, Siekkinen K-M, Van der Fels-Klerx I, van den Borne B
and Ali B, 2020. Communication inside Risk Assessment and Risk Management (COMRISK): final report. EFSA
supporting publication 2020;EN-1891, 48 pp. https://doi.org/10.2903/sp.efsa.2020.EN-1891

Arnot C, Vizzier-Thaxton Y and Scanes CG, 2016. Values, trust and science – building trust in today’s food system
in an era of radical transparency. Poultry Science, 95, 2219–2224. https://doi.org/10.3382/ps/pew168

Arvai JL, 2003. Using risk communication to disclose the outcome of a participatory decision-making process:
effects on the perceived acceptability of risk-policy decisions. Risk Analysis, 23, 281–289.

Risk communication

www.efsa.europa.eu/efsajournal 100 EFSA Journal 2021;19(4):6574

https://doi.org/10.2903/sp.efsa.2020.EN-1891
https://doi.org/10.3382/ps/pew168


Auger GA, 2014. Trust me, trust me not: an experimental analysis of the effect of transparency on organizations.
Journal of Public Relations Research, 26, 325–343. https://doi.org/10.1080/1062726X.2014.908722

Aven T and Renn O, 2010. Introduction: Concept of Risk. Risk Management and Governance. Springer, Berlin,
Heidelberg. pp. 1–15.

Balog-Way DHP and McComas KA, 2020. COVID-19: reflections on trust, tradeoffs, and preparedness. Journal of
Risk Research.

Balog-Way DHP, Evensen D, L€ofstedt RE and Bouder F, 2019. Effects of public trust on behavioural intentions in
the pharmaceutical sector: data from six European countries. Journal of Risk Research. https://doi.org/
10.1080/13669877.2019.1694962

Balog-Way DHP, McComas K and Besley J, 2020. The evolving field of risk communication. Risk Analysis, 40(S1),
2240–2262.

Barnett J and Breakwell GM, 2001. Risk perception and experience: hazard personality profiles and individual
differences. Risk Analysis, 21, 171–178.

Bar-Yam Y, 1997. Dynamics of Complex Systems. Perseus Press, New York, NY.
Bearth A and Siegrist M, 2016. Are risk or benefit perceptions more important for public acceptance of innovative

food technologies: a meta-analysis. Trends in Food Science and Technology. Elsevier Ltd. pp. 14–23. https://
doi.org/10.1016/j.tifs.2016.01.003

Bearth A, Cousin ME and Siegrist M, 2014. Poultry consumers’ behaviour, risk perception and knowledge related to
campylobacteriosis and domestic food safety. Food Control, 44, 166–176. https://doi.org/10.1016/j.foodcont.
2014.03.055

Betsch C and Sachse K, 2013. Debunking vaccination myths: strong risk negations can increase perceived
vaccination risks. Health Psychology, 32, 146–155. https://doi.org/10.1037/a0027387

BfR (Bundesinstitut f€ur Risikobewertung) [German Federal Institute for Risk Assessment], online. BfR Risk Profile.
Available online: https://www.bfr.bund.de/en/bfr_risk_profile-186391.html [Accessed: 22 October 2020].

Bish A, Michie S and Yardley L, 2010. Principles of Effective Communication. Supporting Documents for UK
Influenza Pandemic Preparedness Strategy Policy.

Boholm �A, 2019. Lessons of success and failure: practicing risk communication at government agencies. Safety
Science, 118, 158–167.

Boholm �A and Corvellec H, 2011. A relational theory of risk. Journal of Risk Research, 14, 175–190.
Bouder F, Way D, L€ofstedt R and Evensen D, 2015. Transparency in Europe: a quantitative study. Risk Analysis, 35,

1210–1229. https://doi.org/10.1111/risa.12386
Bouyer M, Bagdassarian S, Chaabanne S and Mullet E, 2001. Personality correlates of risk perception. Risk

Analysis, 21, 457–466.
Briggs D, 2009. Risk communication and stakeholder participation in the governance of systemic environmental

health risks. International Journal of Risk Assessment and Management, 13, 195–215.
Brown KA, Timotijevic L, Barnett J, Shepherd R, L€ahteenm€aki L and Raats MM, 2011. A review of consumer

awareness, understanding and use of food-based dietary guidelines. British Journal of Nutrition. Cambridge
University Press, 15–26. https://doi.org/10.1017/S0007114511000250

Bruhn CM, 2005. Explaining the concept of health risk versus hazards to consumers. Food Control, 16(6 SPEC),
487–490. https://doi.org/10.1016/j.foodcont.2003.10.011

Brunk CG, 2014. Risk Analysis: Risk Communication: Novel foods and novel technologies. Encyclopedia of Food
Safety, 1, 133–137. Elsevier Ltd. https://doi.org/10.1016/B978-0-12-378612-8.00041-X

Bryer TA, 2007. Toward a relevant agenda for a responsive public administration. Journal of Public Administration
Research and Theory, 17, 479–500.

CAC (Codex Alimentarius Commission), 1997. Report of the Twenty-second Session of the Codex Alimentarius
Commission, Geneva, 23-28 June 7 1997. Ref. No. ALINORM 97/37 1997. ISBN 92-5-104015-X. FAO and WHO
1997. Available online: http://www.fao.org/fao-who-codexalimentarius/sh-proxy/en/?lnk=1&url=https%253A%
252F%252Fworkspace.fao.org%252Fsites%252Fcodex%252FMeetings%252FCX-701-22%252Fal97_37e.pdf

CAC (Codex Alimentarius Commission), 2006. Codex Alimentarius Commission Procedural Manual. 16th edition.
Joint FAO/WHO Food Standards Programme. Available online: http://www.fao.org/3/a1100e/a1100e00.htm

Cairns G, De Andrade M and MacDonald L, 2013. Reputation, relationships, risk communication, and the role of
trust in the prevention and control of communicable disease: a review. Journal of Health Communication,
1550–1565. https://doi.org/10.1080/10810730.2013.840696

CDC (United States Centers for Disease Control and Prevention), 2018. Crisis and Emergency Risk Communication
(CERC) manual. Available online: https://emergency.cdc.gov/cerc/manual/index.asp

Charlebois S and Summan A, 2015. A risk communication model for food regulatory agencies in modern society.
Trends in Food Science and Technology. Elsevier Ltd. pp. 153–165. https://doi.org/10.1016/j.tifs.2015.05.004

Chess C and Purcell K, 1999. Public participation and the environment: do we know what works? Environmental
Science and Technology, 33, 2685–2692.

Cho TJ, Kim NH, Hong YJ, Park B, Kim HS, Lee HG, Song MK and Rhee MS, 2017. Development of an effective
tool for risk communication about food safety issues after the Fukushima nuclear accident: what should be
considered ? Food Control, 79, 17–26. https://doi.org/10.1016/j.foodcont.2017.03.023

Risk communication

www.efsa.europa.eu/efsajournal 101 EFSA Journal 2021;19(4):6574

https://doi.org/10.1080/1062726X.2014.908722
https://doi.org/10.1080/13669877.2019.1694962
https://doi.org/10.1080/13669877.2019.1694962
https://doi.org/10.1016/j.tifs.2016.01.003
https://doi.org/10.1016/j.tifs.2016.01.003
https://doi.org/10.1016/j.foodcont.2014.03.055
https://doi.org/10.1016/j.foodcont.2014.03.055
https://doi.org/10.1037/a0027387
https://www.bfr.bund.de/en/bfr_risk_profile-186391.html
https://doi.org/10.1111/risa.12386
https://doi.org/10.1017/S0007114511000250
https://doi.org/10.1016/j.foodcont.2003.10.011
https://doi.org/10.1016/B978-0-12-378612-8.00041-X
http://www.fao.org/fao-who-codexalimentarius/sh-proxy/en/?lnk=1&url=https%253A%252F%252Fworkspace.fao.org%252Fsites%252Fcodex%252FMeetings%252FCX-701-22%252Fal97_37e.pdf
http://www.fao.org/fao-who-codexalimentarius/sh-proxy/en/?lnk=1&url=https%253A%252F%252Fworkspace.fao.org%252Fsites%252Fcodex%252FMeetings%252FCX-701-22%252Fal97_37e.pdf
http://www.fao.org/3/a1100e/a1100e00.htm
https://doi.org/10.1080/10810730.2013.840696
https://emergency.cdc.gov/cerc/manual/index.asp
https://doi.org/10.1016/j.tifs.2015.05.004
https://doi.org/10.1016/j.foodcont.2017.03.023


Cinelli M, Quattrociocchi W, Galeazzi A, Valensise CM, Brugnoli E, Schmidt AL, Zola P, Zollo F and Scala A, 2020.
The COVID-19 social media infodemic. Nature Scientific Reports. In press.

Cole GA and Withey SB, 1981. Perspectives on risk perceptions. Risk Analysis, 1, 143–163.
Colley SK, Kane PKM and Gibson JM, 2019. Risk communication and factors influencing private well testing

behavior: a systematic scoping review. International Journal of Environmental Research and Public Health, 16.
https://doi.org/10.3390/ijerph16224333

Cope S, Frewer L, Houghton J, Rowe G, Fischer ARH and De Jonge J, 2010. Consumer perceptions of best
practice in food risk communication and management: implications for risk analysis policy. Food Policy, 35,
349–357. https://doi.org/10.1016/j.foodpol.2010.04.002

Cornand C and Heinemann F, 2008. Optimal degree of public information dissemination. Economic Journal, 118,
718–742. https://doi.org/10.1111/j.1468-0297.2008.02139.x

Cornish A, Raubenheimer D and McGreevy P, 2016. What we know about the public’s level of concern for farm
animal welfare in food production in developed countries. Animals, 6, 74.

Covello V, 1983. The perception of technological risks: a literature review. Technological Forecasting and Social
Change, 23, 285–297.

Covello V, 2003. Best practices in public health risk and crisis communication. Journal of Health Communication, 8
(S1), 5–8.

Cuevas Shaw L, 2021. From sensemaking to sensegiving: a discourse analysis of the scholarly communications
community’s public response to the global pandemic. Learned Publishing, 34, 6–16.

Cvetkovich G, Siegrist M, Murray R and Tragesser S, 2002. New information and social trust: asymmetry and
perseverance of attributions about hazard managers. Risk Analysis, 22, 359–367.

De Jonge J, Frewer L, Van Trijp H, Renes RJ, De Wit W and Timmers J, 2004. Monitoring consumer confidence in
food safety: an exploratory study. British Food Journal, 106, 837–849. https://doi.org/10.1108/
00070700410561423

De Jonge J, Van Trijp H, Renes RJ and Frewer L, 2007. Understanding consumer confidence in the safety of food:
its two-dimensional structure and determinants. Risk Analysis, 27, 729–740. https://doi.org/10.1111/j.1539-
6924.2007.00917.x

De Jonge J, Van Trijp H, Renes RJ and Frewer L, 2010. Consumer confidence in the safety of food and newspaper
coverage of food safety issues: a longitudinal perspective. Risk Analysis, 30, 125–142. https://doi.org/10.1111/
j.1539-6924.2009.01320.x

De Marchi B, 2003. Public participation and risk governance. Science and Public Policy, 30, 171–176.
De Marchi B, 2015. Risk governance and the integration of different types of knowledge. Risk Governance.

Springer, Dordrecht. pp. 149–165.
De Marchi B and Ravetz J, 1999. Risk management and governance: a post-normal science approach. Futures, 31,

743–757.
De Marchi B and Scolobig A, 2012. The views of experts and residents on social vulnerability to flash floods in an

alpine region of Italy. Disasters, 36, 316–337.
Degeneffe D, Kinsey J, Stinson T and Ghosh K, 2009. Segmenting consumers for food defense communication

strategies. International Journal of Physical Distribution and Logistics Management, 39, 365–403. https://doi.
org/10.1108/09600030910973733

Del Vicario M, Bessi A, Zollo F, Petroni F, Scala A, Caldarelli G, Stanley HE and Quattrociocchi W, 2016. The
spreading of misinformation online. Proceedings of the National Academy of Sciences, 113, 554–559. https://
doi.org/10.1073/pnas.1517441113

Dendler L and B€ol GF, 2020. Increasing engagement in regulatory science: reflections from the field of risk
assessment. Science, Technology, and Human Values, 0162243920944499.

Devaney L, 2016. Good governance? Perceptions of accountability, transparency and effectiveness in Irish food
risk governance. Food Policy, 62, 1–10. https://doi.org/10.1016/j.foodpol.2016.04.003

Donovan J, 2020. Concrete recommendations for cutting through misinformation during the COVID-19 pandemic.
American Journal of Public Health, 110, S286–S287.

Douglas M and Wildavsky A, 1983. Risk and Culture: An Essay on the Selection of Technological and
Environmental Dangers. University of California Press.

Dreyer M and Renn O, 2009. Food Safety Governance. Springer, Berlin. pp. 111–120.
Dryhurst S, Schneider CR, Kerr J, Freeman AL, Recchia G, Van Der Bles AM, Spiegelhalter D and Van der Linden S,

2020. Risk perceptions of COVID-19 around the world. Journal of Risk Research, 1–13.
Earle TC and Siegrist M, 2006. Morality information, performance information, and the distinction between trust

and confidence. Journal of Applied Social Psychology, 36, 383–416.
ECDC (European Centre for Disease Prevention and Control), 2020a. Systematic scoping review on social media

monitoring methods and interventions relating to vaccine hesitancy. Available online: https://www.ecdc.
europa.eu/en/publications-data/systematic-scoping-review-social-media-monitoring-methods-and-interventions

ECDC (European Centre for Disease Prevention and Control), 2020b. Monitoring and evaluation framework for
COVID-19 response activities in the EU/EEA and the UK. Available online: https://www.ecdc.europa.eu/sites/
default/files/documents/covid-19-framework-monitor-responses.pdf

Risk communication

www.efsa.europa.eu/efsajournal 102 EFSA Journal 2021;19(4):6574

https://doi.org/10.3390/ijerph16224333
https://doi.org/10.1016/j.foodpol.2010.04.002
https://doi.org/10.1111/j.1468-0297.2008.02139.x
https://doi.org/10.1108/00070700410561423
https://doi.org/10.1108/00070700410561423
https://doi.org/10.1111/j.1539-6924.2007.00917.x
https://doi.org/10.1111/j.1539-6924.2007.00917.x
https://doi.org/10.1111/j.1539-6924.2009.01320.x
https://doi.org/10.1111/j.1539-6924.2009.01320.x
https://doi.org/10.1108/09600030910973733
https://doi.org/10.1108/09600030910973733
https://doi.org/10.1073/pnas.1517441113
https://doi.org/10.1073/pnas.1517441113
https://doi.org/10.1016/j.foodpol.2016.04.003
https://www.ecdc.europa.eu/en/publications-data/systematic-scoping-review-social-media-monitoring-methods-and-interventions
https://www.ecdc.europa.eu/en/publications-data/systematic-scoping-review-social-media-monitoring-methods-and-interventions
https://www.ecdc.europa.eu/sites/default/files/documents/covid-19-framework-monitor-responses.pdf
https://www.ecdc.europa.eu/sites/default/files/documents/covid-19-framework-monitor-responses.pdf


EFSA (European Food Safety Authority), 2012 (updated in 2017). When food is cooking up a storm - Proven
recipes for risk communications. Available online: https://op.europa.eu/en/publication-detail/-/publication/654b
67b4-57bf-11e7-a5ca-01aa75ed71a1/

EFSA (European Food Safety Authority), 2014. Discussion Paper - Transformation to an “Open EFSA”. Available
online: https://www.efsa.europa.eu/sites/default/files/corporate_publications/files/openefsadiscussionpaper14.
pdf

EFSA (European Food Safety Authority), 2016. EFSA Stakeholder Engagement Approach. Available online: https://
www.efsa.europa.eu/sites/default/files/EFSA%20Stakeholder%20engagement%20approach_FINAL.pdf

EFSA (European Food Safety Authority), 2019a. Special Eurobarometer - Food safety in the EU. Available online:
https://www.efsa.europa.eu/sites/default/files/corporate_publications/files/Eurobarometer2019_Food-safety-in-
the-EU_Full-report.pdf

EFSA (European Food Safety Authority), Hart A, Maxim L, Siegrist M, Von Goetz N, da Cruz C, Merten C, Mosbach-
Schulz O, Lahaniatis M, Smith A and Hardy A, 2019b. Guidance on Communication of Uncertainty in Scientific
Assessments. EFSA Journal 2019;17(1):5520, 73 pp. https://doi.org/10.2903/j.efsa.2019.5520

EFSA (European Food Safety Authority), 2021a. Technical report on the outcome of the targeted and the public
consultations. EFSA Supporting publications 2021; https://efsa.onlinelibrary.wiley.com/doi/10.2903/j.efsa.2021.
6574#support-information-section

EFSA (European Food Safety Authority), 2021b. Engagement Toolkit - Methods, tips and best practices to design
effective participatory processes. EFSA Supporting publications 2021; https://www.efsa.europa.eu/sites/default/
files/documents/engagement-toolkit.pdf

EFSA (European Food Safety Authority), 2021c. Catalogue of Communication Tools and Dissemination Guidelines –
benchmarking current practice in EU and Members State bodies. EFSA Supporting publications 2021; https://
efsa.onlinelibrary.wiley.com/doi/10.2903/j.efsa.2021.e190402

EFSA (European Food Safety Authority) and European Commission, 2019. Special Eurobarometer “Food safety in
the EU”. Available online: https://www.efsa.europa.eu/sites/default/files/corporate_publications/files/Euroba
rometer2019_Food-safety-in-the-EU_Full-report.pdf

EFSA Scientific Committee, 2015. Scientific Opinion on a risk profile related to production and consumption of
insects as food and feed. EFSA Journal 2015;13(10):4257, 60 pp. https://doi.org/10.2903/j.efsa.2015.4257

EFSA Scientific Committee, Benford D, Halldorsson T, Jeger MJ, Knutsen HK, More S, Naegeli H, Noteborn H,
Ockleford C, Ricci A, Rychen G, Schlatter JR, Silano V, Solecki R, Turck D, Younes M, Craig P, Hart A, Von Goetz
N, Koutsoumanis K, Mortensen A, Ossendorp B, Martino L, Merten C, Mosbach-Schulz O and Hardy A, 2018a.
Guidance on Uncertainty Analysis in Scientific Assessments. EFSA Journal 2018;16(1):5123, 39 pp. https://doi.
org/10.2903/j.efsa.2018.5123

EFSA Scientific Committee, Benford D, Halldorsson T, Jeger MJ, Knutsen HK, More S, Naegeli H, Noteborn H,
Ockleford C, Ricci A, Rychen G, Schlatter JR, Silano V, Solecki R, Turck D, Younes M, Craig P, Hart A, Von Goetz
N, Koutsoumanis K, Mortensen A, Ossendorp B, Germini A, Martino L, Merten C, Smith A and Hardy A, 2018b.
Principles and methods behind EFSA’s Guidance on Uncertainty Analysis in Scientific Assessment. Scientific
Opinion. EFSA Journal 2018;16(1):5122, 282 pp. https://doi.org/10.2903/j.efsa.2018.5122

Engdahl E and Lidskog R, 2014. Risk, communication and trust: towards an emotional understanding of trust.
Public Understanding of Science, 23, 703–717. https://doi.org/10.1177/0963662512460953

Engel JF, Kollat DT and Blackwell RD, 1968. Consumer behavior. Holt, Rinehart and Winston, New York.
Estes WK, 2014. Handbook of Learning and Cognitive Processes (Vol. 5): Human Information Processing.

Psychology Press, New York.
European Commission, 2006. Special Eurobarometer 238 “Risk Issues”. Available online: https://ec.europa.eu/

commfrontoffice/publicopinion/archives/ebs/ebs_238_en.pdf
European Commission, 2010. Special Eurobarometer 354 “Food-related risks”. Available online: https://ec.europa.eu/

commfrontoffice/publicopinion/archives/ebs/ebs_354_en.pdf
European Commission, 2014. Future brief: green behaviour. Science for Environmental Policy, 4, 1–11. https://doi.

org/10.2779/54117
European Commission, 2016. Attitudes of Europeans towards animal welfare. Report. Special Eurobarometer 442

Wave EB, 84.
European Commission, 2020a. A cultural change: the European Commission embraces citizen engagement.

Available online: https://ec.europa.eu/jrc/en/news/cultural-change-european-commission-embraces-citizen-
engagement

European Commission, 2020b. Tackling COVID-19 disinformation - Getting the facts right. Available online: https://
ec.europa.eu/info/sites/info/files/communication-tackling-covid-19-disinformation-getting-facts-right_en.pdf

Evans AB and Miele M, 2019. Enacting public understandings: the case of farm animal welfare. Geoforum, 99,
1–10.

FAO/WHO (Food and Agriculture Organization and World Health Organization), 1997. Risk management and food
safety. Available online: http://www.fao.org/3/a-w4982e.pdf

FAO/WHO (Food and Agriculture Organization and World Health Organization), 2006. Food safety risk analysis – A
guide for national food safety authorities. Available online: http://www.fao.org/3/a-a0822e.pdf

Risk communication

www.efsa.europa.eu/efsajournal 103 EFSA Journal 2021;19(4):6574

https://op.europa.eu/en/publication-detail/-/publication/654b67b4-57bf-11e7-a5ca-01aa75ed71a1/
https://op.europa.eu/en/publication-detail/-/publication/654b67b4-57bf-11e7-a5ca-01aa75ed71a1/
https://www.efsa.europa.eu/sites/default/files/corporate_publications/files/openefsadiscussionpaper14.pdf
https://www.efsa.europa.eu/sites/default/files/corporate_publications/files/openefsadiscussionpaper14.pdf
https://www.efsa.europa.eu/sites/default/files/EFSA%20Stakeholder%20engagement%20approach_FINAL.pdf
https://www.efsa.europa.eu/sites/default/files/EFSA%20Stakeholder%20engagement%20approach_FINAL.pdf
https://www.efsa.europa.eu/sites/default/files/corporate_publications/files/Eurobarometer2019_Food-safety-in-the-EU_Full-report.pdf
https://www.efsa.europa.eu/sites/default/files/corporate_publications/files/Eurobarometer2019_Food-safety-in-the-EU_Full-report.pdf
https://doi.org/10.2903/j.efsa.2019.5520
https://efsa.onlinelibrary.wiley.com/doi/10.2903/j.efsa.2021.6574#support-information-section
https://efsa.onlinelibrary.wiley.com/doi/10.2903/j.efsa.2021.6574#support-information-section
https://www.efsa.europa.eu/sites/default/files/documents/engagement-toolkit.pdf
https://www.efsa.europa.eu/sites/default/files/documents/engagement-toolkit.pdf
https://efsa.onlinelibrary.wiley.com/doi/10.2903/j.efsa.2021.e190402
https://efsa.onlinelibrary.wiley.com/doi/10.2903/j.efsa.2021.e190402
https://www.efsa.europa.eu/sites/default/files/corporate_publications/files/Eurobarometer2019_Food-safety-in-the-EU_Full-report.pdf
https://www.efsa.europa.eu/sites/default/files/corporate_publications/files/Eurobarometer2019_Food-safety-in-the-EU_Full-report.pdf
https://doi.org/10.2903/j.efsa.2015.4257
https://doi.org/10.2903/j.efsa.2018.5123
https://doi.org/10.2903/j.efsa.2018.5123
https://doi.org/10.2903/j.efsa.2018.5122
https://doi.org/10.1177/0963662512460953
https://ec.europa.eu/commfrontoffice/publicopinion/archives/ebs/ebs_238_en.pdf
https://ec.europa.eu/commfrontoffice/publicopinion/archives/ebs/ebs_238_en.pdf
https://ec.europa.eu/commfrontoffice/publicopinion/archives/ebs/ebs_354_en.pdf
https://ec.europa.eu/commfrontoffice/publicopinion/archives/ebs/ebs_354_en.pdf
https://doi.org/10.2779/54117
https://doi.org/10.2779/54117
https://ec.europa.eu/jrc/en/news/cultural-change-european-commission-embraces-citizen-engagement
https://ec.europa.eu/jrc/en/news/cultural-change-european-commission-embraces-citizen-engagement
https://ec.europa.eu/info/sites/info/files/communication-tackling-covid-19-disinformation-getting-facts-right_en.pdf
https://ec.europa.eu/info/sites/info/files/communication-tackling-covid-19-disinformation-getting-facts-right_en.pdf
http://www.fao.org/3/a-w4982e.pdf
http://www.fao.org/3/a-a0822e.pdf


FAO/WHO (Food and Agriculture Organization and World Health Organization), 2016. Risk communication applied
to food safety: handbook.. Available online: http://www.fao.org/3/a-i5863e.pdf

FCEC (Framework Contract for evaluation and evaluation related services - Lot 2: Food Chain; Agra CEAS
Consulting, Arcadia International, and Civic Consulting), 2021. Mapping the Coordination and Cooperation
Mechanisms of Risk Communication in the EU – Final Report, (RC/EFSA/COM/2020/01 implementing SANTE/
2016/A1/039), EFSA Supporting publications, https://efsa.onlinelibrary.wiley.com/doi/10.2903/j.efsa.2021.
e190401

Felt U and Fochler M, 2010. Machineries for making publics: inscribing and de-scribing publics in public
engagement. Minerva, 48, 219–238.

Finucane ML, 2002. Mad cows, mad corn and mad communities: the role of socio-cultural factors in the perceived
risk of genetically-modified food. Proceedings of the Nutrition Society, 61, 31–37. https://doi.org/10.1079/
pns2001127

Finucane ML and Holup JL, 2005. Psychosocial and cultural factors affecting the perceived risk of genetically
modified food: an overview of the literature. Social Science and Medicine, 60, 1603–1612. https://doi.org/
10.1016/j.socscimed.2004.08.007

Finucane ML, Alhakami A, Slovic P and Johnson SM, 2000. The affect heuristic in judgments of risks and benefits.
Journal of behavioral decision making, 13, 1–17.

Fiorino DJ, 1989. Technical and democratic values in risk analysis. Risk Analysis, 9, 293–299.
Fiorino DJ, 1990. Citizen participation and environmental risk: a survey of institutional mechanisms. Science,

Technology and Human Values, 15, 226–243.
Fischer F, 2005. Citizens, Experts, and the Environment: The Politics of Local Knowledge. Duke University Press,

Durham, NC.
Fischhoff B, 1995. Risk perception and communication unplugged: twenty years of process. Risk Analysis, 15,

137–145.
Fischhoff B, 1998. Communicate unto others. Reliability Engineering and System Safety, 59, 63–72.
Fischhoff B and Davis AL, 2014. Communicating scientific uncertainty. Proceedings of the National Academy of

Sciences, 16(111 Suppl 4), 13664–13671.
Fischhoff B, Bostrom A and Quadrel MJ, 1993. Risk perception and communication. Annual Review of Public

Health, 14, 183–203. https://doi.org/10.1146/annurev.pu.14.050193.001151
Fischhoff B, Slovic P, Lichtenstein S, Read S and Combs B, 1978. How safe is safe enough? A psychometric study

of attitudes towards technological risks and benefits. Policy sciences, 9, 127–152.
Fisher WR, 1987. Human Communication as Narration: Toward a Philosophy of Reason, Value, and Action.

University of South Carolina Press, Columbia.
Fiske ST and Dupree C, 2014. Gaining trust as well as respect in communicating to motivated audiences about

science topics. Proceedings of the National Academy of Sciences, 111(Supplement 4), 13593–13597.
Fitzpatrick-Lewis D, Yost J, Ciliska D and Krishnaratne S, 2010. Communication about environmental health risks: a

systematic review. Environmental Health: A Global Access Science Source, 9. https://doi.org/10.1186/1476-
069X-9-67

Flaxman S, Goel S and Rao JM, 2016. Filter bubbles, echo chambers, and online news consumption. Public
Opinion Quarterly, 80(S1), 298–320.

Franks B, Bangerter A and Bauer M, 2013. Conspiracy theories as quasi-religious mentality: an integrated account
from cognitive science, social representations theory, and frame theory. Frontiers in Psychology, 4, 424.

Freeman RE, 1984. Strategic Management: A Stakeholder Approach. Pitman, Boston.
Freudenstein F, Croft RJ, Wiedemann PM, Verrender A, B€ohmert C and Loughran SP, 2020. Framing effects in risk

communication messages–hazard identification vs. risk assessment. Environmental Research, 109934.
Freudenstein F, Croft RJ, Loughran SP, Zeleke BM and Wiedemann PM, 2021. Effects of selective outcome

reporting on risk perception. Environmental Research, 110821 pp.
Freund J and Jones J, 2014. Measuring and Managing Information Risk: A FAIR Approach. Butterworth-

Heinemann.
Frewer L, 2000. Risk perception and risk communication about food safety issues. Nutrition Bulletin, 25, 31–33.

https://doi.org/10.1046/j.1467-3010.2000.00015.x
Frewer L, 2003. Trust, transparency, and social context: Implications for social amplification of risk. The Social

Amplification of Risk, 123–137. https://doi.org/10.1017/CBO9780511550461.006
Frewer L, 2004. The public and effective risk communication. Toxicology Letters, 149, 391–397. https://doi.org/

10.1016/j.toxlet.2003.12.049
Frewer L and Miles S, 2003. Temporal stability of the psychological determinants of trust: implications for

communication about food risks. Health, Risk and Society, 5, 259–271. https://doi.org/10.1080/
13698570310001606969

Frewer L, Howard C, Hedderley D and Shepherd R, 1996. What determines trust in information about food-related
risks? Underlying psychological constructs Risk analysis, 16, 473–486. https://doi.org/10.1111/j.1539-6924.
1996.tb01094.x

Frewer L, Fischer ARH and Kaptan G, 2005. Consumer perceptions of risks from food. In handbook of hygiene
control in the food industry. Woodhead Publishing. pp. 15–23.

Risk communication

www.efsa.europa.eu/efsajournal 104 EFSA Journal 2021;19(4):6574

http://www.fao.org/3/a-i5863e.pdf
https://efsa.onlinelibrary.wiley.com/doi/10.2903/j.efsa.2021.e190401
https://efsa.onlinelibrary.wiley.com/doi/10.2903/j.efsa.2021.e190401
https://doi.org/10.1079/pns2001127
https://doi.org/10.1079/pns2001127
https://doi.org/10.1016/j.socscimed.2004.08.007
https://doi.org/10.1016/j.socscimed.2004.08.007
https://doi.org/10.1146/annurev.pu.14.050193.001151
https://doi.org/10.1186/1476-069X-9-67
https://doi.org/10.1186/1476-069X-9-67
https://doi.org/10.1046/j.1467-3010.2000.00015.x
https://doi.org/10.1017/CBO9780511550461.006
https://doi.org/10.1016/j.toxlet.2003.12.049
https://doi.org/10.1016/j.toxlet.2003.12.049
https://doi.org/10.1080/13698570310001606969
https://doi.org/10.1080/13698570310001606969
https://doi.org/10.1111/j.1539-6924.1996.tb01094.x
https://doi.org/10.1111/j.1539-6924.1996.tb01094.x


Frewer LJ, Fischer ARH, Brennan M, B�an�ati D, Lion R, Meertens RM, Rowe G, Siegrist M, Verbeke W and Vereijken
CM, 2016. Risk/benefit communication about food—a systematic review of the literature. Critical Reviews in
Food Science and Nutrition, 56, 1728–1745. https://doi.org/10.1080/10408398.2013.801337

Friedman AL and Miles S, 2002. Developing stakeholder theory. Journal of Management Studies, 39, 1–21.
FSA (Food Standards Agency), 2019. Communicating Risk. A review of guidance and academic literature on

communicating risk in relation to food. Available online: https://www.food.gov.uk/sites/default/files/media/doc
ument/communicating-risk_final-report-no-front-page-table-002.pdf

Funtowicz SO and Ravetz JR, 1990. Uncertainty and Quality in Science for Policy. Kluwer, Dordrecht. 229 pp.
Funtowicz SO and Ravetz JR, 1993. Science for the post-normal age. Futures, 25, 739–755.
Gaskell G, Allum N, Wagner W, Kronberger N, Torgersen H, Hampel J and Bardes J, 2004. GM foods and the

misperception of risk perception. Risk Analysis, 24, 185–194.
Gaskell G, Hohl K and Gerber MM, 2017. Do closed survey questions overestimate public perceptions of food risks?

Journal of Risk Research, 20, 1038–1052.
Gaspar R, Lu�ıs S, Seibt B, Lima ML, Marcu A, Rutsaert P, Fletcher D, Verbeke W and Barnett J, 2016. Consumers’

avoidance of information on red meat risks: information exposure effects on attitudes and perceived
knowledge. Journal of Risk Research, 19, 533–549.

GCS (Government Communications Service), 2020. RESIST Counter Disinformation Toolkit. Available online:
https://3x7ip91ron4ju9ehf2unqrm1-wpengine.netdna-ssl.com/wp-content/uploads/2020/03/RESIST-Counter-
Disinformation-Toolkit.pdf

Glanz K and Bishop DB, 2010. The role of behavioral science theory in development and implementation of public
health interventions. Annual Review of Public Health, 31, 399–418.

Goldenberg MJ, 2016. Public misunderstanding of science? Reframing the problem of vaccine hesitancy.
Perspectives on Science, 24, 552–581.

Graham JD and Wiener JB, 1997. Risk Versus Risk. Harvard University Press, Cambridge, Massachusetts.
Griffin RJ, Dunwoody S and Neuwirth K, 1999. Proposed model of the relationship of risk information seeking and

processing to the development of preventive behaviors. Environmental Research, 80, S230–S245.
Grunert KG and Wills JM, 2007. A review of European research on consumer response to nutrition information on

food labels. Journal of Public Health, 15, 385–399.
Guillier L, Duret S, Hoang HM, Flick D, Nguyen-Th�e C and Laguerre O, 2016. Linking food waste prevention,

energy consumption and microbial food safety: the next challenge of food policy? Current Opinion in Food
Science, 12, 30–35.

Gurian P, 2007. Risk Perception, Risk Communication, and Risk Management. Drexel University Libraries.
Gustafsson K and Lidskog R, 2012. Acknowledging risk, trusting expertise, and coping with uncertainty: citizens’

deliberations on spraying an insect population. Society and Natural Resources, 25, 587–601.
Gregory R, 2000. Using stakeholder values to make smarter environmental decisions.Environment: Science and

Policy for Sustainable Development, 42, 34–44.
Hansen J, Holm L, Frewer L, Robinson P and Sandøe P, 2003. Beyond the knowledge deficit: recent research into

lay and expert attitudes to food risks. Appetite, 41, 111–121. https://doi.org/10.1016/S0195-6663(03)00079-5
Hansen SF, Von Krauss MK and Tickner JA, 2008. The precautionary principle and risk-risk tradeoffs. Journal of

Risk Research, 11, 423–464. https://doi.org/10.1080/13669870801967192
Harvey N, Twyman M and Harries C, 2006. Making decisions for other people: the problem of judging acceptable

levels of risk. Forum Qualitative Sozialforschung, 7. https://doi.org/10.17169/fqs-7.1.66
Heath RL, Lee J and Lemon LL, 2019. Narratives of risk communication: nudging community residents to shelter-

in-place. Public Relations Review, 45, 128–137. https://doi.org/10.1016/j.pubrev.2018.12.004
Henriques G, 2013. What is knowledge? A brief primer. A basic review of how philosophers approach knowledge.

Psychology Today. Available online: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2248287
Hjørland B, 2007. Information: objective or subjective/situational? Journal of the American society for information

science and technology, 58, 1448–1456.
Hobbs JE and Goddard E, 2015. Consumers and trust. Food Policy, 52, 71–74.
Hohl K and Gaskell G, 2008. European public perceptions of food risk: cross-national and methodological

comparisons. Risk Analysis, 28, 311–324.
Holmes BJ, 2008. Communicating about emerging infectious disease: the importance of research. Health Risk and

Society, 10, 349–360.
Hooker C, Capon A and Leask J, 2017. Communicating about risk: strategies for situations where public concern is

high but the risk is low. Public Health Research and Practice, 27, 1–5. https://doi.org/10.17061/phrp2711709
H€oppner C, Whittle R, Br€undl M and Buchecker M, 2012. Linking social capacities and risk communication in

Europe: a gap between theory and practice? Natural Hazards, 64, 1753–1778. https://doi.org/10.1007/s11069-
012-0356-5

ICF, 2019. EU Insights - Chemical mixtures: awareness, understanding and perceptions. EFSA supporting
publication 2019;EN-1602, 113 pp.

INRA (Europe) for the European Commission, Directorate General “Research”, 2000. The Europeans and
Biotechnology. Eurobarometer 52.1. Available online: https://ec.europa.eu/commfrontoffice/publicopinion/arc
hives/ebs/ebs_134_en.pdf

Risk communication

www.efsa.europa.eu/efsajournal 105 EFSA Journal 2021;19(4):6574

https://doi.org/10.1080/10408398.2013.801337
https://www.food.gov.uk/sites/default/files/media/document/communicating-risk_final-report-no-front-page-table-002.pdf
https://www.food.gov.uk/sites/default/files/media/document/communicating-risk_final-report-no-front-page-table-002.pdf
https://3x7ip91ron4ju9ehf2unqrm1-wpengine.netdna-ssl.com/wp-content/uploads/2020/03/RESIST-Counter-Disinformation-Toolkit.pdf
https://3x7ip91ron4ju9ehf2unqrm1-wpengine.netdna-ssl.com/wp-content/uploads/2020/03/RESIST-Counter-Disinformation-Toolkit.pdf
https://doi.org/10.1016/S0195-6663(03)00079-5
https://doi.org/10.1080/13669870801967192
https://doi.org/10.17169/fqs-7.1.66
https://doi.org/10.1016/j.pubrev.2018.12.004
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2248287
https://doi.org/10.17061/phrp2711709
https://doi.org/10.1007/s11069-012-0356-5
https://doi.org/10.1007/s11069-012-0356-5
https://ec.europa.eu/commfrontoffice/publicopinion/archives/ebs/ebs_134_en.pdf
https://ec.europa.eu/commfrontoffice/publicopinion/archives/ebs/ebs_134_en.pdf


IRGC (International Risk Governance Council), 2005. White Paper on Risk Governance: Towards an Integrative
Approach. IRGC, Geneva.

IRGC (International Risk Governance Council), 2017. Introduction to the IRGC Risk Governance Framework,
revised version. EPFL International Risk Governance Center, Lausanne.

IRGC (International Risk Governance Council), 2020. Involving stakeholders in the risk governance process. EPFL
International Risk Governance Center, Lausanne.

Irwin A and Michael M, 2003. Science, Social Theory and Public Knowledge. Open University Press, Maidenhead,
UK.

Irwin A and Wynne B (eds.), 1996. Misunderstanding Science?. The public reconstruction of science and
technology, Cambridge University Press.

Jacob C, Mathiasen L and Powell D, 2010. Designing effective messages for microbial food safety hazards. Food
Control, 21, 1–6. https://doi.org/10.1016/j.foodcont.2009.04.011

Jaeger CJ, Renn O, Rosa EA and Webler T, 2001. Risk, Uncertainty, and Rational Action. Earthscan, London.
Jansen T, Claassen L, van Kamp I and Timmermans DR, 2019. ‘All chemical substances are harmful’. Public

appraisal of uncertain risks of food additives and contaminants. Food and Chemical Toxicology, 136. https://
doi.org/10.1016/j.fct.2019.110959

Jansen T, Claassen L, van Kamp I and Timmermans DR, 2020. ‘It is not entirely healthy’. A qualitative study into
public appraisals of uncertain risks of chemical substances in food. Public Understanding of Science, 29, 139–156.

Jasanoff S, 1996. Beyond epistemology: relativism and engagement in the politics of science. Social Studies of
Science, 26, 393–418. https://doi.org/10.1177/030631296026002008

Jasanoff S, 2003. Technologies of humilities: citizen participation in governing science. Minerva, 41, 223–244.
Jasanoff S, Markle GE, Petersen JC and Pinch T (eds.), 1995. Handbook of Science and technology Studies. Sage

Publications, Thousand Oaks, London, New Delhi.
Jenkins S, Harris A and Osman M, 2020. What drives risk perceptions?. Revisiting public perceptions of food

hazards associated with production and consumption, PsyArXiv Preprint.
Johnson BB, 2014. Research article: communication challenges for complex policy issues: an illustration with

multimedia radon mitigation. Environmental Practice, 16, 113–126. https://doi.org/10.1017/
S1466046614000039

Johnson BB and Chess C, 2003. How reassuring are risk comparisons to pollution standards and emission limits?
Risk Analysis, 23, 999–1007.

Johnson KL, Raybould AF, Hudson MD and Poppy GM, 2007. How does scientific risk assessment of GM crops fit
within the wider risk analysis? Trends in Plant Science, 12, 1–5.

JRC (Joint Research Centre), 2013. Public Engagement in Science and Technology: Setting the Scene. Available online:
https://www.academia.edu/7958651/Public_Engagement_in_Science_and_Technology_Setting_the_Scene

Kahan DM, Jenkins-Smith H and Braman D, 2011. Cultural cognition of scientific consensus. Journal of Risk
Research, 14, 147–174.

Kahlor L, 2007. An augmented risk information seeking model: the case of global warming. Media Psychology, 10,
414–435. https://doi.org/10.1080/15213260701532971

Kahneman D, 2011. Thinking, Fast and Slow. Macmillan.
Kasperson RE, Renn O, Slovic P, Brown HS, Emel J, Goble R, Kasperson JX and Ratick S, 1988. The social

amplification of risk: a conceptual framework. Risk Analysis, 8, 177–187.
Kasperson RE, Golding D and Tuler S, 1992. Social distrust as a factor in siting hazardous facilities and

communicating risks. Journal of Social Issues, 48, 161–187.
Kasperson JX, Kasperson RE, Pidgeon N and Slovic P, 2003. The social amplification of risk: assessing fifteen years

of research and theory. In: Pidgeon Kasperson and Slovic X (eds.), The Social Amplification of Risk. Cambridge
University Press, Cambridge. pp. 13–46.

Kasza G, Szab�o-B�odi B, Lakner Z and Izs�o T, 2019. Balancing the desire to decrease food waste with requirements
of food safety. Trends in Food Science and Technology, 84, 74–76.

Kennedy J, Worosz M, Todd EC and Lapinski MK, 2008. Segmentation of US consumers based on food safety
attitudes. British Food Journal, 110, 691–705. https://doi.org/10.1108/00070700810887167

Khan S, Mishra JL, Lin K and Doyle EE, 2017. Rethinking communication in risk interpretation and action. Natural
Hazards, 88, 1709–1726. https://doi.org/10.1007/s11069-017-2942-z

Knudsen I, 2010. The SAFE FOODS framework for integrated risk analysis of food: an approach designed for
science-based, transparent, open and participatory management of food safety. Food Control, 21, 1653–1661.
https://doi.org/10.1016/j.foodcont.2010.06.001

Kok G, Gurabardhi Z, Gottlieb NH and Zijlstra FR, 2015. Influencing organizations to promote health: applying
stakeholder theory. Health Education and Behavior, 42(1_suppl), 123S–132S.

Kornelis M, De Jonge J, Frewer L and Dagevos H, 2007. Consumer selection of food-safety information sources.
Risk Analysis, 27, 327–335. https://doi.org/10.1111/j.1539-6924.2007.00885.x

Kraus N, Malmfors T and Slovic P, 1992. Intuitive toxicology: expert and lay judgments of chemical risks. Risk
Analysis, 12, 215–232.

Krewski D, Somers E and Birkwood PL, 1987. Risk perception in a decision making context. Environmental
Carcinogenesis Reviews, 5, 175–209. https://doi.org/10.1080/10590508709380604

Risk communication

www.efsa.europa.eu/efsajournal 106 EFSA Journal 2021;19(4):6574

https://doi.org/10.1016/j.foodcont.2009.04.011
https://doi.org/10.1016/j.fct.2019.110959
https://doi.org/10.1016/j.fct.2019.110959
https://doi.org/10.1177/030631296026002008
https://doi.org/10.1017/S1466046614000039
https://doi.org/10.1017/S1466046614000039
https://www.academia.edu/7958651/Public_Engagement_in_Science_and_Technology_Setting_the_Scene
https://doi.org/10.1080/15213260701532971
https://doi.org/10.1108/00070700810887167
https://doi.org/10.1007/s11069-017-2942-z
https://doi.org/10.1016/j.foodcont.2010.06.001
https://doi.org/10.1111/j.1539-6924.2007.00885.x
https://doi.org/10.1080/10590508709380604


Lam T, Heales J, Hartley N and Hodkinson C, 2018. Information transparency matters in relation to consumer trust
in food safety. pp. 1–12. https://doi.org/10.5130/acis2018.bh

Lee M and You M, 2020. Safety behaviors to reduce risk of using chemical household products: An application of
the risk perception attitude framework. International Journal of Environmental Research and Public Health, 17.
https://doi.org/10.3390/ijerph17051528

Lewandowsky S and van der Linden S, 2021. Countering misinformation and fake news through inoculation and
prebunking. European Review of Social Psychology, 1–38.

Lewandowsky S, Ecker UK, Seifert CM, Schwarz N and Cook J, 2012. Misinformation and its correction: continued
influence and successful debiasing. Psychological Science in the Public Interest, 13, 106–131. https://doi.org/
10.1177/1529100612451018

Lidskog R, 1996. In science we trust? On the relation between scientific knowledge, risk consciousness and public
trust. Acta Sociologica, 39, 31–56.

Lidskog R, 2008. Scientised citizens and democratised science: re-assessing the expert-lay divide. Journal of Risk
Research, 11, 69–86.

Lin K, Khan S, Acosta L, Alaniz R and Olanya D, 2020. The dynamism of post disaster risk communication: a cross-
country synthesis. International Journal of Disaster Risk Reduction, 101556.

Lindell MK and Perry RW, 2011. The protective action decision model: theoretical modifications and additional
evidence. Risk Analysis, 32, 616–632.

Lobb AE, Mazzocchi M and Traill WB, 2007. Modelling risk perception and trust in food safety information within the
theory of planned behaviour. Food Quality and Preference, 18, 384–395. https://doi.org/10.1016/j.foodqual.
2006.04.004

Loewenstein GF, Weber EU, Hsee CK and Welch N, 2001. Risk as feelings. Psychological Bulletin, 127, 267–286.
https://doi.org/10.1037/0033-2909.127.2.267

L€ofstedt RE, 2005. Risk Management in Post-Trust Societies. Palgrave Macmillan, New York.
L€ofstedt RE, 2006. How can we make food risk communication better: where are we and where are we going?

Journal of Risk Research, 9, 869–890. https://doi.org/10.1080/13669870601065585
L€ofstedt RE, 2010. Viewpoint: risk communication guidelines for Europe: a modest proposition. Journal of Risk

Research, 87–109. https://doi.org/10.1080/13669870903126176
L€ofstedt RE, 2011. Risk versus Hazard-How to regulate in the 21st century. European Journal of Risk Regulation,

149–168.
L€ofstedt RE, 2013. Communicating food risks in an era of growing public distrust: three case studies. Risk Analysis,

33, 192–202.
L€ofstedt RE, 2019. The management and communication of a food risk controversy: the Swedish campylobacter

case. Journal of Risk Research, 22, 803–816.
L€ofstedt R and Bouder F, 2017. Evidence-based uncertainty analysis: What should we now do in Europe? A view

point. Journal of Risk Research, 1–20.
L€ofstedt RE and Schlag A, 2017. Risk-risk tradeoffs: what should we do in Europe? Journal of Risk Research, 20,

963–983. https://doi.org/10.1080/13669877.2016.1153505
Lundgren RE and McMakin AH, 2013. Risk Communication: A Handbook for Communicating Environmental, Safety,

and Health Risks. Wiley-IEEE Press, New Jersey.
MACOSPOL (Mapping controversies on science for politics), 2009. Learning to Navigate through Controversial

Datascapes: The MACOSPOL Platform. Available online: https://cordis.europa.eu/docs/results/217/217701/
116654541-6_en.pdf

Maddux JE and Rogers RW, 1983. Protection motivation and self-efficacy: a revised theory of fear appeals and
attitude change. Journal of Experimental Social Psychology, 19, 469–479.

Maibach EW and Parrott R, 1995. Designing Health Messages: Approaches from Communication Theory and Public
Health Practice. Sage.

Marie A, Altay S and Strickland B, 2020. The cognitive foundations of misinformation on science. EMBO Reports,
21. https://doi.org/10.15252/embr.202050205

Martin IM and Stewart DW, 2019. The impact of risk communication on consumption and consumer well-being.
Foundations and Trends in Marketing. https://doi.org/10.1561/1700000051

McCarthy M, Brennan M, Kelly AL, Ritson C, De Boer M and Thompson N, 2007. Who is at risk and what do they
know? Segmenting a population on their food safety knowledge. Food Quality and Preference, 18, 205–217.
https://doi.org/10.1016/j.foodqual.2005.10.002

McComas KA, 2006. Defining moments in risk communication research: 1996–2005. Journal of Health
Communication, 11, 75–91.

McDaniels TL, 1998. Ten propositions for untangling descriptive and prescriptive lessons in risk perception findings.
Reliability Engineering and System Safety, 59, 129–134.

Meagher KD, 2019. Public perceptions of food-related risks: a cross-national investigation of individual and
contextual influences. Journal of Risk Research, 22, 919–935. https://doi.org/10.1080/13669877.2017.1422789

Menon KU and Goh KT, 2005. Transparency and trust: risk communications and the Singapore experience in
managing SARS. Journal of Communication Management, 9, 375–383.

Risk communication

www.efsa.europa.eu/efsajournal 107 EFSA Journal 2021;19(4):6574

https://doi.org/10.5130/acis2018.bh
https://doi.org/10.3390/ijerph17051528
https://doi.org/10.1177/1529100612451018
https://doi.org/10.1177/1529100612451018
https://doi.org/10.1016/j.foodqual.2006.04.004
https://doi.org/10.1016/j.foodqual.2006.04.004
https://doi.org/10.1037/0033-2909.127.2.267
https://doi.org/10.1080/13669870601065585
https://doi.org/10.1080/13669870903126176
https://doi.org/10.1080/13669877.2016.1153505
https://cordis.europa.eu/docs/results/217/217701/116654541-6_en.pdf
https://cordis.europa.eu/docs/results/217/217701/116654541-6_en.pdf
https://doi.org/10.15252/embr.202050205
https://doi.org/10.1561/1700000051
https://doi.org/10.1016/j.foodqual.2005.10.002
https://doi.org/10.1080/13669877.2017.1422789


Moher D, Liberati A, Tetzlaff J, Altman DG and Prisma Group, 2009. Preferred reporting items for systematic
reviews and meta-analyses: the PRISMA statement. PLoS Medicine, 6.

Morgan MG, Fischhoff B, Bostrom A and Atman CJ, 2002. Risk Communication: A Mental Models Approach.
Cambridge University Press.

Morin JF and Lees M, 2018. Food Integrity Handbook: A Guide To Food Authenticity Issues and Analytical
Solutions. Eurofins Analytics France.

Mou Y and Lin CA, 2014. Communicating food safety via the social media: the role of knowledge and emotions on
risk perception and prevention. Science Communication, 36, 593–616. https://doi.org/10.1177/
1075547014549480

Murdock G, Petts J and Horlick-Jones T, 2003. After amplification: rethinking the role of the media in risk
communication. In: Pidgeon K and Slovic X (eds.), The Social Amplification of Risk. Cambridge University Press,
Cambridge. pp. 156–178.

Nan X, Verrill L and Kim J, 2017. Mapping sources of food safety information for US consumers: findings from a
national survey. Health Communication, 32, 356–365. https://doi.org/10.1080/10410236.2016.1138385

National Academy of Sciences, Engineering, and Medicine, 2016. Building Communication Capacity to Counter
Infectious Disease Threats: Proceedings of a Workshop. National Academies Press, Washington, DC.

Nocella G, Romano D and Stefani G, 2014. Consumers’ attitudes, trust and willingness to pay for food information.
International Journal of Consumer Studies, 38, 153–165. https://doi.org/10.1111/ijcs.12080

NRC (National Research Council), 1996. Understanding Risk: Informing Decisions in A Democratic Society. National
Academy Press, Washington, DC.

Nyhan B and Reifler J, 2010. When corrections fail: the persistence of political misperceptions. Political Behavior,
32, 303–330.

NZFSA (New Zealand Food Safety Authority), 2020. Purpose and scope of food risk profiles. Available online:
https://www.mpi.govt.nz/food-safety/food-safety-and-suitability-research/food-risk-assessment/food-risk-profiles/
purpose-and-scope-of-food-risk-profiles/

OECD (Organisation for Economic Co-operation and Development), 2016. Trends in risk communication policies
and practices. OECD Reviews of Risk Management Policies, OECD Publishing, Paris.

Okrent D, 1998. Risk perception and risk management: on knowledge, resource allocation and equity. Reliability
Engineering and System Safety, 59, 17–25.

O’Neill O, 2018. Linking trust to trustworthiness. International Journal of Philosophical Studies, 26, 293–300.
Otto P, Mehta A and Liu B, 2018. Mind the gap: towards and beyond impact messaging to enhance tropical

cyclone risk communication. Tropical Cyclone Research and Review, 7, 140–151. https://doi.org/10.6057/
2018TCRR02.05

Overbey KN, Jaykus LA and Chapman BJ, 2017. A systematic review of the use of social media for food safety risk
communication. Journal of Food Protection, 80, 1537–1549. https://doi.org/10.4315/0362-028X.JFP-16-345

Oxford Research Encyclopaedia, 2017. Risk Perceptions and Risk Characteristics. Available online: https://doi.org/
10.1093/acrefore/9780190228613.013.283

Oyarzabal OA and Rowe E, 2017. Evaluation of an active learning module to teach hazard and risk in Hazard
Analysis and Critical Control Points (HACCP) classes. Heliyon, 3.

Palenchar MJ and Heath RL, 2007. Strategic risk communication: adding value to society. Public Relations Review,
33, 120–129. https://doi.org/10.1016/j.pubrev.2006.11.014

Palma-Oliveira J, Trump B, Wood M and Linkov I, 2018. Community-driven hypothesis testing: a solution for the
tragedy of the anticommons. Risk Analysis, 38, 620–634.

Papadopoulos A, Sargeant JM, Majowicz SE, Sheldrick B, McKeen C, Wilson J and Dewey CE, 2012. Enhancing
public trust in the food safety regulatory system. Health Policy, 107, 98–103. https://doi.org/10.1016/j.hea
lthpol.2012.05.010

Peter C and Koch T, 2016. When debunking scientific myths fails (and when it does not) The backfire effect in the
context of journalistic coverage and immediate judgments as prevention strategy. Science Communication, 38,
3–25.

Peters RG, Covello VT and McCallum DB, 1997. The determinants of trust and credibility in environmental risk
communication: an empirical study. Risk Analysis, 17, 43–54.

Petts J, 2008. Public engagement to build trust: false hopes? Journal of Risk Research, 11, 821–835.
Pidgeon N, 1998. Risk assessment, risk values and the social science programme: why we do need risk perception

research. Reliability Engineering and System Safety, 59, 5–15.
Pidgeon N, 2020. Engaging publics about environmental and technology risks: frames, values and deliberation.

Journal of Risk Research, 1–19.
Pidgeon N and Rogers-Hayden T, 2007. Opening up nanotechnology dialogue with the publics: risk communication

or ‘upstream engagement’. Health Risk and Society, 9, 191–210.
Pidgeon N, Kasperson RE and Slovic P, 2003. The social amplification of risk. Cambridge University Press. https://

doi.org/10.1017/CBO9780511550461
Pluviano S, Watt C, Ragazzini G and Della Sala S, 2019. Parents’ beliefs in misinformation about vaccines are

strengthened by pro-vaccine campaigns. Cognitive Processing, 20, 325–331. https://doi.org/10.1007/s10339-
019-00919-w

Risk communication

www.efsa.europa.eu/efsajournal 108 EFSA Journal 2021;19(4):6574

https://doi.org/10.1177/1075547014549480
https://doi.org/10.1177/1075547014549480
https://doi.org/10.1080/10410236.2016.1138385
https://doi.org/10.1111/ijcs.12080
https://www.mpi.govt.nz/food-safety/food-safety-and-suitability-research/food-risk-assessment/food-risk-profiles/purpose-and-scope-of-food-risk-profiles/
https://www.mpi.govt.nz/food-safety/food-safety-and-suitability-research/food-risk-assessment/food-risk-profiles/purpose-and-scope-of-food-risk-profiles/
https://doi.org/10.6057/2018TCRR02.05
https://doi.org/10.6057/2018TCRR02.05
https://doi.org/10.4315/0362-028X.JFP-16-345
https://doi.org/10.1093/acrefore/9780190228613.013.283
https://doi.org/10.1093/acrefore/9780190228613.013.283
https://doi.org/10.1016/j.pubrev.2006.11.014
https://doi.org/10.1016/j.healthpol.2012.05.010
https://doi.org/10.1016/j.healthpol.2012.05.010
https://doi.org/10.1017/CBO9780511550461
https://doi.org/10.1017/CBO9780511550461
https://doi.org/10.1007/s10339-019-00919-w
https://doi.org/10.1007/s10339-019-00919-w


Poortvliet PM and Lokhorst AM, 2016. The key role of experiential uncertainty when dealing with risks: its
relationships with demand for regulation and institutional trust. Risk analysis, 36, 1615–1629. https://doi.org/
10.1111/risa.12543

Power M, 2007. Organized Uncertainty: Designing A World of Risk Management. Oxford University Press, Oxford,
UK.

Rasmussen J and Ihlen Ø, 2017. Risk, crisis, and social media: a systematic review of seven years’ research.
Nordicom Review, 38, 1–17.

Rawlins B, 2009. Give the emperor a mirror: toward developing a stakeholder measurement of organizational
transparency. Journal of Public Relations Research, 21, 71–99.

Renn O, 1991. Risk communication and the social amplification of risk. Communicating risks to the public (287–324).
Springer, Dordrecht.

Renn O, 1998. The role of risk perception for risk management. Reliability Engineering and System Safety, 59, 49–62.
Renn O, 1999. A model for an analytic-deliberative process in risk management. Environmental Science and

Technology, 33, 3049–3055.
Renn O, 2008. Risk Governance: Coping With Uncertainty in A Complex World. Earthscan, London, UK.
Renn O, 2009a. Communication about food safety. Food Safety Governance. Springer, Berlin, Heidelberg. pp.

121–141.
Renn O, 2009b. Risk communication: insights and requirements for designing successful communication programs

on health and environmental hazards. Handbook of Risk and Crisis Communication, 80–98.
Renn O, 2010. The contribution of different types of knowledge towards understanding, sharing and

communication risk concepts. Catalan Journal of Communication and Cultural Studies, 2, 177–195. https://doi.
org/10.1386/cjcs.2.2.177_1

Renn O, 2015. Stakeholder and public involvement in risk governance. International Journal of Disaster Risk
Science, 6, 8–20.

Renn O and Klinke A, 2004. Systemic risks: a new challenge for risk management. EMBO Reports, 5(Spec No
(Suppl 1), S41–S46. https://doi.org/10.1038/sj.embor.7400227

Renn O and Rohrmann B, 2000. Cross-Cultural Risk Perception: State and Challenges. Cross-Cultural Risk
Perception (211–233). Springer, Boston, MA.

Renn O and Swaton E, 1984. Psychological and sociological approaches to study risk perception. Environment
International, 10, 557–575.

Rickard LN, McComas KA, Clarke CE, Stedman RC and Decker DJ, 2013. Exploring risk attenuation and crisis
communication after a plague death in Grand Canyon. Journal of Risk Research, 16, 145–167.

Rimal RN, 2001. Perceived risk and self-efficacy as motivators: understanding individuals’ long-term use of health
information. Journal of Communication, 51, 633–654.

Rip A, 1986. Controversies as informal technology assessment. Knowledge. Creation, Diffusion, Utilization, 8,
349–371.

Rosa EA, 1998. Metatheoretical foundations for post-normal risk. Journal of Risk Research, 1, 15–44.
Rosenstock IM, 1974. Historical origins of the health belief model. Health Education Monographs, 2, 328–335.
Rousseau DM, Sitkin SB, Burt RS and Camerer C, 1998. Not so different after all: a cross-discipline view of trust.

Academy of Management Review, 23, 393–404.
Rowe G and Frewer L, 2005. A typology of public engagement mechanisms. Science, Technology and Human

Values, 30, 251–290.
Rutsaert P, Regan �A, Pieniak Z, McConnon �A, Moss A, Wall P and Verbeke W, 2013. The use of social media in

food risk and benefit communication. Trends in Food Science and Technology, 30, 84–91.
Sallis JF, Owen N and Fisher EB, 2008. Ecological models of health behavior. In: Glanz K, Rimer BK and Viswanath

K (eds.), Health Behavior and Health Education: Theory, Research, and Practice, 4th Edition. Jossey-Bass, San
Francisco.

Sandman PM, 1993. Responding to community outrage: Strategies for effective risk communication. American
Industrial Hygiene Association (AIHA) Press.

Sapir J, 2019. Thriving at the edge of chaos: Managing projects as complex adaptive systems. CRC Press.
Sapp SG, Arnot C, Fallon J, Fleck T, Soorholtz D, Sutton-Vermeulen M and Wilson JJH, 2009. Consumer trust in the

U.S. food system: an examination of the recreancy theorem. Rural Sociology, 74, 525–545.
Sato A, Honda K, Ono K, Kanda R, Hayashi TI, Takeda Y, Takebayashi Y, Kobayashi T and Murakami M, 2020.

Reviews on common objectives and evaluation indicators for risk communication activities from 2011 to 2017.
Peer Journal, 8.

Savage I, 1993. Demographic influences on risk perceptions. Risk Analysis, 13, 413–420.
Savoia E, Lin L and Viswanath K, 2013. Communications in public health emergency preparedness: a systematic

review of the literature. Biosecurity and Bioterrorism, 170–184. https://doi.org/10.1089/bsp.2013.0038
Schaewitz L, Kluck JP, Kl€osters L and Kr€amer NC, 2020. When is disinformation (in)credible? Experimental findings

on message characteristics and individual differences. Mass Communication and Society, 5436. https://doi.org/
10.1080/15205436.2020.1716983

Risk communication

www.efsa.europa.eu/efsajournal 109 EFSA Journal 2021;19(4):6574

https://doi.org/10.1111/risa.12543
https://doi.org/10.1111/risa.12543
https://doi.org/10.1386/cjcs.2.2.177_1
https://doi.org/10.1386/cjcs.2.2.177_1
https://doi.org/10.1038/sj.embor.7400227
https://doi.org/10.1089/bsp.2013.0038
https://doi.org/10.1080/15205436.2020.1716983
https://doi.org/10.1080/15205436.2020.1716983


Scheer D, Benighaus C, Benighaus L, Renn O, Gold S, R€oder B and B€ol GF, 2014. The distinction between risk and
hazard: understanding and use in stakeholder communication. Risk Analysis, 34, 1270–1285. https://doi.org/
10.1111/risa.12169

Schmidt AL, Zollo F, Del Vicario M, Bessi A, Scala A, Caldarelli G, Stanley HE and Quattrociocchi W, 2017. Anatomy
of news consumption on Facebook. Proceedings of the National Academy of Sciences, 114, 3035–3039.
https://doi.org/10.1073/pnas.1617052114

Schmidt AL, Peruzzi A, Scala A, Cinelli M, Pomerantsev P, Applebaum A, Gaston S, Fusi N, Peterson Z, Severgnini G
and De Cesco AF, 2020. Measuring social response to different journalistic techniques on Facebook. Humanities
and Social Sciences Communications, 7, 1–7.

Scholderer J and Veflen N, 2019. Social norms and risk communication. Trends in Food Science and Technology,
84(August 2018), 62–63. https://doi.org/10.1016/j.tifs.2018.08.002

Schreider J, Barrow C, Birchfield N, Dearfield K, Devlin D, Henry S, Kramer M, Schappelle S, Solomon K, Weed DL
and Embry MR, 2010. Enhancing the credibility of decisions based on scientific conclusions: transparency is
imperative. Toxicological Sciences, 116, 5–7. https://doi.org/10.1093/toxsci/kfq102

Schwarz N, Newman E and Leach W, 2016. Making the truth stick and the myths fade: lessons from cognitive
psychology. Behavioral Science and Policy, 2, 85–95.

Scolobig A and Gallagher L, 2021. Understanding, analyzing and addressing conflicts in co-production. In: Bovine T
and Weber E (eds.), The Palgrave Handbook of Co-production of Public Services and Outcomes, Palgrave
Macmillan. Basingstoke, UK.

Scolobig A, Thompson M and Linnerooth-Bayer J, 2016. Compromise not consensus: designing a participatory
process for landslide risk mitigation. Natural Hazards, 81, 45–68.

Shaw A, 2003. Public understanding of food risks: expert and lay views. FoodInfo Online, 2–3. Science Central
from IFIS publishing. Available online: http://www.foodsciencecentral.com/library.html#i-fis/11831

Siegrist M, 2019. Trust and risk perception: a critical review of the literature. Risk Analysis. Blackwell Publishing
Inc. https://doi.org/10.1111/risa.13325

Siegrist M and �Arvai J, 2020. Risk perception: reflections on 40 years of research. Risk Analysis, 40(S1), 2191–2206.
Siegrist M and Hartmann C, 2020. Consumer acceptance of novel food technologies. Nature Food, 1, 343–350.

https://doi.org/10.1038/s43016-020-0094-x
Siegrist M, Cvetkovich G and Roth C, 2000. Salient value similarity, social trust, and risk/benefit perception. Risk

Analysis, 20, 353–362.
Siegrist M, Earle TC and Gutscher H, 2003. Test of a trust and confidence model in the applied context of

electromagnetic field (EMF) risks. Risk Analysis, 23, 705–716.
Siegrist M, Gutscher H and Earle TC, 2005. Perception of risk: the influence of general trust, and general

confidence. Journal of Risk Research, 8, 145–156. https://doi.org/10.1080/1366987032000105315
Simon HA, 1986. Rationality in psychology and economics. Journal of Business, S209–S224.
Sj€oberg L, 1998. World views, political attitudes and risk perception. Risk, 9, 137.
Sj€oberg L, 2001. Limits of knowledge and the limited importance of trust. Risk Analysis, 21, 189–198.
Sj€oberg L, 2002. Attitudes toward technology and risk: going beyond what is immediately given. Policy Sciences,

35, 379–400.
Sj€oberg L, 2003. Risk perception, emotion and policy: the case of nuclear technology. European Review, 11,

109–128. https://doi.org/10.1017/S1062798703000127
Slovic P, 1987. Perception of risk. Science, 236, 280–285. https://doi.org/10.1126/science.3563507
Slovic P, 1993. Perceived risk, trust, and democracy. Risk Analysis, 13, 675–682.
Slovic P, 1998. The risk game. Reliability Engineering and System Safety, 59, 73–77.
Slovic P and Peters E, 2006. Risk perception and affect. Current Directions in Psychological Science, 322–325.

https://doi.org/10.1111/j.1467-8721.2006.00461.x
Slovic P, Fischhoff B and Lichtenstein S, 1979. Rating the risks. Environment, 21, 14–39.
Slovic P, Fischhoff B and Lichtenstein S, 1982. Why study risk perception? Risk Analysis, 2, 83–93.
Slovic P, Fischhoff B and Lichtenstein S, 1985. Regulation of risk: a psychological perspective. In Nol RG (ed.),

Regulatory Policy and the Social Sciences. University of California Press, Berkeley. pp. 241–397.
Slovic P, Finucane ML, Peters E and MacGregor DG, 2004. Risk as analysis and risk as feelings: some thoughts

about affect, reason, risk, and rationality. Risk Analysis: An International Journal, 24, 311–322.
Slovic P, Fischhoff B and Lichtenstein S, 2016. Facts and fears: understanding perceived risk. The Perception of

Risk, 137–153. https://doi.org/10.1097/00004032-198012000-00025
Smillie L and Blissett A, 2010. Viewpoint: a model for developing risk communication strategy. Journal of Risk

Research, 115–134. https://doi.org/10.1080/13669870903503655
Smith A, Parrino L, Vrbos D, Nicolini G, Bucchi M, Carr M, Chen J, Dendler L, Krishnaswamy K, Lecchini D and

L€ofstedt R, 2019. Communicating to and engaging with the public in regulatory science. EFSA Journal 2019;17
(S1):170717, 15 pp. https://doi.org/10.2903/j.efsa.2019.e170717

Sørensen K, Van den Broucke S, Fullam J, Doyle G, Pelikan J, Slonska Z and Brand H, 2012. Health literacy and
public health: a systematic review and integration of definitions and models. BMC Public Health, 12, 80.

Sparks P and Shepherd R, 1994. Public perceptions of the potential hazards associated with food production and
food consumption: an empirical study. Risk Analysis, 14, 799–806.

Risk communication

www.efsa.europa.eu/efsajournal 110 EFSA Journal 2021;19(4):6574

https://doi.org/10.1111/risa.12169
https://doi.org/10.1111/risa.12169
https://doi.org/10.1073/pnas.1617052114
https://doi.org/10.1016/j.tifs.2018.08.002
https://doi.org/10.1093/toxsci/kfq102
http://www.foodsciencecentral.com/library.html#i-fis/11831
https://doi.org/10.1111/risa.13325
https://doi.org/10.1038/s43016-020-0094-x
https://doi.org/10.1080/1366987032000105315
https://doi.org/10.1017/S1062798703000127
https://doi.org/10.1126/science.3563507
https://doi.org/10.1111/j.1467-8721.2006.00461.x
https://doi.org/10.1097/00004032-198012000-00025
https://doi.org/10.1080/13669870903503655
https://doi.org/10.2903/j.efsa.2019.e170717


SRA (Society for Risk Analysis), 2018. Society for Risk Analysis Glossary. Available online: https://www.sra.org/wp-
content/uploads/2020/04/SRA-Glossary-FINAL.pdf

START (National Consortium for the Study of Terrorism and Responses to Terrorism), 2012. Understanding risk
communication theory: a guide for emergency managers and communicators. Available online: https://www.
start.umd.edu/sites/default/files/files/publications/UnderstandingRiskCommunicationTheory.pdf

Stirling A, 2005. In: Leach S and Wynne (eds). Opening up or closing down? Analysis, participation and power in
the social appraisal of technology. Zed Books), (London. pp. 218–231.

Sunstein CR, 2005. Group judgments: statistical means, deliberation, and information markets. NYUL Review, 80,
962.

Sunstein CR, 2019. Ruining popcorn? The welfare effects of information. Journal of Risk and Uncertainty, 58,
121–142. https://doi.org/10.1007/s11166-019-09300-w

S€uth M, Mikulka P, Izs�o T and Kasza GY, 2018. Possibilities of targeting in food chain safety risk communication.
Acta Alimentaria, 47, 307–314. https://doi.org/10.1556/066.2018.47.3.6

Tam T, Sciberras J, Mullington B and King A, 2005. Fortune favours the prepared mind. Canadian Journal of Public
Health, 96, 406–408.

Thaler RH, 2016. Misbehaving: The Making of Behavioral Economics, 1st Edition. WW Norton and Company, New
York, NY. 432 pp.

Thaler RH and Sunstein C, 2008. Nudge: The Gentle Power of Choice Architecture. Yale, New Haven, Conn..
The Royal Society, 2012. Science as an open enterprise. Available online: https://royalsociety.org/~/media/policy/

projects/sape/2012-06-20-saoe.pdf
Tonkin E, Wilson AM, Coveney J, Meyer SB, Henderson J, McCullum D, Webb T and Ward PR, 2019. Consumers

respond to a model for (re)building consumer trust in the food system. Food Control, 101, 112–120.
Truman E, Bischoff M and Elliott C, 2020. Which literacy for health promotion: health, food, nutrition or media?

Health Promotion International, 35, 432–444.
Trumbo CW and McComas KA, 2003. The function of credibility in information processing for risk perception. Risk

Analysis, 23, 343–353.
Tuler S and Kasperson R, 2014. Social distrust and its implications for risk communication: an example from high

level radioactive waste management. In: �Arvai J and Rivers L III (eds.), Effective Risk Communication.
Routledge, Oxon, UK. pp. 91–108.

Tversky A and Kahneman D, 1974. Judgment under uncertainty: heuristics and biases. Science, 185, 1124–1131.
Ueland Ø, 2019. How to make risk communication influence behavior change. Trends in Food Science and

Technology, 84, 71–73. https://doi.org/10.1016/j.tifs.2018.02.003
Van den Bos GR (ed.), 2015. APA dictionary of psychology, 2th Edition. American Psychological Association.
Van den Broucke S, 2014. Health literacy: a critical concept for public health. Archives of Public Health, 72, 10.
Van der Linden S, 2015. The social-psychological determinants of climate change risk perceptions: towards a

comprehensive model. Journal of Environmental Psychology, 41, 112–124.
Van der Linden S, Leiserowitz A, Rosenthal S and Maibach E, 2017. Inoculating the public against misinformation

about climate change. Global Challenges, 1, 1600008.
Van der Meer TG and Jin Y, 2019. Seeking formula for misinformation treatment in public health crises: the effects

of corrective information type and source. Health Communication, 35, 560–575.
Van Kleef E, Frewer L, Chryssochoidis GM, Houghton JR, Korzen-Bohr S, Krystallis T, Lassen J, Pfenning U and

Rowe G, 2006. Perceptions of food risk management among key stakeholders: results from a cross-European
study. Appetite, 47, 46–63.

Van Kleef E, Houghton JR, Krystallis A, Pfenning U, Rowe G, Van Dijk H, Van der Lans IA and Frewer L, 2007.
Consumer evaluations of food risk management quality in Europe. Risk Analysis, 27, 1565–1580. https://doi.
org/10.1111/j.1539-6924.2007.00989.x

Vandermoere F, 2008. Hazard perception, risk perception, and the need for decontamination by residents exposed
to soil pollution: the role of sustainability and the limits of expert knowledge. Risk Analysis, 28, 387–398.

Vanhonacker F, Verbeke W, Van Poucke E and Tuyttens F, 2007. Segmentation based on consumers’ perceived
importance and attitude toward farm animal welfare. International Journal of Sociology of Agriculture and
Food, 15, 91–107.

Vaughan E and Tinker T, 2009. Effective health risk communication about pandemic influenza for vulnerable
populations. American Journal of Public Health, 99, 324–332.

Verbeke W, 2008. Impact of communication on consumers’ food choices. Proceedings of the Nutrition Society, 67,
281–288. https://doi.org/10.1017/S0029665108007179

Verbeke W, 2009. Stakeholder, citizen and consumer interests in farm animal welfare. Animal Welfare, 18, 325–333.
Verbeke W, Frewer L, Scholderer J and De Brabander HF, 2007. Why consumers behave as they do with respect to

food safety and risk information. Analytica Chimica Acta, 586(1–2 SPEC.ISS.), 2–7. https://doi.org/10.1016/
j.aca.2006.07.065

Verbeke W, Vanhonacker F, Frewer L, Sioen I, De Henauw S and Van Camp J, 2008. Communicating risks and
benefits from fish consumption: Impact on Belgian consumers’ perception and intention to eat fish. Risk
Analysis, 28, 951–967. https://doi.org/10.1111/j.1539-6924.2008.01075.x

Risk communication

www.efsa.europa.eu/efsajournal 111 EFSA Journal 2021;19(4):6574

https://www.sra.org/wp-content/uploads/2020/04/SRA-Glossary-FINAL.pdf
https://www.sra.org/wp-content/uploads/2020/04/SRA-Glossary-FINAL.pdf
https://www.start.umd.edu/sites/default/files/files/publications/UnderstandingRiskCommunicationTheory.pdf
https://www.start.umd.edu/sites/default/files/files/publications/UnderstandingRiskCommunicationTheory.pdf
https://doi.org/10.1007/s11166-019-09300-w
https://doi.org/10.1556/066.2018.47.3.6
https://royalsociety.org/~/media/policy/projects/sape/2012-06-20-saoe.pdf
https://royalsociety.org/~/media/policy/projects/sape/2012-06-20-saoe.pdf
https://doi.org/10.1016/j.tifs.2018.02.003
https://doi.org/10.1111/j.1539-6924.2007.00989.x
https://doi.org/10.1111/j.1539-6924.2007.00989.x
https://doi.org/10.1017/S0029665108007179
https://doi.org/10.1016/j.aca.2006.07.065
https://doi.org/10.1016/j.aca.2006.07.065
https://doi.org/10.1111/j.1539-6924.2008.01075.x


Verroen S, Gutteling JM and De Vries PW, 2013. Enhancing self-protective behavior: efficacy beliefs and peer feedback
in risk communication. Risk Analysis, 33, 1252–1264. https://doi.org/10.1111/j.1539-6924.2012.01924.x

Visschers VHM and Siegrist M, 2008. Exploring the triangular relationship between trust, affect, and risk
perception: a review of the literature. Risk Management, 10, 156–167. https://doi.org/10.1057/rm.2008.1

Visschers VHM, Meertens RM, Passchier WF and De Vries NK, 2007. An associative approach to risk perception:
measuring the effects of risk communications directly and indirectly. Journal of Risk Research, 10, 371–383.
https://doi.org/10.1080/13669870701252463

Vos E and Wendler F, 2009. Legal and institutional aspects of the general framework. Food Safety Governance.
Springer, Berlin, Heidelberg. pp. 83–109.

Vosoughi S, Roy D and Aral S, 2018. The spread of true and false news online. Science, 1151, 1146–1151.
Wachinger G, Renn O, Begg C and Kuhlicke C, 2013. The risk perception paradox—implications for governance

and communication of natural hazards. Risk Analysis, 33, 1049–1065. https://doi.org/10.1111/j.1539-6924.
2012.01942.x

Walls J, Pidgeon N, Weyman A and Horlick-Jones T, 2004. Critical trust: understanding lay perceptions of health
and safety risk regulation. Health, Risk and Society, 6, 133–150.

Wardman JK, 2008. The constitution of risk communication in advanced liberal societies. Risk Analysis, 1619–1637.
https://doi.org/10.1111/j.1539-6924.2008.01108.x

Wardman J and Lofstedt R, 2009. European Food Safety Authority - risk communication annual review. Technical
Report, European Food Safety Authority.

Wardman JK and L€ofstedt R, 2018. Anticipating or accommodating to public concern? Risk amplification and the
politics of precaution reexamined. Risk analysis, 38, 1802–1819.

Weick KE, 1995. Sensemaking in organizations. Vol 3. Sage.
Weinstein ND, Rothman AJ and Nicolich M, 1998. Use of correlational data to examine the effects of risk

perceptions on precautionary behavior. Psychology and Health, 13, 479–501. https://doi.org/10.1080/
08870449808407305

WHO (World Health Organization), 2020. Risk communication and community engagement readiness and response
to coronavirus disease (COVID-19): interim guidance, 19 March 2020. Available online: https://www.who.int/
publications/i/item/risk-communication-and-community-engagement-readiness-and-initial-response-for-novel-
coronaviruses-(-ncov)

Wickson F and Wynne B, 2012. The anglerfish deception. EMBO Reports, 13, 100–105.
Wiedemann PM, Sch€utz H and Spangenberg A, 2010. Evaluation of communication on the differences between

“Risk” and “Hazard”. Berlin: Federal Institute for Risk Assessment Risk, 7.
Wilson AM, Withall E, Coveney J, Meyer SB, Henderson J, McCullum D, Webb T and Ward PR, 2017. A model for

(re) building consumer trust in the food system. Health Promotion International, 32, 988–1000.
Wogalter MS, Brelsford JW, Desaulniers DR and Laughery KR, 1991. Consumer product warnings: the role of

hazard perception. Journal of Safety Research, 22, 71–82.
Wogalter MS, Young SL, Brelsford JW and Barlow T, 1999. The relative contributions of injury severity and likelihood

information on hazard-risk judgments and warning compliance. Journal of Safety Research, 30, 151–162.
Wolkin AF, Schnall AH, Nakata NK and Ellis EM, 2019. Getting the message out: social media and word-of-mouth

as effective communication methods during emergencies. Prehospital and Disaster Medicine, 34, 72–81.
https://doi.org/10.1017/S1049023X1800119X

Woolley JP, McGowan ML, Teare HJA, Coathup V, Fishman JR, Settersten RA, Sterckx S, Kaye J and Juengst ET,
2016. Citizen science or scientific citizenship? Disentangling the uses of public engagement rhetoric in national
research initiatives. BMC Medical Ethics, 17, 33.

Wynne B, 1992. Misunderstood misunderstanding: social identities and public uptake of science. Public
Understanding of Science, 1, 281–304.

Wynne B, 1996. May the sheep safely graze? In: Lash S, Szerzynski B and Wynne B (eds.), Risk, environment and
modernity. Sage, Londres/Thousand Oaks.

Wynne B, 2001. Creating public alienation: expert cultures of risk and ethics on GMOs. Science as Culture, 10,
445–481.

Wynne B, 2008. Elephants in the rooms where public encounter “science”? A response to Darrin Durant,
“Accounting for expertise: Wynne and the autonomy of the lay public”. Public Understanding of Science, 17,
21–33.

Young SL, Brelsford JW and Wogalter MS, 1990. Judgments of hazard, risk, and danger: Do they differ? In
Proceedings of the Human Factors Society Annual Meeting. Vol 34(5), SAGE Publications, Sage CA: Los
Angeles, CA. pp. 503–507.

Zollo F, Novak PK, Del Vicario M, Bessi A, Mozeti�c I, Scala A, Caldarelli G and Quattrociocchi W, 2015. Emotional
dynamics in the age of misinformation. PLoS ONE, 10. https://doi.org/10.1371/journal.pone.0138740

Zollo F, Bessi A, Del Vicario M, Scala A, Caldarelli G, Shekhtman L, Havlin S and Quattrociocchi W, 2017. Debunking
in a world of tribes. PLoS ONE, 12. https://doi.org/10.1371/journal.pone.0181821

Risk communication

www.efsa.europa.eu/efsajournal 112 EFSA Journal 2021;19(4):6574

https://doi.org/10.1111/j.1539-6924.2012.01924.x
https://doi.org/10.1057/rm.2008.1
https://doi.org/10.1080/13669870701252463
https://doi.org/10.1111/j.1539-6924.2012.01942.x
https://doi.org/10.1111/j.1539-6924.2012.01942.x
https://doi.org/10.1111/j.1539-6924.2008.01108.x
https://doi.org/10.1080/08870449808407305
https://doi.org/10.1080/08870449808407305
https://www.who.int/publications/i/item/risk-communication-and-community-engagement-readiness-and-initial-response-for-novel-coronaviruses-(-ncov
https://www.who.int/publications/i/item/risk-communication-and-community-engagement-readiness-and-initial-response-for-novel-coronaviruses-(-ncov
https://www.who.int/publications/i/item/risk-communication-and-community-engagement-readiness-and-initial-response-for-novel-coronaviruses-(-ncov
https://doi.org/10.1017/S1049023X1800119X
https://doi.org/10.1371/journal.pone.0138740
https://doi.org/10.1371/journal.pone.0181821


Abbreviations

BfR German Federal Institute for Risk Assessment
CEN Communications Experts Network
CCRPM Climate Change Risk Perception Model
CDC Centers for Disease Control and Prevention
CERC Crisis and Emergency Risk Communication
ECDC European Centre for Disease Prevention and Control
FAO Food and Agricultural Organization
FAIR Factor analysis of information risk
FSA Food Standards Agency
GPRC General Plan for Risk Communication
IRGC International Risk Governance Council
ISSLG International Social Science Liaison Group
JRC Joint Research Centre
MACOSPOL Mapping Controversies on Science for Politics
NCA National Competent Authorities
NIST National Institute of Standards and Technology
NZFSA New Zealand Food Safety Authority
OECD Organisation for Economic Co-operation and Development
RISP Risk Information Seeking and Processing Model
RFM Risk Field Model
RDM Risk Dialogue Model
TCC Trust, Confidence and Cooperation
PADM Protective Action Decision Model
WHO World Health Organization
WMO World Meteorological Organization

Risk communication

www.efsa.europa.eu/efsajournal 113 EFSA Journal 2021;19(4):6574


	 Abstract
	 Sum�mary
	 Table of con�tents
	1 Intro�duc�tion
	1.1 Back�ground
	1.2 Terms of Ref�er�ence as pro�vided by the requestor
	1.3 Inter�pre�ta�tion of the Terms of Ref�er�ence

	2 Data and method�olo�gies
	2.1 Data
	2.1.1 Sci�en�tific lit�er�a�ture
	2.1.2 Grey lit�er�a�ture

	2.2 Method�olo�gies

	3 Assess�ment
	3.1 Def�i�ni�tions of key con�cepts
	3.1.1 Risk anal�y�sis: assess�ment, man�age�ment, com�mu�ni�ca�tion
	3.1.2 Trust and con�fi�dence
	3.1.3 Trans�parency, open�ness and respon�sive�ness
	3.1.4 Public aware�ness and under�stand�ing
	3.1.5 Risk per�cep�tion
	3.1.6 The con�cepts of `haz�ard' and `risk'
	3.1.7 `False infor�ma�tion': mis�in�for�ma�tion, dis�in�for�ma�tion

	3.2 Audi�ence anal�y�sis and appro�pri�ate infor�ma�tion
	3.2.1 Fac�tors influ�enc�ing risk per�cep�tions
	3.2.2 Trade-offs in risk deci�sions
	3.2.3 Approaches to audi�ence seg�men�ta�tion
	3.2.4 Appro�pri�ate infor�ma�tion in risk com�mu�ni�ca�tion
	3.2.5 Com�mu�ni�ca�tion tools and chan�nels

	3.3 Risk pro�fil�ing, com�mu�ni�ca�tion mod�els and coor�di�na�tion
	3.3.1 Generic risk pro�files
	3.3.2 Risk com�mu�ni�ca�tion mod�els
	3.3.3 Mech�a�nisms for coor�di�nated com�mu�ni�ca�tion

	3.4 Con�tri�bu�tions to com�mu�ni�ca�tion strate�gies
	3.4.1 Foster pub�lic under�stand�ing of risk anal�y�sis
	3.4.2 Enhance con�fi�dence in risk anal�y�sis out�comes
	3.4.3 Take account of risk per�cep�tions of all inter�ested par�ties
	3.4.4 Reduce ambi�gu�ity of the per�ceived dif�fer�ence between haz�ard and risk
	3.4.5 Fight dis�sem�i�na�tion of `false infor�ma�tion' and its sources


	4 Con�clu�sions
	5 Rec�om�men�da�tions
	 Ref�er�ences
	 Abbre�vi�a�tions



