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Introduction
The important amount of data that are generated by high-
throughput technologies increased the need for computational 
analysis.1 Among these technologies, microarray chips are 
used to measure the expressions of tens of thousands mRNAs 
simultaneously. Supervised and unsupervised classifications 
are the two broad methods for analyzing the gene expressions 
measured by these devices. Supervised classification meth-
ods are the major tool for extracting quantitative information 
from the datasets: the analyst selects representative variables 
from a training dataset (feature selection), designs a classifier 
relying on these variables (model design), then assesses the 

predictor performances on independent datasets from similar 
platforms (statistical validation) or on the same dataset by 
cross-validation procedures. The whole process is termed as 
predictive modeling.2

In transcriptomic studies, a molecular signature is a set of 
genes whose expressions are predictive of a molecular class or a 
phenotype. From the machine learning perspective, classifier 
models are built from a particular signature to robustly assign 
the patients to their proper classes or phenotypes across a wide 
range of settings (eg, the patients’ responses to specific chemo-
therapy treatments). Numerous methods for gene selection in 
genomics have been proposed (see3 for an exhaustive survey). 
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Background: Filter feature selection methods compute molecular signatures by selecting subsets of genes in the ranking of a valuation function. The 
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Results: We showed that: 1) the convex combination of the two objectives had exactly n optimal non empty signatures where n was the number of 
genes, 2) the n optimal signatures were nested, and 3) the optimal signature of size k was the subset of k top ranked genes that contributed the most to the 
interclass distance. We applied our feature selection method on five public datasets in oncology, and assessed the prediction performances of the optimal 
signatures as input to the diagonal linear discriminant analysis (DLDA) classifier. They were at the same level or better than the best-reported ones. The 
predictions were robust, and the signatures were almost always significantly smaller. We studied in more details the performances of our predictive model-
ing on two breast cancer datasets to predict the response to a preoperative chemotherapy: the performances were higher than the previously reported ones, 
the signatures were three times smaller (11 versus 30 gene signatures), and the genes member of the signature were known to be involved in the response 
to chemotherapy.
Conclusions: Defining molecular signatures as the optima of a bi-objective function that combined the signature size and the interclass distance was 
well founded and efficient for prediction in oncogenomics. The complexity of the computation was very low because the optimal signatures were the sets of 
genes in the ranking of their valuation. Software can be freely downloaded from http://gardeux-vincent.eu/DeltaRanking.php

Keywords: molecular signatures, bi-objective optimization, filter method, feature selection, breast cancer

Citation: Gardeux et al. Computing Molecular Signatures as Optima of a Bi-Objective 
Function: Method and Application to Prediction in Oncogenomics. Cancer Informatics 
2015:14 33–45 doi: 10.4137/CIN.S21111.

Received: October 23, 2014. Resubmitted: December 14, 2014. Accepted for 
publication: December 17, 2014.

Academic editor: J.T Efird, Editor in Chief

TYPE: Methodology

Funding: This research was supported by the French-Brazilian program CAPES-
COFECUB. The authors confirm that the funder had no influence over the study design, 
content of the article, or selection of this journal. 

Competing Interests: Authors have disclosed no potential conflicts of interest.

*Correspondence: r.natowicz@esiee.fr

Copyright: © the authors, publisher and licensee Libertas Academica Limited. This is 
an open-access article distributed under the terms of the Creative Commons CC-BY-NC 
3.0 License.

�Paper subject to independent expert blind peer review by minimum of two reviewers. All 
editorial decisions made by independent academic editor. Upon submission manuscript 
was subject to anti-plagiarism scanning. Prior to publication all authors have given signed 
confirmation of agreement to article publication and compliance with all applicable ethical 
and legal requirements, including the accuracy of author and contributor information, 
disclosure of competing interests and funding sources, compliance with ethical 
requirements relating to human and animal study participants, and compliance with any 
copyright requirements of third parties. This journal is a member of the Committee on 
Publication Ethics (COPE).

�Published by Libertas Academica. Learn more about this journal.

http://www.la-press.com/cancer-informatics-journal-j10
http://www.la-press.com
http://gardeux-vincent.eu/DeltaRanking.php
http://dx.doi.org/10.4137/CIN.S21111
mailto:r.natowicz@esiee.fr
http://www.la-press.com
http://www.la-press.com/journal-cancer-informatics-j10


Gardeux et al

34 Cancer Informatics 2015:14

These methods belong to three broad families of models: filter 
methods (either univariate or multivariate), wrapper methods 
and embedded methods.1 Filter methods rank the features by 
a valuation criterion and retain the features whose values are 
above a fixed threshold. These methods are independent of 
the classification models used afterwards for delivering the 
predictions. Conversely, wrapper methods4 search the set of 
features for optimal subsets of a given specific classifier. An 
objective function value is computed for each subset according 
to the performances of this particular classifier assessed on the 
learning dataset. Thus, the classifier is part of the valuation 
criterion, if not the valuation function itself. Finally, embed-
ded methods perform the feature selection while designing 
the classification model. Typical examples are decision trees 
which have built-in mechanisms for performing feature selec-
tion while constructing the tree.

Regarding the possible use of these classifiers in clinical 
routine, it is of upmost importance to minimize the number 
of genes in the molecular signatures because predictors rely-
ing on small sized signatures would be easier to implement 
into cheap low-throughput technologies. Moreover, small 
signatures could be of higher value for biological investiga-
tions when gene interaction networks are the main concerns, 
because the complexity of the gene interaction networks is 
exponential in the networks’ sizes.

In the present work we addressed the computing of 
molecular signatures as optimizing an explicit bi-objective 
function.5 Because we were seeking for robust classifications 
and small molecular signatures, we aimed at both maximiz-
ing the interclass distance relative to the signature and mini-
mizing the signature’s size. Because the molecular signatures 
were sets of genes, the total number of potential molecular 
signatures was 2n where n was the number of genes. This 
astronomic number suggested to conduct the optimization 
process in the general frame of metaheuristic methods applied 
to gene selection.5–7 A central point of our study was to show 
that computing the optima of the bi-objective function did 
not require searching the whole set of signatures. Rather, 
we showed that our bi-objective function had exactly n + 1 
non-dominated optima (Pareto sets) that we could compute 
by ranking the probesets according to their contributions to 
the interclass distance. Therefore, the optimization problem 
could be solved by a non-combinatorial approach where both 
the gene valuation function and the gene ranking process were 
direct consequences of the bi-objective optimization. The sec-
ond step was to compute, among n + 1 optimal signatures, the 
one whose size was optimal regarding the classifier model. We 
achieved this computation with a wrapper approach.1,4 This 
computation too was non combinatorial because conducted in 
the very small set of n + 1 optimal signature (not in the huge 
set of all the signatures).

We assessed our predictive modeling on seven data-
sets in oncology. Five of them were used for benchmark-
ing: we assessed the predictive performances of the optimal 

signatures and compared them to those of previous methods. 
We analyzed the performances on the two last datasets more 
thoroughly, paying attention to the biological relevancy of the 
optimal signatures, and comparing the signatures and predic-
tion performances to previously reported methods and results. 
The two datasets came from a clinical trial of preoperative 
chemotherapy in breast cancer.

Methods
Definition of the objective function. Let R and R′ be 

the two classes distinguishing the samples (eg, the patient 
cases who were responder to a treatment and those who were 
not). For any signature S (subset of variables, ie, subset of 
probesets) of size |S| = m, each data p (a patient case) was rep-
resented by the real m-component vector whose values were 
the expression levels of the respective probesets in S. Now, 
let c = c(S) and c ′ = c ′(S) be the centroids of the two classes R 
and R′ for the signature S. We defined the interclass distance 
between R and R′ as the Euclidean distance d (c, c ′) between 
their centroids.

We aimed at maximizing the interclass distance and mini-
mizing the size of the signature S, which are two conflicting 
objectives. Hence, we proposed to combine them into a single 
bi-objective function Fw(S). We defined the bi-objective func-
tion Fw(S) as a convex linear combination of the interclass dis-
tance and of the signature’s size. The respective weights of the 
convex linear combination were w and (1 − w), w ∈ [0, 1]:

	
F S w d c S c S w Sw( ) ( ( ), ( )) ( ) ( )= × ′ + − × −2 1 1  	 (1)

For any fixed weight w, the optimal solution was a signa-
ture S*(w) that maximized the function Fw(S), ie:

	
S w F S

S w
*

( )
( ) arg max ( )=

∈� S
	 (2)

where 𝒫(S) is the set of all the possible signatures.
Regarding the weight parameter w, the two limit cases 

were w =  0 at which Fw(S) =  1 − |S| whose maximum was 
reached at S w* ( ) = Ø, and w = 1 where F S d c S c Sw ( ) ( ( ), ( ))= ′2 , 
whose maximum was S w* ( ) = S (the whole set of probesets). 
The function Fw was bi-objective, except at each of these two 
limit cases, where it was mono-objective. The optimal solu-
tion S*(w) was the one that, given the weight parameter w, 
made the best balance between the two conflicting objectives. 
A large value of the parameter w emphasized the interclass 
distance at the detriment of the signature’s size, and conversely 
for a small value.

Computing the optimal signature. Let S be any signa-
ture, m its size, and let S′  =  S  ∪  {σ} where σ is a mRNA 
probeset not yet member of the signature S. Letting δ(σ) be 
the contribution of probeset σ to the interclass distance:

	 δ σ σ σ( ) ( )= − ′ 2	 (3)
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where σ  and σ ′ are the mean values of the probeset’s expres-
sions on the two classes, we considered the difference between 
the values of the bi-objective function at S′ and S:

	

F S F S w s s

w m

w w
S S S S

′( ) − ( ) = × ( ) − ( )






+ −( ) × − +( ) − −
∈ ′ ∈
∑ ∑δ δ2 2

1 1 1 1 mm

w w

( )( )( )
= × ( ) − −( )δ σ2 1

	 (4)

The difference was positive if and only if δ σ2 ( ) > −1 w
w , a 

condition that did not depend on the signature S the probeset 
σ was added to. Hence, for any signature S and any probeset 
σ such that δ σ2 1( ) > − w

w
, one had F S F Sw w( ) ( )′ > . Con-

versely, for any probeset σ such that δ σ2 1( ) ≤ − w
w , one had 

F S F Sw w( ) ( )′ ≤ . Therefore, the optimal signature S*(w) was

	
S w w

w
* ( ) ; ( )= ∈ > −{ }σ δ σS 2 1

	 (5)

Because the weight parameter w belonged to the real 
interval [0, 1], any augmenting probeset of the function Fw 
was an augmenting probeset of all function Fw′ ′s.t. w > w 
since:

	
δ σ δ σ2 21 1( ) ( )> −

′ ⇒ > − ′
′

w
w

w
w

and w > w 	 (6)

Hence, the optimal signatures followed an inclusion 
property:

	 ′ > ⇒ ′ ⊆w w S w S w* *( ) ( )	 (7)

Now let the set S of all the probesets be ranked in decreas-
ing order according to their contributions δ  to the interclass 
distance:

	
S = { } ⇒ ≥s s s s j1, , ) ( )2 … s.t. i < j iδ δ( 	 (8)

and, for each probeset sk, let us define the value w
sk

k
=

+
1

12δ ( )
, 

equation δ 2 1
( )s

w
wk

k

k
=

− . The inclusion property of the signa-

tures S* (w) led to the following property: “The set S(k) of the k 
top probesets in the δ ranking is an optimal solution of any function 
F w w ww k k∈ ′ +[ ]1 ”. Hence, the set W of weight values w lead-
ing to different optimal signatures was finite:

	 W w w wn= { }1 2, , , 	 (9)

Otherwise stated, among the weight values of the real 
unit interval [0, 1] the only values of interest were those of the 
finite set W.

This result holds for our bi-objective function which is 
the convex combination of the signature size and interclass 
distance. Other combinations of objectives would make sense. 
Which of them share the optimal signature inclusion prop-
erty is an open question that we do not address in the present 
article.

Automatic selection of the predictor’s optimal size. 
The above analysis shows that the optimal solutions of Fw(S) 
(eq. (1)) are the n + 1 subsets of probesets in the ranking of 
the contributions to the interclass distance δ. This first stage 
computed the n + 1 optimal subsets of probesets. This compu-
tation was independent of the classifier model chosen for the 
prediction. By contrast, finding the signature whose size was 
optimal among the n + 1 optimal signatures required a wrap-
per approach. This second stage relied on the classifier model.

An in-depth study of the prediction of the response to 
preoperative chemotherapy in breast cancer8 evaluated a total 
of 780 distinct classifiers (sets of genes and classifier mod-
els). The conclusions were that the Diagonal Linear Dis-
criminant Analysis (DLDA) classifier had better prediction 
performances for gene expression data9 and higher sensitivi-
ties.10 For these reasons we decided to use DLDA for predic-
tion modelling, taking as input the expressions of the genes 
belonging to the signatures that were the optima of the bi-
objective function.

The classifier model being chosen, we selected the 
optimal-sized signature by a wrapper approach, searching for 
the signature whose accuracy (see Terminology and Abbrevia-
tions) was maximal on the learning set of samples. Because 
the set of optimal signatures was of size n + 1, the wrapping 
process assessed the performances of the DLDA classifier of 
n + 1 signatures, which in terms of computational complexity 
was far less than searching the whole set of signatures (of size 
2n). The wrapping procedure can be summarized as follows: 
for each of the n  +  1 optimal signatures, we computed the 
DLDA model and its accuracy on the learning set. We defined 
the optimal predictor as the smallest non-singular signature 
of highest accuracy. Qualitatively, this non-singular predic-
tor was the smallest predictor whose accuracy was maximal 
and which was not an outlier, ie, had comparable perfor-
mances with predictors using similar signatures. By consid-
ering nonsingular predictors of highest accuracy one wanted 
to avoid selecting a predictor whose high accuracy was the 
consequence of an overfitting of the data, which would have 
led to non-robust performances. More precisely, we defined 
a quasi-plateau as a set of predictors of size k, k ∈ [l, u], such 
that the accuracy of each of them was not lower than a fixed 
threshold value (l and u were the respective lower and upper 
bound of the quasi-plateau). The quasi-plateau had exactly 
u − l + 1 different predictors whose accuracies were all above 
the fixed threshold value. In all the experiments reported in 
the present article, the threshold value was set to 95 percent of 
the maximum accuracy value measured on the learning set of 
cases. On a quasi-plateau of length greater than or equal to 2 
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(ie, u − l + 1 $ 2), we define the size of the locally optimal non-
singular predictor as k ll u[ , ]

* = . Then, the optimal predictor was 
the smallest locally optimal non-singular predictor of highest 
accuracy. Its size was the minimum of the k l u[ , ]

*  values.
Datasets. We compared the performances of our predic-

tors to those of the major published ones on seven different 
datasets in oncology. The purpose of this benchmarking was 
to assess the relevancy and predicting power of the optimal 
signatures our method unveiled. To this end, we computed 
the signatures on a significant number of different prediction 
problems in oncogenomics and compared their performances 
(using a DLDA classifier) to the state-of-the-art published 
predictive modelings. Each of them was a two-class data-
set, whose characteristics are summarized in Table  1. First, 
we used five datasets of tumors in different tissues (Datasets 
I-V) to evaluate the performance of our predictors. We invite 
the reader to refer to the cited articles for further explanations 
of the different methods and protocols that were used in the 
reported studies. In a second stage, we conducted a detailed 
study on two breast cancer datasets (Datasets VI-VII).

Cross validation. Three different cross validation techniques 
were used in this study: 1) k–FOLD CROSS-VALIDATION 
(k-fold CV) which consists of splitting the dataset into k sets 
of equal length, choosing k − 1 sets as training sets for build-
ing the model, and testing the performances on the remaining 
set. This training/testing procedure was performed times with 
the k unique different combinations, and the average perfor-
mances were computed. 2) REPEATED RANDOM SUB-
SAMPLING is a cross-validation procedure very similar to 
the k-fold CV. The main difference is that instead of splitting 
the dataset only once then assessing the performances on the 
randomly created subsets, it splits the dataset randomly several 
times. Therefore the average performances can be computed 
on a broader number of simulated subsets, enhancing the 
robustness of the results. 3) LEAVE-ONE-OUT CROSS-
VALIDATION is a specific case of the k-fold CV, taking k as 
the total number of samples, which implies that the model is 
built on k − 1 samples and tested on the last one, this opera-
tion being repeated times. Since there are only partitions of 
k − 1  samples, this method is run only once, and the total 

number of FP, TP, FN, and TN (whose sum is k) gives the 
performance results.

Experimental protocol (non-biased). In all of the afore-
mentioned experiments, the signatures, their sizes and the 
parameters of the classification model were computed on the 
training set only, without any reference to the test sets.11,12 
Then the performances of the model designed in the train-
ing phase were computed on the external test sets. The same 
protocol was used in the cross-validation procedures: at each 
run of the cross-validation, the whole predictive modeling was 
repeated on the new independent training set of samples.

Results
We have applied our predictive modeling (Methods: Experimen-
tal Protocol (Non- biased)) to seven different microarray datasets 
in oncology. Five of them were used for benchmarking, and two 
of them for a thorough analysis of breast cancer signatures.

Evaluation of the performance of the predictors 
unveiled by the bi-objective optimization. We first per-
formed a benchmarking on different datasets to objectively 
assess the performances of the signatures predicted by the 
bi-objective optimization. To this end, we have applied our 
predictive modeling to Datasets I-V (Methods: Datasets) and 
conducted two kinds of cross-validation procedures (Meth-
ods: Cross-validation): 1) a three-fold cross-validation whose 
results are reported in Table 2, and 2) a leave-one-out cross-
validation procedure whose results are in Table 3. The results 
outlined three interesting features: 1) the signature sizes 
(between 3 and 10 probesets in average), were rather small 
compared to what was commonly reported in the literature 
(most of the time containing between 20 and 50 genes); this 
property being exemplified in Table 4 where we compared dif-
ferent published classifiers to our model, 2) the performances 
were high and concordant (high accuracy, with both high 
specificity and sensitivity, see Terminology and Abbrevia-
tions). Only the brain cancer dataset seemed to harbor rela-
tively weaker performances, but one still had ∼68% accuracy 
with signatures of ∼10 probesets. 3) The two different cross 
validation protocols had very similar results, which strengthen 
the confidence in the robustness of the predictions.

Table 1. Description of the seven publicly available cancer datasets used in this study.

Dataset Data type Article # Cases # Probesets Source

Dataset I Colon [29] 62 2000 (1)

Dataset II Lymphoma [30] 77 5469 (2)

Dataset III Leukemia [31] 72 7129 (3)

Dataset IV Prostate [32] 102 10509 (2)

Dataset V Brain [33] 60 7129 (3)

Dataset VI Breast [8] 133 22283 (4)

Dataset VII Breast [16] 91 22283 GSE20271

Notes: (1) http://genomics-pubs.princeton.edu/oncology/ (2) http://www.gems-system.org/ (3) http://www.broadinstitute.org/cgi-bin/cancer/datasets.cgi 
(4) http://bioinformatics.mdanderson.org/main/Public_Datasets
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Table 2. Average performances and size of the signatures predicted by bi-objective function optimization; three-fold cross-validation.  
We computed the δ -filtered signatures 100 times for different random training/testing subsets on Datasets I-V (Methods: 3-fold CV). 
Average performances across the runs are reported along with their standard deviation.

Colon Lymphoma Leukemia Prostate Brain

#Probesets 8.420 ± 5.459 4.700 ± 2.816 3.100 ± 1.187 3.340 ± 0.764 10.420 ± 5.668

Accuracy 0.825 ± 0.018 0.872 ± 0.017 0.961 ± 0.008 0.909 ± 0.009 0.672 ± 0.038

Sensitivity 0.867 ± 0.029 0.872 ± 0.036 0.937 ± 0.012 0.904 ± 0.008 0.584 ± 0.084

Specificity 0.747 ± 0.013 0.889 ± 0.015 0.974 ± 0.010 0.913 ± 0.015 0.718 ± 0.022

PPV 0.865 ± 0.006 0.702 ± 0.035 0.950 ± 0.020 0.524 ± 0.040 0.650 ± 0.040

NPV 0.752 ± 0.043 0.939 ± 0.012 0.967 ± 0.006 0.910 ± 0.007 0.766 ± 0.045

 

Table 3. Average performances and size of the signatures predicted by bi-objective function optimization; leave-one-out cross-validation.  
We computed the δ -filtered signatures for different random training/testing subsets on Datasets I-V (Methods: Leave- one-out CV). 
Performances are computed from the summary of the runs.

Colon Lymphoma Leukemia Prostate Brain

#Probesets 9.048 4.156 2.972 4.000 8.267

Accuracy 0.855 0.883 0.986 0.941 0.683

Sensitivity 0.925 1.000 0.960 0.960 0.619

Specificity 0.727 0.845 1.000 0.923 0.718

PPV 0.860 0.679 1.000 0.923 0.542

NPV 0.842 1.000 0.979 0.960 0.778

 

Table 4. Comparison of average performances and size of signatures reported in the literature. In this table are reported the mean accuracies 
(Ac., in percent) and mean number of probesets (p–) of non-biased results (Methods: Experimental Protocol (Non-biased)) published for the five 
benchmarking datasets (Datasets I-V). Results of our predictive modeling are reported on the last line.

Articles Colon Lymphoma Leukemia Prostate Brain

Ac. p– Ac. p– Ac. p– Ac. p– Ac. p–

[32] – – – – – – 86.00 29 – –

[34] – – – – – – – – 60.00 21

[35] 85.83 20 – – – – – – – –

[36] – – 83.33 6 – – – – – –

[37] 82.33 20 – – – – – – – –

[38] 82.03 (*) – – 94.40 (*) 91.22 (*) – –

[39] – – – – – – 94.12 22 – –

[40] 85.71 30 – – – – 94.11 20 – –

[13]

F-test 84.05 15.1 – – – – 91.18 126.4 – –

∂ W 76.70 35.1 – – – – 94.60 756.6 – –

∂ RW 78.60 43.3 – – – – 94.70 573.3 – –

∂ Spb 80.30 31.8 – – – – 94.80 95.5 – –

SVM-RFE 85.48 26.4 – – – – 94.18 43.2 – –

GLMPath 81.91 1.3 – – – – 94.09 1.6 – –

Random Forest 89.40 49.8 – – – – 94.10 81 – –

δ-DLDA 85.50 9.05 88.30 4.16 98.60 2.97 94.10 4.00 68.30 8.27

Note: (*) Not in the article.
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Next, we compared our results to previously published 
ones that we have selected because they were non-biased 
(Methods: Experimental Protocol (Non-biased)). The com-
parative results are reported in Table  4. For the colon can-
cer dataset, our predictive modeling was only outperformed 
by the random forest (accuracy ∼89% vs. ∼85%) but the sizes 
of these predictors were five times larger (∼50 vs. ∼10 probe-
sets). For the leukemia dataset, our predictive modeling was 
not outperformed (accuracy ∼98% with ∼3 variables). Regard-
ing the prostate cancer dataset, our modeling was not out-
performed. GLMPath method had the same performances 
(accuracy ∼94%) and was twice smaller (∼2 vs. ∼4 variables). 
Finally, our model was not outperformed in both the brain 
cancer (accuracy ∼68% with ∼9 variables) and the lymphoma 
datasets (∼88%, ∼5 variables).

Hence, the performances of our predictors were at the level 
of, or higher than those of the previous studies. Moreover, our 
signatures were most of the time significantly smaller. A notice-
able exception is GLMPath13 whose performances, even though 
slightly lower than ours, were obtained with remarkably small 
signature sizes. Our predictive modeling appeared to be among 
the two best methods, if not the best one. Beside this result, 
one should stress that our predictive modeling is very simple, 
quick to compute on commonly available personal computers, 
and fully automated (no parameter to tune).

Application in breast cancer: molecular signature 
designed for prediction of preoperative chemotherapy 
treatments. After having assessed the performances of the 
predictive modeling we propose, we applied it on two breast 
cancer datasets: Datasets VI & VII (Methods: Datasets).

Dataset VI comes from a clinical trial conducted at the 
MD Anderson Cancer Center (Houston, Texas, USA). One 
of the purposes was to provide data for designing predictors 
of the response to preoperative chemotherapy treatments in 
breast cancer. We used the same protocol as in8: the set of 133 
patient cases was split into a fixed training set of 82 patient 
samples and a test set of 51 patient samples, each one showing 
the same ratio of responder (Pathologic Complete Response, 
PCR) and partially responder patient cases (NoPCR or Resid-
ual Disease, RD), respectively 1/3 and 2/3.

According to our predictive modeling, the probesets 
were ranked by decreasing contributions to the interclass 
distance measured on the learning set of 82 patient cases8 and 
the signatures were computed in this ranking. In Table 5, we 
compared the performances of our predictive modeling to 
two other recently published classifiers. We computed two 
signatures containing respectively 30 (δ-DLDA-30) and 11 
(δ-DLDA-11) probesets. The δ-DLDA-30  signature was 
created by taking the 30 top ranked genes according to their 
δ score, and was built for comparing its performance to the 
two published classifiers of same size. The δ-DLDA-11 sig-
nature was built by the automated procedure which chooses 
the optimal size of the signature on the training dataset 
without human supervision (see Methods). The results of 

our predictive modeling were compared to two published 
studies on the same datasets: 1) a predictor using the same 
DLDA classifier (DLDA-30) designed on the 30 probesets 
of smallest P-value to a t-test,8 and 2) a signature unveiled 
by a majority voting predictor (bi-majority-30) designed on 
the 30 probesets of highest bi-informative values14 (Ter-
minology and Abbreviations). The δ-DLDA-11  signature 
had the best performances on the test dataset, and they 
were even slightly higher than the best performances ever 
published for this dataset. The main point was that these 
performances were achieved with three times less probesets 
(11 vs. 30).

Figure 1 shows heatmaps for each of the four signatures 
cited above, applied on the testing Dataset VI (51 test samples). 
We can observe that the signatures unveiled by our method 
(Panels A&B) clearly dichotomize the responder patients. 
The up-regulated and down-regulated genes are clearly vis-
ible, while this seems less apparent for the two other signatures 
found in the literature (Panels C&D): the classifier rules would 
probably be more complicated to analyze/interpret. Interest-
ingly, we found that patients PERU11, PERU14, M120, M353 
and M503 were misclassified by all the methods. This can sug-
gest that these five patients form one or several sub-clusters 
regarding the response to therapy.

In order to put more focus on the biological relevancy of the 
genes unveiled in the δ-DLDA-11  signature, we detailed the 
characteristics of the 11 selected probesets in Table 6 and plotted 
the boxplots of their expression levels in Figure 2. Table 6 unveils 
a relatively high overlap between our signature and the two other 
published ones. Such compliance across studies is rarely observed 
in the literature and is worth mentioning. The highest ranked 
gene of our signatures was ESR1 (estrogen receptor protein 
coding gene 1). Although this gene is known to be one of the 
most determinant marker of the response to the chemotherapy 
(eg,15), it had not been selected in neither8 nor.14 Beside ESR1 
three other genes of the δ-DLDA-11 signature were neither in 

Table 5. Comparison of the performances of signatures predicted on 
breast cancer dataset VI (training set=82 samples). The first column 
of this table (δ -DLDA-30) corresponds to the result of our predictive 
modeling with a fixed size of 30 probesets (for direct comparison 
with other methods). The second column (δ -DLDA-11) contains the 
results of our predictive modeling obtained without fixing the number 
of probesets of the signature. The optimal non-singular predictor 
found by our method contained 11 probesets. The third (DLDA-308) 
and fourth (Bi-Majority-3014) columns report results found in the 
literature with the same data/protocol.

δ-DLDA-30 δ-DLDA-11 DLDA-30 Bi-Majority-30

Accuracy 0.863 0.882 0.765 0.863

Sensitivity 0.846 0.923 0.923 0.923

Specificity 0.868 0.868 0.711 0.842

PPV 0.688 0.706 0.522 0.667

NPV 0.943 0.971 0.964 0.970
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the DLDA-30 signature nor in the bi-majority-30 one: AGR2, 
SOX11, and TBC1D9 (see Discussion section).

Dataset VII is a second independent dataset of 91 patient 
cases16 coming from a cohort subject to the same clinical trial 
and protocol as Dataset VI.8 Measurements of the expression 
levels were conducted with the same microarray (Affymetrix 
U133A). With this dataset we aimed at validating the per-
formances of the predictors we computed on Dataset VI (82 
training data samples). Hence, we only used this new data-

set as a test dataset. The performances of our predictors are 
reported in Table 7 together with those of the DLDA-308 and 
bi-majority-3014 signatures. The performances of the δ-DLDA-
predictors were close to those of the two other predictors. More 
specifically, the δ-DLDA-11 predictor’s specificity was slightly 
lower than that of the DLDA-30 but the two predictors had 
the same sensitivity value, and almost the same high negative 
predictive values, ie, the probability of a partial response given 
that the prediction is a partial response to the treatment.

Figure 1. Heatmaps of the four signatures on testing data (51 patients). 
Notes: The four heatmaps represent, for each of the 51 patients of the breast cancer testing set (in columns), the different genes (in rows) of each of 
the four molecular signatures detailed in this paper. Green colors represent down-regulated genes, and red colors represent up-regulated genes. In 
parenthesis are the names of the corresponding probesets in the Affymetrix microarray. Panel A corresponds to the 11 genes of the δ -DLDA-11 signature. 
Panel B corresponds to the 30 genes of the δ -DLDA-30 signature. Panel C corresponds to the 30 genes of the DLDA-30 signature.8 Panel D corresponds 
to the 30 genes of the Bi-Majority-30 signature.14 At the bottom of each heatmap two variables are represented: “Predicted” is the predicted response for 
each patient using the DLDA classifier, and “Response” is the true response class (PCR: Pathologic Complete Response, or NoPCR: residual disease). In 
the subpanel, the red bars represent the misclassified patient (False Positives or False Negatives).
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Table 6. Detailed caracteristics of the δ -DLDA-11 signature. 
This table contains descriptions of the 11 probesets of highest 
contributions to the interclass distance unveiled by our predictive 
modeling on Dataset VI (rank of the probesets following our 
prioritization by δ scores, names of the targeted genes, Affymetrix 
references of the probesets, values of their contributions to the 
interclass distance, and P-values to a t-test). In bold are the genes 
of the 11 δ -signature that were neither member of DLDA-30 nor 
bi-majority-30 signatures.

δ-rank Gene Probeset δ (σ) P-value

1 ESR1 205225 at 0.102 5.261E-6

2 BTG3 213134_x_at 0.090 2.956E-5

3 BTG3 205548_s_at 0.088 3.307E-5

4 MELK 204825_at 0.083 1.224E-4

5 METRN 219051_x_at 0.076 1.705E-6

6 GAMT 205354_at 0.075 2.768E-7

7 MAPT 203929_s_at 0.074 2.312E-8

8 AGR2 209173_at 0.073 5.451E-7

9 SOX11 204913_s_at 0.073 8.000E-3

10 TBC1D9 212956_at 0.072 2.037E-5

11 SCUBE2 219197_s_at 0.071 4.736E-5

 

Finally, we used the two test datasets to assess more 
deeply the robustness of the δ-DLDA-11 predictor. In this 
last experiment, the signature was kept constant while the 
parameters of the DLDA classifier were tuned at each run 
of the 3-fold cross-validation procedure (Methods: Cross-
Validation). The results of these two distinct cross-validations 
are reported in Table 8. Neither DLDA-308 nor bi-majority-
3014 signatures reported cross-validation assessment. Both 
results found on Dataset VI (51 test samples) and Dataset VII 
(91 test samples) are concordant with (and thus reinforce) the 
ones found without cross-validation.

Global assessment of the robustness of the method. We 
statistically assessed the robustness of our predictive model-
ing on the 133 cases dataset8 by means of permutation resa-
mpling procedures. We first assessed that our predictor was 
better than a random predictor. To this end, we performed 
1,000 random subsampling cross-validations (Methods: 
Cross-Validation), and conducted our predictive modeling 
twice at each run: once on the learning set of samples, lead-
ing to a first predictor, and once on the same learning set 
where the samples were randomly assigned to the classes. The 
null hypothesis was “The performances of the two predictors are 
equal”. It was strongly rejected in each of the measures of 
performance (sensitivity, specificity, accuracy, PPV, NPV; see 
Terminology and Abbreviations; data not shown). This result 
demonstrated that the predictive modeling comprising both 
the signature selection and the classifier model (DLDA), was 
not random guesses.

Next, we assessed that this result was not the conse-
quence of the classifier model alone or, otherwise stated, that 

the signatures were relevant for the predictions. To this end, 
we have assessed the optimal signatures by designing another 
random subsampling cross-validation procedure (1000 runs; 
Methods: Cross-Validation) conducted on the same dataset. 
At each run the predictive modeling was conducted, together 
with the design of a predictor with a random signature of same 
size. The null hypothesis was stated as “The performances of the 
predictors with optimal and random signatures of same sizes are 
equal.” This null hypothesis was strongly rejected as well (data 
not shown). This last result demonstrated that the perfor-
mances of the predictive modeling were not the consequence 
of the DLDA alone, ie, the optimal signatures were relevant 
for the data at hand.

Discussion
In this study we proposed a feature selection method by which 
the molecular signatures were the optima of a bi-objective 
function expressing the tradeoff between the class discrimi-
nation (interclass distance) and the size of the signature. We 
demonstrated that this optimization was reducible to ranking 
the probesets by their contributions to the distance between 
the class centroids. This method of signature selection is non 
parametric because the contribution to the interclass distance 
makes no assumption on the distribution of the expression 
levels. Moreover, we have proposed a fully automated method 
for computing the optimal sized signature on a training data-
set without supervision.

In this study we used the DLDA classifier method, fol-
lowing the conclusions of an in-depth study that compared 
several predictive modelings.8 Other classifier methods could 
have been used such as SVM, Naïve Bayes, Random Forest, 
etc. Investigating the effects or performances of each classi-
fier model on the molecular signatures unveiled by our feature 
selection method would be interesting. However, since we 
used the classifier model after the feature selection step, and 
according to the referenced study,8 we may reasonably assume 
that the difference should be small or in favor of the DLDA 
classifier results.

In this study we defined the interclass distance as the 
Euclidean distance between the centroids of the two classes. 
This definition implies that we used two specific parameters 
for defining our objective function: 1) the “representative” ele-
ment of each class, that we here defined as the centroid of all 
the samples pertaining to this class, and 2) the choice of the 
Euclidean distance to measure the difference between the two 
classes “representative” elements. Arguably, other representa-
tive elements can be used, such as the vector of medians, the 
medoids,17 etc. However, since the distance between the rep-
resentative elements will always increase with the dimension-
ality (ie, the number of probesets included in the signature), 
this choice will not change the conclusions of our study. This 
choice have the potential to increase (or decrease) the perfor-
mances of the predictors,18 but the global methodology will 
remain the same.
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Concerning the bi-objective function choice, we can also 
stress out the fact that this choice could have been different. 
Indeed, concerning the second objective, the minimization of 
the size is produced by the right part of equation (1): 1 − |S|, 
and could have been chosen as any other decreasing function 
of |S|. The probesets being indexed by decreasing contribution 

to the interclass distance, the scores of the n + 1 optima would 
be different, but the probesets within those n  +  1 optima 
would remain the same. Therefore, since the optimum size 
determination is conducted on the set of probesets, by decreas-
ing δ cutoffs, it would not change the accuracy of the classi-
fier either. Furthermore, the first objective of the bi-objective 
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Figure 2. Boxplots of the expressions of the 11 probesets of the δ -DLDA-11 signature.
Notes: The boxplots represent the expression values of the 11 probesets selected by our predictive modeling for breast cancer prediction of the response 
to preoperative chemotherapy. 
Abbreviations: PCR, pathologic complete response; No-PCR, residual disease.
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function does not require being a distance metric. ‘’In regards 
to the analysis that we have conducted, the first objective only 
needs to fulfill the two following requirements: its value must 
be non-decreasing in the size of the signature and the contri-
bution of a variable must not depend on the set of variables it is 
added to. To illustrate this second point by a counter-example, 
would the first objective take into account the correlations of 
the variables, the contribution of a variable would depend on 
the set it is added to. In such situations our method would not 
be applicable. Such problems are to be solved in the general 
frame of metaheuristic optimization procedures.5

We applied our method on microarray data, but it could 
as well be applied to RNA-Seq, methylation or other type of 
data. The complexity of the signatures computation is that of 
assigning each gene its δ value (this step is in linear time) plus 

the complexity of sorting the genes according to this score (this 
step is in log-linear time). This first step of finding the n + 1 
optimal signatures is performed very fast. It drastically reduces 
the dimension of the search space, so that the computation of 
the optimal-sized signature is very efficient. Hence, the final 
wrapper step for selecting the best signature is performed 
among this small subset of n + 1 optimal signatures. It implies 
that the complexity of the whole process is low (close to log-
linear). This efficiency makes the method a good candidate for 
predictor design on Next Generation Sequencing data.

Our results are supported by a study concerning expres-
sion data of breast cancer tumors.19 The authors have assessed 
three factors underlying the ability of predicting phenotypes 
in breast cancer: 1) the presence of genes whose expressions 
had high fold changes between the different classes, 2) the 
amount of such genes in the microarray and 3) the number of 
learning cases at which these genes had strong different mean 
expressions.

The conclusion of this study was that the fold-change had 
the greatest influence on the success of model building, fol-
lowed by the size of the gene signature then by the number 
of informative cases. Our molecular signatures are designed 
by selecting the genes in the ranking of their contributions to 
the interclass distance. Because this ranking and that of the 
fold-change are equivalent, our method and result are coher-
ent with the study.19

In,20 the authors compared and assessed a large panel of 
feature selection methods that are available for DNA microar-
ray studies. The conclusion of the study was: “Surprisingly, com-
plex wrapper and embedded methods generally do not outperform 
simple univariate feature selection methods, and ensemble feature 
selection has generally no positive effect. Overall a simple Student’s 
t-test seems to provide the best results.” This statement supports 
our predictive modeling design. It is a simple filter methods 
based on the ranking of the probesets by their contributions 
to the interclass distance, ie, by the difference of the means 
between the two classes. It has similarities with a t-test, but 
does not take into account the standard deviations or the dis-
tribution of the data. Figure 3 highlights this result, plotting 
the contributions to the interclass distances (δ-values on the X 
axis) versus the P-values to the Student’s t-test (Y axis). One 
can see that the probesets of highest δ-values are precisely 
those of smallest P-values to the Student’s t-test. This result 
is general to microarrays because the variance of the expres-
sion levels is independent of the fold-change between the two 
classes. Hence, selecting the genes of highest contribution to 
the interclass distance implies selecting the genes of smallest 
P-values. The reverse is not true: on this figure one can see 
that probesets of low δ rankings may be of small P-values to 
the Student t-test (eg, at δ = 0.10 where the P-values of some 
probesets are not higher than those at δ = 0.30 and over).

Regarding molecular signatures, the motivation for 
selecting subsets of genes whose contributions to the inter-
class distance are the highest (implying that they are of small 

Table 8. Three-fold cross-validation average performances of the 
δ -DLDA-11 signature, applied on the two external test datasets. The 
table contains the results of our predictive modeling obtained with 
the 11 probesets signature (δ -DLDA-11) predicted on Dataset VI (82 
training samples). The predictor was applied on both test datasets 
following a 3-fold cross-validation experimental protocol (Methods: 
3-fold cross-validation). Average performances and standard 
deviations are reported.

Dataset VI  
(51 test samples)

Dataset VII  
(91 test samples)

Accuracy 0.84 ± 0.12 0.61 ± 0.15

Sensitivity 0.92 ± 0.18 0.72 ± 0.30

Specificity 0.81 ± 0.16 0.58 ± 0.17

PPV 0.68 ± 0.22 0.31 ± 0.15

NPV 0.97 ± 0.06 0.90 ± 0.11

 

Table 7. Performances of the predictors trained on breast cancer 
Dataset VI (82 training samples) and applied on Dataset VII (91 test 
samples). In the first column (δ -DLDA-30) are the performances of 
our predictive modeling with the 30 probesets signature predicted on 
Dataset VI (for direct comparison with other methods). In the second 
column (δ -DLDA-11) are the results of our predictive modeling 
obtained with the optimal non-singular DLDA predictor (11 probesets 
signature) predicted on Dataset VI. The third (DLDA-308) and fourth 
(Bi-Majority-3014) columns report the performances of two predictors 
whose signatures were the 30 probesets of smallest P-values 
to the Student t-test (DLDA-30) and the 30 probesets of highest 
bi-informativeness (Bi-Majority−30).

δ-DLDA-30 δ-DLDA-11 DLDA-30 Bi-Majority-30

Accuracy 0.670 0.659 0.725 0.681

Sensitivity 0.632 0.632 0.632 0.579

Specificity 0.681 0.667 0.750 0.708

PPV 0.343 0.333 0.400 0.343

NPV 0.875 0.873 0.885 0.864
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P-values) is now established: they are the optima of the bi-
objective function. To our best knowledge no reason was ever 
given for selecting subsets of genes of smallest P-values with 
no regard to their contribution the interclass distance.

Concerning the breast cancer datasets and the issue of 
predicting the responses to preoperative chemotherapy treat-
ments, our predictive modeling was at the level of, or out-
performed the previous studies, with three times smaller 
signatures. The highest ranked gene of our signatures was 
ESR1 (estrogen receptor protein coding gene 1, cf. Table 6). 
Although this gene is known to be one of the most determi-
nant marker of the response to the chemotherapy (eg,15), it was 
neither selected in8 nor.14 In the latter study the probesets were 
ranked according to their “bi-informativeness”. For instance, 
the gene BTG3 in Figure 2 is bi-informative: a low expression 
value is a clue of a partial responder case and a high expression 
value is that of a responder case. In contrast, the gene ESR1 in 
the same figure is mono-informative: when its expression 
level is high the probability of the patient case to be a partial 
responder is high, but when the expression level is low the two 
classes are of equal probabilities. Because the valuation func-
tion of14 gave high rankings to bi-informative genes, ESR1 
received a low ranking that prevented it to be in the signa-
tures. In the former study the probesets were ranked according 
to the P-value to a t-test and the genes were selected in this 
ranking. The highest ranked gene was MAPT (microtubule-
associated protein tau.) Although the boxplots of ESR1 and 
MAPT are very similar (cf. Figure 2), the ranking of ESR1 
was too low for it to enter the DLDA-30 predictor. Its low 
ranking, despite the similar boxplots, may be the consequence 

of the parametric assumption underlying the P-value to the 
t-test, to which the distribution of ESR1  may be less fitted 
than that of MAPT. Beside ESR1 three other genes of the 
11 δ-signature were neither in the DLDA-30  signature nor 
in the bi-majority-30 one. These genes are AGR2, SOX11, 
and TBC1D9. According to some recent studies, these three 
genes may make sense in a predictor of the response to che-
motherapy treatments: gene AGR2 (anterior gradient-2) is a 
potential novel oncogene overexpressed in estrogen receptor 
positive tumors21); gene SOX11’s protein (SRY-related HMG-
box 11) is a tumor suppressor22; and the expression of the gene 
TBC1D9, closely adjacent to ESR1 on its chromosome, was 
shown to be positively correlated with that of ESR1 in breast 
cancer.23 Moreover, both TBC1D9 and ESR1 were found to 
be among the seven most important predictors of breast can-
cer, for both disease mortality and recurrence.24

It should be noted that two of the probesets belonging 
to the 30 δ-signature (but not to the 11 δ-signature) had 
P-values to a t-test that were slightly higher than the 5% 
threshold, above which a null hypothesis is usually considered 
not rejected. These two probesets (221872_at and 206391_at, 
P-values 0.053 and 0.072) are of the same gene, RARRES1 
(retinoic acid receptor responder 1). Its selection comes from 
our valuation of the probesets, the distance between the mean 
expressions on the two learning classes, which does not take 
into account the normal distribution of the values. We refer 
the reader to1 for a thorough discussion of the issue of indi-
vidually assessing the features of multivariate predictors. 
Regarding RARRES1, this gene is known to be a tumor sup-
pressor (eg,25–27).

We saw in Table  4 that only one method, GLMPath, 
had prediction performances that were very close to ours, and 
signature sizes equal or smaller than ours. The GLMPath 
method is a generalized LASSO method (Least Absolute 
Shrinkage and Selection Operator.) The LASSO algorithm is 
based on a regression method estimating the best parameters 
of a Gaussian multi-variable model and simultaneously dis-
carding the non-explicative variables. An analysis of LASSO 
conducted by R. Tibshirani,28 the author of the method, 
showed that LASSO is a greedy algorithm, solving a linear 
regression model by adding at each step the variable that is 
the most correlated to the current residual. Hence LASSO 
method computes a greedy solution to the problem of molecu-
lar signature selection. This greedy solution is not the optimal 
one in the general case. In contrast we demonstrated that the 
greedy solutions of our bi-objective function were the global 
optima of the bi-objective function. They were not greedy 
approximations of the optimal signatures: they were the opti-
mal signatures. We also demonstrated that our bi-objective 
function had a very small number of optima, precisely n opti-
mal non empty signatures.

Multi-objective functions whose optima can be found by 
a greedy optimization are very rare. The reason why this opti-
mization problem could be solved by a greedy approach is that 
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Figure 3.  Scatterplot of the probesets. 
Notes: X-axis: probesets’ contributions (δ values) to the interclass 
distance (PCR and no-PCR classes). Y-axis: probesets’ P-values to the 
Student t-test. The δ contributions to the interclass and the P-values to 
the t-test were computed on the 133 tumor samples of Dataset VI.
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the two objectives of the function are separable: when a gene is 
added to the signature, the new value of the objective function 
only depends on this gene, not on the genes that were already 
member of the signature. In its whole generality the problem 
of feature/gene selection is the optimization of multi-objective 
functions whose objectives are non-separable. An example of 
such a multi-objective function is the following three objec-
tive function: minimize the signature size, maximize the inter-
class distance, and minimize the signature’s gene correlations.

Because of the third criterion this three-objective func-
tion is not separable. Addressing the issue of searching opti-
mal molecular signatures in non-separable multi-objective 
functions might bring significant improvements in oncology 
prediction.

Programs availability: A Web application and scripts 
written in R language that implement the feature selection 
procedure can be freely accessed or downloaded from http://
gardeux-vincent.eu/DeltaRanking.php.

Terminology and Abbreviations
The performances of a two-class predictor (binary classifi-
cation) can be measured according to the following criteria, 
where TP, TN, FP and FN are respectively the numbers of 
True Positive, True Negative, False Positive and False Nega-
tive of the predictor.

•	 Accuracy: true prediction rate. Accuracy = (TP + TN) / 
(TP + FP + FN + TN)

•	 Sensitivity (or Recall): true positive prediction rate. 
Sensitivity = TP / (TP + FN)

•	 Specificity: true negative prediction rate. Specificity = TN / 
(TN + FP)

•	 PPV (Positive Predictive Value, or Precision): probability 
that a case belongs to the positive class when the positive 
class is predicted. PPV = TP / (TP + FP)

•	 NPV (Negative Predictive Value): probability that a case 
belongs to the negative class when the negative class is 
predicted. NPV = TN / (FN + TN)

The following abbreviations are used for specific signa-
tures and classification methods:

•	 DLDA: Diagonal Linear Discriminant Analysis, which 
is a classification method.

•	 δ-DLDA-30: The signature found by our method, using 
a fixed number of 30 features (the 30 top-ranked genes).

•	 δ-DLDA-11: The signature found by our method, using 
the automatic process selecting an optimal number of 
features of 11 (the 11 top-ranked genes).

•	 DLDA-30: The 30-genes signature found in8 by t-test 
P-value ranking and using DLDA as classifier.

•	 Bi-majority-30: The 30-genes signature found in14 corre-
sponding to the highest bi-informative values and using 
majority voting as classifier.

Conclusions
Defining molecular signatures as optima of a bi-objective 
function as a tradeoff between the interclass distance and 
the signature size, is relevant. Computing the signatures in 
the ranking of genes’ contributions to the interclass distance 
is well founded and effective. Our benchmarking showed 
that the performances of the linear discriminant predictors 
designed on these optimal signatures were at the level of the 
best reported studies and that the signatures were signifi-
cantly smaller than almost all of them. Applying the method 
on two breast cancer datasets brought very small and bio-
logically relevant molecular signatures. They further helped 
designing robust and efficient predictors for the response to 
the chemotherapy.
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