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Introduction
As the concept of personalized medicine1,2 is being increasingly 
prioritized by the clinical community, the need for software 
tools that could tailor treatment according to the patient’s 
individual data is becoming more and more demanding. This 
reality has stimulated the development of mathematical and 
computational simulation models of disease development 
and response to treatment through various frameworks such 
as the virtual physiological human (VPH) initiative.3 In the 
case of cancer, numerous mechanisms are involved at different 
biocomplexity scales. This dictates the adoption of multiscale 
approaches for the simulation of related phenomena.4 Appro-
priate reuse of already existing elementary biomodels has led 
to the creation of complex and highly refined models known 
as hypermodels.5

A long-term goal of in silico or computational medicine 
is to provide clinicians with as many validated and clinically 
meaningful models as possible so that they can be efficiently 
supported in their decision-making procedure. Achieving 
such a goal involves a large number of stakeholders at different 
time points of a model life cycle. Modelers need to store their 

work in a facility that is independent of the development kit 
that has been used to implement the source code. The facility 
should also allow effortless testing, validation and subsequent 
update, and maintenance of the stored models as needed.  
Clinicians should have access to the functionalities provided. 
This includes methods to introduce the necessary input data 
to the system, either directly by completing forms with cer-
tain required values or by retrieving the data from third-party 
sources. Furthermore, large health and research institutions 
usually require all the aforementioned services to be consoli-
dated into a single integrated solution,6 thereby facilitating 
their use as well as the dissemination and the exploitation of 
the generated results.

In this paper, we propose a software infrastructure based 
on a repository that allows the involved stakeholders to per-
form the required tasks through a number of independent and 
interconnected modules. The paper starts with a conceptual 
high-level description of the system developed. Subsequently, 
it outlines each system component by also providing the com-
ponent interrelations. The two implementation paradigms con-
cerning nephroblastoma (Wilms tumor) and breast cancer are 
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discussed in the next section. The “Results” section provides 
exemplary outputs of the infrastructure for two different user 
cases considered, namely, for a clinical user’s workflow and 
for a modeler’s workflow. Both nephroblastoma and breast 
cancer have been addressed by both workflows. Indicative 
performance data are also included. The paper concludes with 
a discussion on the functionalities, the predictions, and the 
performance characteristics of the infrastructure including 
future extensions.

conceptual system overview
The primary idea, on which the present infrastructure has 
been built, is based on a set of relational databases. Aiming 
to ensure the enforcement of the Atomicity, Consistency, 
Isolation, Durability (ACID) principles and the handling of 
properly formed data, the database set is wrapped by a shell, 
which includes all communication methods and procedures 
between the infrastructure and the stakeholder groups, as well 
as all input data validation controls. Around this shell lays a 
second one, related to the security of the entire system.

To achieve a level of standardization of the stored data 
descriptive information, a suitable schema had to be selected 
for the relational databases. According to this schema, for 
each stored object, its individual characteristics and structural 
elements are placed in different tables. One table handles one 
specific feature for all stored objects. To represent a stored 
object in full, these tables are linked together with one-to-
many or many-to-many foreign key-based relations.

Figure 1 shows the high-level conceptual diagram of 
the envisaged system. This initial blueprint has been appro-
priately modified and extended, taking into account the 
types of the prospective users and their particular needs for 
communicating with the infrastructure. These modifications 
have been developed to satisfy a set of user requirements, 
which was introduced during the early stages of the infra-
structure implementation.

components and Interrelations
Infrastructure “core”. The infrastructure backbone is 

based on the model-view-controller (MVC)7 architectural pat-
tern. Each data storage unit – in this case, a database table – is 
assigned to a model. All available functions for model manip-
ulation are accessed by the users through the controller methods.  
These include modifications of the database contents, tool 
executions, application programming interface (API) calls, 

return of corresponding results, and communication with 
the external engines (metadata and execution). The controller 
methods are accessible via a URL system. This dictates the 
operation of the views that correspond to the graphical user 
interfaces (GUIs). The views are provided to the users for the 
subset of the model-manipulating functions, which require 
manual input, such as uploading a tool. The application of the 
MVC pattern to the conceptual system diagram of Figure 1 
results in the more specific infrastructure architecture depicted 
in Figure 2.

repository databases. This is the part where the infor-
mation that is managed by the infrastructure resides. It con-
sists of at least two relational databases. One of them includes 
the information that pertains to the simulation models and 
additional software tools that may assist in the model execu-
tion (both item types herein after referred to as tools for the 
sake of generality). The entity–relationship schema, which is 
adopted, groups and separates the various characteristics and 
structural components of a tool, in a manner that is unaffected 
by the tool format, functionality, or simulated condition. Any 
data used in tool executions are placed in the second data-
base, which may also be used as storage for execution results. 
Depending on the desired implementation scale, additional 
tables, associated with the operation of other infrastructure 
parts, can be grouped on a separate database or be included 
into the data repository on an ad hoc basis. A typical example 
is the use of a table as a log for tool executions, which can be 
fed by the execution engine.

To create the schema for the repository databases, a num-
ber of assumptions are made in order to achieve the concep-
tual separation of a tool’s characteristics. Each tool has basic 
descriptive information, which is stored separately from its 
implementations and other basic features. One or more prop-
erties further describe and/or classify a tool. These properties 
provide additional information about the tool and may relate 
to its operating principle. The descriptive information or a 
property and its value per tool are stored in different tables.  
A property value is connected to the tool it characterizes using 
a many-to-many relationship with a dedicated table, thereby 
facilitating the reuse of the property in several tools. Further-
more, each tool has a number of parameters, which are divided 
into input parameters and output parameters. It is also accom-
panied by a set of files that include the tool implementations, 
documentation and instructions, supplementary scripts, etc. 
The database holds all the descriptive information, whereas 
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figure 1. Conceptual diagram of the proposed architecture and database schema.
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the actual files (data) are stored internally in a file-based 
repository or a designated folder system within the operating 
system. The execution data are stored as lists of parameter val-
ues for a given tool, and they can appear in the form of files, 
especially in the case of execution results. These lists are cur-
rently made of value sets per person. Two different values for a 
given parameter can refer to the same person if the parameter 
refers to a biological marker measured more than once over 
time (eg, a person’s white blood cell count).

Graphical user interfaces. Two basic functionalities are 
available to the end users, via a graphical environment. The 
first involves editing the contents of databases. Using the MVC 
models as blueprints, suitable views can be automatically cre-
ated per table, containing data fields that match the table col-
umns. Therefore, the user can perform all create, read, update, 
and delete (CRUD) operations on the stored objects. Input 
data are validated before committing a transaction according 
to pertinent information already located in the databases or 
defined in the model implementations (eg, preventing the user 
from setting a biological parameter value out of its permitted 
range, which is stored in the parameter table).

As it pertains to tool executions, in the simplest of cases, 
the user can be provided with a view for a particular tool that 
can present its basic information, a list of the input parameters, 
and prompt the user to complete them and start the execution. 
The input fields for these parameters can be either explicitly 
included in the view if it is preconstructed with handwritten 
code or received dynamically from the database with a query 
to the parameter table asking for the input parameters of the 
tool. This way the form is created on-the-fly thus being always 
automatically updated with the latest changes of the tool. The 
view is responsible for presenting the results of an execution 
to the user. It also provides the ability to produce printable 
reports (eg, in PDF files). For multiple tools directed toward 
the same disease or addressing different aspects and variations 
of a given disease (eg, showing all tools addressing one specific 

type of cancer), the view can take the form of a wizard, which 
enables the user to initially determine the disease or variation 
they want to experiment with and then choose the desired 
tool from a suitably selected set. To further distinguish this 
tool execution functionality from the rest of the infrastructure 
GUIs, this wizard-based environment will be referred to as 
the tool execution module.

API. This is the infrastructure gateway with respect 
to remote connections and data exchanges with third-party 
applications. The representational state transfer (REST) archi-
tectural style is used, and the exchanged data are in JavaScript 
object notation (JSON) format. Similar to the previous com-
ponent, database CRUD capabilities are offered, albeit on a 
larger scale (actions on multiple or all entries of a table or on a 
query-determined set of them), by using all the classic HTTP 
methods (GET, POST, PUT, DELETE, PATCH). The set 
of the included web services is accessible by a URL system, the 
form of which is determined through the API implementation 
software. For simplicity, a common form is suggested with the 
URL system of the controllers.

security. The infrastructure is accessed from two differ-
ent types of users (humans and third-party applications). This 
dictates the required security measures that provide authenti-
cation and authorization services. For physical users, a user-
name and password system is utilized, which also supports 
granting specific access rights to certain parts of the infra-
structure to distinct user group profiles (eg, clinician, modeler, 
etc.). For applications requiring access to the infrastructure, 
appropriate web protocols are used. A common solution is 
OAuth2.0,8 which is used by companies like Google and 
Facebook. External security mechanisms can also be used 
in cases where the infrastructure is part of a larger platform 
(eg, a trusted third party can handle all the identification and 
the chosen user group rights policies and provide access via a 
single sign-on mechanism). In this case, all that is required 
is the notification/alteration of the controllers to allow the 
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requested functionality and communicate with the established 
mechanism. For a standalone version, the security features are 
included as parts of the infrastructure. Data about individual 
users, user groups, and access rights can be stored in tables in 
the repository databases (either integrated in the data reposi-
tory or as a separate database). The login and signup proce-
dures are performed through the views. Finally, the API with 
the proper additions to its pool of web services can undertake 
the identification of external applications before any remote 
data exchanges take place.

Individual engines. To enhance the overall operation of 
the infrastructure, specialized engines are used occasionally, 
which perform specific processes pertaining to either the trans-
formation of the stored data or performance optimization.

The tool execution engine is tasked with the management 
of all requested and pending tool executions. Using the tri-
fecta of a message broker, a task/job queue processing mecha-
nism and an engine-dedicated result backend database, any 
requested tool execution is treated as a separate task and coded 
properly, while its status is monitored. The relevant informa-
tion is stored in real time in the result backend database and 
can also be sent to any tables-logs in the repository databases. 
The need for such a component emerges implicitly from the 
diversity of the stored tools since, depending on the disease, 
the biological level whose functions are simulated and the 
methods of development used for the tool creation, it is pos-
sible that tool execution times can vary, reaching from a few 
seconds up to hours.

The metadata engine can produce Resource Description 
Framework (RDF) graphs from the contents of the repository 
databases. Given a set of ontologies and a suitable mapping 
schema, sets of RDF triples are produced from the database 
tables relying on the fact that each cell of a table can be mapped 
to an RDF statement.9 The output can be sent for storage to 
external RDF triple stores and by extension published through 
SPARQL end points.

Implementation Paradigms
The majority of the infrastructure components were imple-
mented using the Python programming language through 
various software developing tools. More specifically, the 
Django framework10 is used for implementing the MVC 
mechanism of the infrastructure “core”, Tastypie11 was used 
for the API RESTful web services, and Celery12 was chosen 
as a task creation mechanism for the tool execution engine. 
The engine operates by combining Celery with a message 
broker (RabbitMQ13) and a separate result backend database 
(MongoDB14). Security is handled by the inherent Django 
user authentication system and the Django OAuth Toolkit,15 
which is used to verify external applications requesting access, 
using the OAuth2.0 standard. Finally, the relational databases 
are built using MySQL.

It should be noted that according to the Django interpre-
tation of the MVC pattern, a view is used as a callback function 

for a particular URL. This means that, in an attempt to separate 
content from presentation, a view “determines which data are 
presented to the user, not how they are presented”.10 Data pre-
sentation is handled by the so-called templates, which, in the 
majority of cases, are implemented as html pages that are sent 
to the user’s screen. Therefore, a more accurate description of 
the approach would be model–template–view (MTV). This 
means that in the previous sections of component description, 
the MVC controllers are the Django views and the MVC views 
are the Django templates. From this point onward, the MTV 
naming convention will be used.

The nephroblastoma paradigm. Based on the blue-
print of Figure 2, a working prototype application, named 
IAPETUS has been implemented in the context of the 
MyHealth Avatar project.16 The initial objective was to cre-
ate a repository that would host the models to be developed 
and used for the project purposes, along with the necessary 
execution data. Following the principles of the MVC – or in 
this case, MVT – pattern, it was possible to capitalize on the 
potential for scalability offered by Django and include the 
tool execution module.

The primary example is the nephroblastoma (Wilms 
tumor) Oncosimulator11,12 developed by the In Silico Oncol-
ogy and In Silico Medicine Group, Institute of Communica-
tion and Computer Systems, National Technical University of 
Athens, the execution results of which, in conjunction with 
the infrastructure implementation, constitute one of the four 
high-end clinical use cases of project. The final product is 
demonstrated and evaluated through the creation of special-
ized workflows for the two distinct user roles (modeler, clini-
cian) and their respective outputs.

The nephroblastoma (Wilms tumor) Oncosimulator. The 
nephroblastoma Oncosimulator is a model that simulates 
tumor response to preoperative chemotherapy treatment with 
actinomycin and vincristine. It is developed with discrete 
mathematics, following a top–down approach. The model 
starts from the macroscopic high biocomplexity level (imag-
ing data) and proceeds toward lower biocomplexity levels. The 
macroscopic anatomic region of interest is either manually or 
semiautomatically annotated by the clinicians on MRI imag-
ing sets acquired at the time of diagnosis. A virtual cubic mesh 
is used for the discretization of the area of interest (tumor) 
of which the elementary cube is termed geometrical cell.  
A hypermatrix, ie, a mathematical matrix of (matrices of 
(matrices… of (matrices or vectors or scalars))), correspond-
ing to the anatomic region of interest is subsequently defined. 
The latter describes explicitly or implicitly the local biological, 
physical, and chemical dynamics of the region.4,17,18

The basic mechanism of the model is based on the sepa-
ration of biological cells within a geometric cell (otherwise 
known as volume element or voxel) through hypermatrix 
into equivalence classes. Each cell, depending on its mitotic 
potential, and its current phase of the cell cycle, is assigned to 
one of these classes. Then, a series of status variables (oxygen 
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and glucose concentration, cell number in the voxel and 
number of cells hit by therapy), and the application of transi-
tional algorithms from a cellular state to another in periodical 
time intervals, determine the next overall state of the voxel 
and its cells.

The nephroblastoma Oncosimulator is implemented using 
the C++ language. The primary outputs of the model are a series 
of RAW image files displaying the tumor volume for each day 
of the treatment period and a set of DAT files containing all 
the numerical results (tumor growth percentage, etc.).

Workflows. The MyHealthAvatar project is a feasibil-
ity study,16 aiming to collecting personal data and utiliz-
ing them to advance healthier lifestyles through various 
processes, including disease prevention. This has led to a 

scenario-based design, including use cases and workflows 
that implement them.19

The nephroblastoma use case addresses directly two out 
of the four different categories of users defined in MyHealth-
Avatar, modelers (also corresponding to the more general cate-
gory of biomedical or basic science researcher) and clinicians.19 
Modelers are expected to focus mostly on the functionality of 
repositories, while their calls to the tool execution module will 
generally be limited in number and their sole purpose would 
be to further calibrate and fine-tune their creations. On the 
other hand, doctors are expected to ask for a lot more tool 
executions. As such, any involvement with the storage facili-
ties and/or the API will be limited to uploading and retrieving 
medical data and saving result reports. With the exception of 
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medical data uploading, all other pertinent commands will be 
given through the tool execution module, to ensure minimal 
direct involvement with the repository CRUD mechanisms.

The modeler workflow is shown in Figure 3. After logg-
ing to the system, they choose to enter the tool and model 
repository. Assuming that the objective is to upload a simula-
tion model for storage, data must be entered in at least three 
tables. First the general information table, where the name and 
description of the tool will be given, followed by the upload-
ing of all tool pertinent files to the file table (executable file, 
documentation, auxiliary scripts for additional functions such 
as visualization of results). Finally, a list of input and output 
parameters should be defined, which will facilitate the con-
struction of the input form and the result report from the tool 
execution module.20,21 Defining properties and relating them 
to the uploaded tool is encouraged, albeit not compulsory.

Respectively, the clinician, after logging, would enter the 
repository only to register information of a new patient and/or 
to provide one or more sets of values for a certain patient, in 
order to use them subsequently as input for a simulation model. 
Then, they proceed to the tool execution module forms. The 
interface wizard will prompt them to choose the following: 
disease, model to use, and patient name, in that order. Then,  
a form appears with the appropriate input fields derived from 
the rows of the parameter storage table, which pertain to the 
chosen simulation model. After providing the desired inputs, 

the model performs an execution. The results are displayed on 
the last wizard screen and can be saved as a PDF file. Simi-
larly, at a future point in time, the clinician can download the 
saved report through the interface of this application.20 The 
workflow is shown in Figure 4.

Legal/ethics/security considerations. The development of the 
IAPETUS prototype as part of the MyHealthAvatar proj-
ect was subject to a set of legal and ethical guidelines. These 
guidelines stemmed from the notion that the citizen becomes 
the main stakeholder and is able to freely upload and use their 
own data in conjunction with any and all available software 
tools developed in the project context. Especially in the case 
of patient-centered simulation models, privacy and data pro-
tection issues could arise. Prior to the use of data from a sim-
ulation model, the data owner should be aware of how the 
model will use their data, what new data will emerge from the  
simulation results and who will be the owner of these data. 
A simulation model should also operate under a security 
framework that prevents data loss or usage by unauthorized 
parties. Furthermore, the interpretation of execution results 
can lead to liability issues. A citizen is not necessarily expected 
to know the exact clinical meaning of all the data produced 
by a simulation model execution. Therefore, any attempts by 
the citizen to evaluate their own medical condition, outside 
of a clinical environment, could lead to misinterpretations 
and thereby negatively affect the person’s psychological state. 
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According to the doctrine of informed consent,22 the citizen 
must be informed about these issues before giving his/her 
consent for the use of his/her personal data.23

The aforementioned issues, in conjunction with the types 
of stakeholders to whom the present work is addressed, dic-
tate the choice and implementation of the IAPETUS secu-
rity mechanisms. In order for a citizen’s data to be used, a key 
assumption is made: a clinician can use personal data, only 
under the specific informed consent of the data owner – in 
this case, the citizen – and on condition that both parties are 
interacting within the confines of a clinical environment. This 
means that the clinician and the citizen should be in the clini-
cian’s office, at the same time, in front of the same device (per-
sonal computer, laptop, tablet, etc.). The use of the citizen’s 
data as input for one or more simulation models is allowed 
only if the citizen has previously given his/her permission for 
such actions to be taken and after an initial proper briefing 
regarding these actions has taken place. If the infrastructure is 
hosted in a large healthcare provider (eg, a hospital), then a cli-
nician can view, edit, and use the data that pertain only to the 
patients, whose consent they have already obtained. Similarly, 
to protect the modelers’ intellectual property rights regarding 
the models they have created, a tool and its related informa-
tion (files, parameters, and property values) can be viewed by 
all IAPETUS users, but altered only by their creator. The cre-
ator can also determine which of the files that they uploaded 
to the infrastructure can be downloaded by other users and 
which files cannot.

In Django, all permissions are handled by the inherent 
authentication and authorization system. By explicitly speci-
fying the user roles of modeler and clinician and defining the 
corresponding role rights, it is possible to prevent modelers 
from performing CRUD operations on personal patient data 
and clinicians from altering tool parts and specifications. 
Furthermore, the schema of the relational databases can be 
updated by placing additional fields to store the creator of 
an object, where necessary. Therefore, when a user views the 
object information, the comparison of the creator and viewer 
identities will enable or disable the editability of the returned 
template. In the case of machine-to-machine communication, 
the HTTPS protocol is used for the IAPETUS URL sys-
tem, through the use of  Python’s Django-sslserver24 pack-
age. Finally, if the users access the infrastructure from devices 
using static IP address settings, then Django offers the option 
to allow access only to specific IP addresses.

The breast cancer paradigm. This paradigm is based 
on another simulation model, the breast cancer Oncosimu-
lator, which has been developed outside the scope of the 
MyHealthAvatar project. It aims to demonstrate the versatil-
ity of the infrastructure by highlighting the general principles 
that were used to create the infrastructure database schema 
along with the workflows developed for the two different 
kinds of users and how they can be used to accommodate any 
kind of tool.

Furthermore, the model is developed using MATLAB, 
a language which, in contrast to lower level programming 
languages, such as C++, is very tightly coupled to its own execu-
tion environment, which is the MATLAB Compiler Runtime 
(MCR).25 This arrangement helps in demonstrating the abil-
ity of the infrastructure to address the end user’s predicament 
of installing third-party software in their devices to access and 
use the tool and model repository contents. All stored tools 
reside in the same physical machine as the infrastructure. In 
addition, the same device is used for tool executions and result 
storage. Therefore, any and all software that is required for  
the tool executions should be installed only in the infrastruc-
ture deployment machine. This allows access to the infrastruc-
ture using devices such as smartphones and tablets, which have 
less computational power in comparison to personal computers 
and laptops and therefore are less probable to have highly spe-
cialized software such as MCR installed within them.

The breast cancer Oncosimulator. The breast cancer 
Oncosimulator simulates the vascular tumor growth and 
the response to antiangiogenic treatment of breast cancer, 
through the administration of bevacizumab, a monoclo-
nic antibody that prevents the connection of the vascular 
endothelial growth factor (VEGF) with the corresponding 
receptors on the endothelial cells surrounding the tumor. 
It is based on a system of ordinary differential equations, 
which describe the tumor volume and its carrying capacity, 
ie, the maximum tumor volume that can be supported by the 
given vasculature.26,27

The model is implemented as a set of MATLAB M files. 
One of them assumes the role of the master script and sub-
sequently calls the others. The input parameters are fed as a 
Comma-Separated Values (CSV) file and the output is a dia-
gram in which the tumor volume and its carrying capacity 
over time are plotted.

results
tool and model repository outputs. The repository final 

schema is demonstrated in Figures 5 and 6 for the neph-
roblastoma paradigm and in Figures 7 and 8 for the breast 
cancer paradigm. These figures are practically the outputs of 
the modeler workflow, which is common for both paradigms. 
They display the grouping and separation of tool components 
and characteristics, as well as the data input procedure. This 
method achieves universal support for every simulation model, 
regardless of the simulated disease, the implementation, 
and/or any number of auxiliary tools that may be required for 
its operation. Figure 9 illustrates this feature, by providing a 
full list with the tools and models, which are currently stored 
in IAPETUS.

Finally, to demonstrate the functionality from the per-
spective of machine-to-machine communication, Figure 10 
displays the information about the tools from Figure 9, 
in JSON format, as the response of a remote call to the 
IAPETUS API. For purely esthetical reasons, the returned 
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figure 5. Consolidation of forms for the basic database tables with inputs for the nephroblastoma paradigm.

figure 6. Nephroblastoma paradigm – file uploading form with input – searching for the file to upload.
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JSON content is sent through a validator to make the 
proper indentations.

Model execution. The nephroblastoma Oncosimulator 
execution results associated with the clinician’s workflow are 
given in Figure 11. Since result evaluation in the context of 
clinical practice is the end goal, converting them into clinically 
comprehensible forms is required. Therefore, an extra script file 
written for Gnuplot28 was added to the nephroblastoma Onco-
simulator related files. A new tool was also created and its imple-
mentation as a MATLAB compiled executable file was added. 
The Gnuplot script produces a graph of the change in total 
tumor volume over time. The new MATLAB tool produces an 
image file displaying the superposition of the initial and final  
state images of the tumor, which are reconstructed from the 
RAW files of the first and last day of the treatment scheme. 
Figure 12 demonstrates the respective results for the breast 
cancer Oncosimulator, which consist of a single diagram show-
ing the tumor volume and carrying capacity graphs.

connection with external data sources. In order to 
demonstrate the capabilities of IAPETUS to cooperate 
with external data sources and exchange data as needed, the 
nephro blastoma high-end use case, as defined in MyHealth-
Avatar,29,30 required the establishment of a collaboration with 
the Computational Horizons in Cancer (CHIC) project.5 The 
nephroblastoma Oncosimulator needs preprocessed imaging 
data to operate.17,18 To meet this demand, IAPETUS was 
linked to a clinical data repository developed to hold the 
data used in CHIC,31 which acts as one of the third-party 
sources of data. Using a remote call to the CHIC repository 

API, IAPETUS receives a pair of a RAW image file and its 
matching MHD header file. These files are considered to be 
the personal data of a hypothetical synthetic patient, due to 
them being actually pseudonymized, in order to comply with 
the legal and ethical frameworks of both projects. These files 
can indeed be stored in IAPETUS data repository, since the 
pertinent schema allows the storage of both real and pseud-
onymized patients. Figure 13 shows how the incoming data 
are presented to the end user in the tool execution wizard 
data input form. Finally, the model is executed with the 
selected inputs. The results are displayed on the last wizard 
screen and can be saved as a PDF file. Again, for the purposes 
of MyHealthAvatar, this PDF file is uploaded to the cen-
tral platform produced by the project by making a call to the 
platform API. Similarly, at a future point in time, the clini-
cian can download the saved report from the central platform 
through the interface of IAPETUS.

Performance measurements. Given the fact that the 
average patient visit time in a oncologist’s office can reach up 
to 23 minutes,32,33 and it can be reduced down to an average 
of 10 minutes for other specialties,34 emphasis has been given 
on reducing the time required to get clinically relevant results 
from IAPETUS, focusing on two basic points: the use of the 
tool execution engine for handling multiple execution requests 
and producing user-friendly graphical interfaces, based on 
wizards, to quickly guide the clinician through the data input 
and output evaluation procedures. To that end, time measure-
ments have been taken for both paradigms, featuring the clini-
cian workflow in the cases of a single execution, two and three 

figure 7. Consolidation of forms for the basic database tables with inputs for the breast cancer paradigm.
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figure 9. List of stored tools and models. In addition to the models pertaining to the two paradigms, a universal tool developed in matLaB is stored, 
which produces three-dimensional reconstructed volume images from raw files containing sets of two-dimensional slices of the volume.

figure 8. Breast cancer paradigm – file uploading form with input – searching for the file to upload.
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simultaneous Oncosimulator executions with and without the 
use of the execution engine.

For the nephroblastoma paradigm, the treatment schema 
given as input to the Oncosimulator for all tests was the 
same: four administrations of vincristine, one every 7 days, 
and two administrations of actinomycin, one every 14 days. 
The administrations start on the seventh day after diagnosis, 
and posttreatment surgery takes place one day after the final 
vincristine session. The breast cancer paradigm simulates a 
treatment scheme based solely on bevacizumab. The simulated 
schema is composed of nine treatment sessions. In each ses-
sion, 10 mg/kg of drug is administered. Sessions take place 
twice a week. This means that if the first administration takes 
place on day one, then the next sessions are determined by 
adding three or four days alternately.

For each case, the application ran 10 times and the average 
value was calculated. The tests were conducted on a PC with 
an Intel Core-i7 3.4 GHz CPU with 16 GB RAM. The results 
are presented in Table 1 for the nephroblastoma Oncosimula-
tor and in Table 2 for the breast cancer Oncosimulator.

By examining Table 1, it can be deducted that the engine 
helps the infrastructure to produce results 48% and 56% faster 
for two and three simultaneous executions of the nephroblas-
toma Oncosimulator, respectively. The corresponding num-
bers for breast cancer Oncosimulator are 58% and 71%. In 
addition, from the numbers of the third row, it can easily be 
concluded that without the execution engine, multiple calls to 
run the nephroblastoma model are processed in a serial way, 
whereas the calls to the breast cancer model are processed 
even slower.

Furthermore, comparing these results, and especially 
the overall execution time for the clinician workf low with 
the average patient visit time, leads to the conclusion that 
the infrastructure can play a crucial role in aiding the cli-
nician’s work. Low deliverance times means more execu-
tions per session, or more time for cross-examining the 
execution results combined with data related to drug aller-
gies, comorbidities, etc., thus contributing to the notion 
of personalized medicine by allowing a greater portion of 
these data to be factored in the f inal decision of the proper 

figure 10. Json representation of the data in figure 9.
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treatment strategy. With the help of the engine and proper 
alterations in the interfaces, the doctor can just as easily 
compare 2, 3, or more different treatment schemas in an 
expected slightly higher time (which can be predicted if 
we add to the overall clinician workf low time, the dif-
ference between the second or third and the f irst value 
of the second row for 2 or 3 schemas, respectively), under 
90 seconds, nonetheless.

Infrastructure evaluation. According to the MyHealth-
Avatar description of work, all developed software, work-
flows, and use cases were subjected for evaluation. To that 
end, a series of workshops and sessions were conducted21,35 
and the evaluators, after the necessary demonstration of the 
functionalities, were requested to provide some feedback. 

To that end, a number of online questionnaires were created. 
The questionnaires were composed of distinct sets of questions 
pertaining to topics such as functionality, maintainability, por-
tability, and quality of use. Each question could be answered 
in a numerical Yes–No scale from 1 to 5, with 5 being the most 
positive answer and 1 being the most negative.36

In the context of the present work, the results of two of 
these questionnaires will be examined. These questionnaires 
refer to the tool and model repository, which were demon-
strated through the modeler workflow and the tool execution 
module, which was named clinical scenario in the project and 
was demonstrated via the clinician workflow. The nephro-
blastoma Oncosimulator was used as a primary example to 
demonstrate the workflows and was included in a number of 
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figure 11. the results from the nephroblastoma oncosimulator execution. In the upper part, numerical values of medical importance are presented, taken 
from the produced Dat files. From the same source, the Tumor Evolution over Time graph (lower left) is plotted. finally, on the lower right side, the image 
or superimposed initial and final tumor images are taken from the produced raw files.
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figure 12. The results from the breast cancer Oncosimulator execution. The graph is automatically produced from the MATLAB executable file.

figure 13. The tool execution wizard data input form for the nephroblastoma high-end use case. Above the fields that accept the treatment schema, the 
image-header file pair is displayed. These files are considered to be the personal data of the patient that were selected in the wizard’s previous step.
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table 2. execution time measurements of the breast cancer oncosimulator.

                                                        nuMbER Of ExECutIOnS  
ExECutIOn MOdE

SInglE ExECutIOn 2 SIMultAnEOuS  
ExECutIOnS

3 SIMultAnEOuS  
ExECutIOnS

Command prompt only 4.74s 5.37s 6.59s

Using the infrastructure (with execution engine) 6.49s 6.17s 6.42s

Using the infrastructure (without execution engine) 7.74s 14.83s 22.29s

Clinician workflow overall time (login to report  
retrieval, single execution only)

28.85s 39.06s (estimated) 48.51s (estimated)

 

table 1. execution time measurements of the nephroblastoma oncosimulator.

                                                 nuMbER Of ExECutIOnS  
ExECutIOn MOdE

SInglE ExECutIOn 2 SIMultAnEOuS  
ExECutIOnS

3 SIMultAnEOuS  
ExECutIOnS

Command prompt only 19.12s 20.43s 21.81s

Using the infrastructure (with execution engine) 25.67s 28.05s 35.64s

Using the infrastructure (without execution engine) 26.82s 53.62s 1 min 20.88s

Clinician workflow overall time (login to report  
retrieval, single execution only)

1 min 16.74s 1 min 19.12s (estimated) 1 min 26.71s (estimated)

 

table 3. Questionnaire and average results for the modeler workflow evaluation.

QuEStIOn MEAn vAluE

functionality

Can this web application store models? 4.6

Can this web application store model attributes? (parameters, etc.) 4.4

Can this web application store data to use with the models? 4

Can this web application search and present stored data? 3.7

Can this web application retrieve data in files? 4.1

Can this web application alter its stored data? 4.3

Efficiency

How quickly does the repository respond to the user requests? 4.6

Is the application comprehensible? 3.2

Is support of a technical person needed in order to use this application? 3.3

Compatibility

Do you know other similar application? If yes, is this tool better than the other you know? 2.5

usability

Can you comprehend the application’s functionalities? 3.7

Can you learn to use the application easily? 2.9

Can you use the application without much effort? 3.7

Does the interface look good? 2.3

Does the interface provide all required information? 3.1

Reliability

Have most of the faults in the software been eliminated over time? 2.6

Is the software capable of handling errors? 3.3

Can the services resume working & restore lost data after failure? 3.3

Portability

Can the web application be easily accessed from any pc? 5

Security

are data accessible only to authorized users? 4.7

Do you think the uploaded data are secure? 3.7

(Continued)
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table 3. (Continued)

QuEStIOn MEAn vAluE

Does the system prevent unauthorized access? 4.3

Maintainability

Can the software be tested easily? 3.2

Quality in use

How accurate and complete is the software for the intended use? 3.2

Does the software improve the time or reduce resource for the intended goal? 4

Does the software satisfy the perceived achievement of pragmatic goals? 3.7

Can the software harm people in the intended contexts of use? 1.5
 

table 4. Questionnaire and average results for the clinician workflow evaluation.

QuEStIOn MEAn vAluE

functionality

Can the web application call the nephroblastoma oncosimulator? 4.8

Can the web application perform an execution of the nephroblastoma oncosimulator successfully? 4.9

Can the application fetch the clinical data (image files) from an outside source (CHIC data repository) successfully? 4.8

Can the user set model input through the application? 4.8

Can the user submit an execution of the nephroblastoma oncosimulator model through the web service? 4.8

Is the user interface for execution submission of oncosimulator user friendly? 4.4

Is the presentation of the results satisfying? 4.1

Is the nePH – UC clinically relevant? 4.4

Efficiency

Is the application comprehensible? 4.4

Can you learn how to use the system easily? 4.7

Is support of a technical person needed in order to use this tool? 3

Compatibility

Is the model running and the results presented independently of the software (windows version/web browsers)  
available on user’s pc?

4.3

Can the system exchange data fluently with external modules? 4.1

Do you know other similar application? If yes, is this tool better than the other you know? 2.4

usability

Is the execution of the model easy? 4.9

Is the execution time consuming? 2

Can the tool resume working & restore lost data after failure? 3.9

Does the interface provide all required information? 4.2

Is the produced report useful? 4

Reliability

How accurate and complete is the software for the intended use? 4

Is the output trustful? 3.9

Are the results presented sufficient for clinical purposes? 4

Portability

Can the tool be easily accessed from any pc? 4.9

Security

Do you think your data are secure? 4

are data accessible only to authorized users? 4.1

Does the system prevent unauthorized access? 4

(Continued)
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questions. A grand total of 40 responses were received from 
modelers and clinicians familiar with simulation models. 
Tables 3 and 4 list the average answers per question.36

The evaluation results produce an overall average of 3.6/5 
for the tool and model repository and 4.1/5 for the functionality 
of the tool execution module, combined with the nephroblastoma 
Oncosimulator. Both results are above the average scale grade of 
3, which indicates that the infrastructure fulfills its basic objec-
tives, especially in the case of tool execution and result presenta-
tion and handling. At the same time, the lowest scores dictate 
the necessary immediate infrastructure updates, which mostly 
pertain to the enhancement of usability via the improvement of 
the Django templates presented to the physical users and the 
transition of the infrastructure to faster computers. A dedicated 
server or a powerful virtual machine in a cloud infrastructure 
could provide the necessary computational power to lower the 
model execution times, which in turn will reduce the overall 
amount of time needed for the execution of the workflows.

discussion – Future work
We have demonstrated the architecture and the prototype 
implementation of a system for storing and handling the com-
ponents and related entities of multiscale cancer models in 
the in silico oncology context. Both clinicians and modelers 
can benefit from the system, as it consolidates all the basic 
functions that are required for a simulation model to produce 
results, thus facilitating its translation into clinical practice.

We have adopted multiscale cancer modeling as an excel-
lent paradigm of the broader international virtual physiologi-
cal human (VPH) initiative. Cancer is manifested at all levels 
of biocomplexity (from the atomic and molecular up to the 
whole organism level).4 It also may dictate the involvement 
of most medical specialties when it comes to treatment. Our 
approach is easily extensible to other diseases and conditions 
since in addition to the previous remarks, both the infrastruc-
ture components and the schema chosen for the storage data-
bases regard the tools and models purely as pieces of software, 
relying on characteristics such as files, textual descriptions, 
and input/output parameters (the input and output variables 
that are used by the model source code).

Establishing data exchange channels between the pre-
sented infrastructure and repositories and databases of molec-
ular and genomic data available such as ArrayExpress37 and 
Progenetics.net38 could be achieved via an updated set of 

Django views that would include remote API calls for fast item 
search and retrieval. Such an addition would allow the feeding 
of more complex models with various multiscale data.

For the needs of content publishing, searching and 
enhanced compliance with advanced legal and ethical frame-
works, the current infrastructure is intended to be connected 
with a metadata infrastructure, the blueprint of which has 
been developed and presented in our previous work.39 The 
latter would allow the publishing of the repository contents 
through SPARQL end points. Finally, as the application is 
already en route to be redeployed to a private cloud infrastruc-
ture, special care will be taken for parallelized models, capable 
of exploiting multiple CPU cores, starting with an initial ver-
sion of the Oncosimulator.40

conclusion
In this paper, we have presented a proposal pertaining to the 
architecture of a modular system based on a tool and model 
repository, whose objective is to store disease simulation mod-
els and supplementary software tools, provide support for their 
executions, and manage the produced results via an integrated 
interface based on wizards. Two demonstration paradigms that 
have served as the basis of the infrastructure design have been 
considered. These include the nephroblastoma (Wilms tumor) 
and the breast cancer Oncosimulators. A storage approach allo-
cating the individual model characteristics has been presented. 
In addition, through time measurements of Oncosimulator exe-
cutions under various scenarios, the importance of dynamic, ad 
hoc interfaces has been highlighted. Furthermore, the benefit 
of exploiting all the available CPU cores of a system in order 
to reduce the overall time that a clinician should spend on the 
computer screen in making decisions regarding the treatment 
strategy for a given patient has been illustrated. Finally, pos-
sible future extensions based on the aforementioned notion in 
combination with the flexibility offered by the selected data-
base schema capable to accept practically any model, regardless 
of the simulated disease, have been outlined.

Acknowledgments
The authors acknowledge Professor Norbert Graf, University 
Hospital of Saarland, Professor Feng Dong, University 
of Bedfordshire, and Dr. Dimitra Dionysiou, Institute of 
Communication and Computer Systems, National Technical 
University of Athens, for their support.

table 4. (Continued)

QuEStIOn MEAn vAluE

Quality in use

How accurate and complete is the software for the intended use? 4.3
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