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Abstract

Objective: The U.S. Army uses sex‐specific circumference‐based prediction equa-

tions to estimate percent body fat (%BF) to evaluate adherence to body composition

standards. The equations are periodically evaluated to ensure that they continue to

accurately assess %BF in a diverse population. The objective of this study was to

develop and validate alternative field expedient equations that may improve upon

the current Army Regulation (AR) body fat (%BF) equations.

Methods: Body size and composition were evaluated in a representatively sampled

cohort of 1904 active‐duty Soldiers (1261 Males, 643 Females), using dual‐energy

X‐ray absorptiometry (%BFDXA), and circumferences obtained with 3D imaging and

manual measurements. Sex stratified linear prediction equations for %BF were

constructed using internal cross validation with %BFDXA as the criterion measure.

Prediction equations were evaluated for accuracy and precision using root mean

squared error, bias, and intraclass correlations. Equations were externally validated

in a convenient sample of 1073 Soldiers.

Results: Three new equations were developed using one to three circumference

sites. The predictive values of waist, abdomen, hip circumference, weight and height

were evaluated. Changing from a 3‐site model to a 1‐site model had minimal impact

on measurements of model accuracy and performance. Male‐specific equations

demonstrated larger gains in accuracy, whereas female‐specific equations resulted

in minor improvements in accuracy compared to existing AR equations. Equations

performed similarly in the second external validation cohort.

Conclusions: The equations developed improved upon the current AR equation while

demonstrating robust and consistent results within an external population. The

1‐site waist circumference‐based equation utilized the abdominal measurement,

which aligns with associated obesity related health outcomes. This could be used to

identify individuals at risk for negative health outcomes for earlier intervention.
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1 | INTRODUCTION

Body composition, including percent body fat (%BF), is associated

with physical performance1 and overall health2–4 in the general

population. This relationship is particularly important when we look

at individuals such as athletes and those who need to operate in

highly physical demanding settings where increased %BF can result in

decreased aerobic and anaerobic capacity and increased injury,

illness and absenteeism.5–7 Researchers and clinicians have looked at

various methods for assessing body composition. Modern use of dual‐
energy X‐ray absorptiometry (DXA) to assess body composition has

become prevalent, replacing the long‐established use of the under-

water weighing method for body fat mass assessment. This is due in

part to inherent limitations of the latter (e.g., requirement of trained

administrator and participant, reliance on estimations for lung air and

gastrointestinal gas volumes, etc.)8 and documented measurement

precision of the DXA (i.e., measurement of total body fat mass and fat

free mass better than � 0.5%).9 However, the devices needed to

conduct these measurements are costly, require trained operators

for data acquisition and interpretation, need routine maintenance

and upkeep and are often not readily available or easily accessible by

the communities that could benefit from them.10,11

Historically, clinicians and organizations with body composition

standards, including the military, have used simplified prediction

equations to estimate %BF from body measurements including body

mass, height, and/or manually measured circumferences. Prediction

equations consider the relationships observed between anthropo-

metric measurements and %BF in large populations and can provide

estimates of body fat levels in individuals. Similar to body mass index

(BMI) as an assessment of body size, many %BF prediction equations

function well at the population level with discrepancies in error

within specific groups (i.e., sex, ethnicity, age) or individuals when

precision is assessed by measurements using standard technologies

(i.e., underwater weighing or DXA).12 Anthropometric equations for

estimating %BF have existed for decades and are continuously being

reevaluated and updated. Many of the most accurate equations

produced for predicting %BF use skin fold measurements, which have

low reproducibility between raters.13–17 This is concerning because

reliance on measurements that are prone to error will increase

measurement misclassification, particularly in non‐research settings.

Thus, having an equation that is capable of accurately predicting %

BF, that is simple and can be conducted with easily identifiable

anatomical markers, could have tremendous clinical utility.

The U.S. military has used prediction equations to estimate %BF

for ≥40 years. Equations are simple, cost‐effective, and field‐efficient

tools utilized to maintain the general health and readiness of the

Force. In 2002, all U.S. Services adopted the Hodgdon sex‐specific

prediction equations,18,19 standardizing %BF calculation across the

military.19 While the Army has regularly updated the body fat stan-

dards (Army Regulation (AR) 600–920), the prediction equations used

to assess %BF have not been reevaluated or updated. In January

2021, the U.S. Army Research Institute of Environmental Medicine

was tasked to evaluate and provide updates to the %BF equations to

ensure accuracy and equality across the modern Army population

specific to demographic categories of sex, age and race/ethnicity.

The objective of this manuscript is to report and discuss the

findings of that investigation, which aimed to develop a contempo-

rary prediction equation for accurate %BF estimation in a military

population that exhibits a wide range of %BF. This study was the

most complete assessment of %BF in the Army to date. The robust

sample size and strategic and systematic sampling scheme, which

included oversampling of minority populations, allowed us to eval-

uate the accuracy of the predictive equations within important sub-

groups of the population.

2 | METHODS

2.1 | Cohorts

The primary study population (Cohort 1) was 1904 (1261 Males, 643

Females) Active‐duty Soldiers. The population was sampled using

validated methods similar to those utilized in the National Health and

Nutrition Examination Survey (NHANES).21 Demographic data were

obtained on all Active‐duty Soldiers in the Army on 31 DEC 2020,

which was used to calculate the proportion of the study sample

required to represent each sex, race/ethnicity (American Indian or

Alaskan Native, Asian/Pacific Islander, Black non‐Hispanic, Hispanic,

White non‐Hispanic, and other) and age category (17–20, 21–27, 28–

39, >40‐years old). Women and demographic groups representing

less than 10% of the total Active‐duty Army (American Indians or

Alaskan Natives, Asian or Pacific Islanders, and those over the age of

51) were oversampled to increase precision and accuracy in esti-

mates within these smaller sub‐groups. A separate convenience

sample (Cohort 2) of 1073 soldiers (306 Active‐duty, 364 National

Guard and 403 Reservists) served as a population to externally

validate the equations generated in Cohort 1 independently of the

population used to derive the equations.

2.2 | Sample size

Sample size was calculated considering feasibility and mathematical

(statistical power) considerations in order to select a representative

sample of the Army population. To select a representative sample,

the entire Army was evaluated using five categorical variables: sex,
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race/ethnicity, age, rank, and Military Occupational Specialty physical

demands category. Every possible combination of these categorical

variables was quantified. All combinations were excluded that had

less than 10 people with those characteristics. This produced

approximately 200 unique combinations of the five categorical vari-

ables. A 10‐fold increase in the number of individuals that could be

selected from these categories for a sample size of the 2000 in-

dividuals was assumed in order to collect data on a diverse variety of

individuals. With this sample size, the linear regression models

would be able to detect a very small global Cohen's F2 as low as 0.03.

This assumes a power of 80% with an alpha = 0.05 for a model that

has 100 additional covariates. Although it is unlikely that the models

produced would have 100 covariates. For reference, the current

models for body circumference measurements currently use 2 and 3

covariates for males and females, respectively.22,23

2.3 | Body size and composition assessment

Anthropometric measurements were made in a lightweight shirt,

shorts and sports bra with stocking feet. Standing height was

measured using a stadiometer (model 217, SECA, Chino, CA) and

body mass was measured using a calibrated electronic scale (model

DS6150, Doran). Body size was captured via 3D infra‐red scanner

(SS20 Scanner, Size Stream24), which produced automated cir-

cumference measurements calculated from preset and defined

landmarks for comparison with manually obtained circumference

measurements.

Body composition was determined using DXA (%BFDXA, GE Lu-

nar iDXA, GE Healthcare) and by the approved AR circumference‐
based method (%BFCIRC; AR 600–920). Female participants pro-

duced a negative pregnancy test prior to scanning procedures. The in

vivo coefficient of variation in an external population for soft tissue

and %BFDXA was 0.4%–1.0%.25 Manual circumference measurements

(MM) for men at the neck and abdomen and women at neck, waist

and hips were made in triplicate using a calibrated fiberglass tape

measure and recorded to the nearest 0.5 inch to estimate %BFCIRC

using the Hodgdon equations26 for %BF measurement.20

2.4 | Analysis and modeling

Pearson correlations coefficients were used to estimate the corre-

lation between 262 circumferences from the 3D scanners and the %

BFDXA. All correlations between %BFDXA and circumference esti-

mates were ranked to identify those most highly correlated with %

BFDXA. From this ranked list, the top measurement sites with easily

identifiable anatomical markers for measurement were selected for

final equation consideration.

Preliminary variable selection into the equations accounted for

statistical associations, field expediency, number of sites, and ease of

identification and measurement of anatomical sites. Linear regression

models were used to produce %BFCIRC equations using the 3‐D

scanner and MM circumferences at the different anatomical sites,

with consideration for height and weight. 3‐, 2‐ and 1‐site equations

were produced for consideration. Final equations were estimated

with internal cross‐validation using k‐fold cross validation with 5

folds to reduce the potential for over‐fitting the equation to the

study population. Root mean squared error (RMSE) was calculated

for all equations. Additionally, for MM equations, intraclass correla-

tion coefficients (ICC) and bias estimates (error from %BFDXA) were

calculated to assess the accuracy and precision of the equations in

Cohorts 1 and 2. ICCs were calculated using mixed models to

calculate the Shrout‐Fleiss ICC(2,1) for a two‐way random effect

with absolute agreement.27 The AR equation was used as the

benchmark equation against which to compare accuracy.

Bland‐Altman plots with 95% limits of agreement were used to

visually assess systematic or consistent error and identify potential

outliers between prediction equations with %BFDXA as the criterion

measure compared to the circumference‐based prediction equation

measurements. The mean bias and the 95% limits of agreement are

presented on each of the presented graphs.

No missing data existed for any of the variables used for Cohort

1 and Cohort 2. Statistical analyses were conducted in R (v4.2.1; R

Core Team 2022) and SAS statistical software (Version 9.4, SAS

Institute Inc Cary, 2023).

2.5 | Study overview

This study was approved by the US Army Medical Research and

Development Command Human Institutional Review Board (Fort

Detrick). Investigators adhered to the policies regarding the protec-

tion of human subjects as prescribed in AR 70–25, and the research

was conducted in adherence with the provisions of 32 CFR Part 219.

Data collection took place from October 2021 to December 2022 at

four Army installations: Fort Liberty, NC, Fort Gregg‐Adams, VA, Fort

Stewart, GA, and the U.S. Military Academy, West Point, NY (cadets

were excluded). All participants provided written informed consent.

Exclusion criteria included current pregnancy and large amounts of

metal in the body that would impact body scanning procedures.

3 | RESULTS

3.1 | Cohort characteristics

Cohort 1 closely matched the Army population with respect to race/

ethnicity, age, and sex, with over sampling for women (þ18%), Asians

(þ3%), Native Americans (þ0.5%), and those over 40 (þ1%). Average

measures were: body weight (kg) 85.9 � 13.8 and 70.0 � 11.1

(mean � SD; M and F); BMI (kg/m2) 27.6 � 3.9 and 26.0 � 3.5; %

BFDXA 24.3 � 6.3 and 32.9 � 6.1; % fat free mass 61.7 � 8.2 and

44.2 � 6.0 (Table 1). Except for Asian and Pacific Islander men and

women and Black Non‐Hispanic males, Cohort 1 and 2 had similar

distributions within sex for the race/ethnicity categories and across
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anthropometric measurements. Cohort 2 had higher proportions of

individuals in the 17–20 and > 40 age categories and lower pro-

portions of individuals 21–39–years old.

3.2 | Anthropometric correlations

Of the 262 correlations evaluated between %BFDXA and anatomical

sites measured by the 3D scanner, the top 50 correlations primarily

involved waist or abdominal measurements followed by correlations

for circumferences around the hips and gluteal region. Other cir-

cumferences evaluated included neck, thigh, shoulders, and chest, all

of which were ranked greater than 100 for correlation to %BFDXA

with correlations of less than 0.51. Based on these preliminary cor-

relations, variables considered for the final equations were: (1) the

abdomen at the umbilicus, (2) the narrowest part of the waist, (3) the

widest part of the hips, (4) body weight and (5) height. The circum-

ference most strongly correlated with %BFDXA in both males and

females was the abdomen at 0.79 and 0.75 correlations, respectively.

Comparing between the anthropometric measures, the abdomen,

and the waist were most correlated (Males: 0.96, Females: 0.90),

followed by weight and hips (Males: 0.91, Females: 0.90), with height

having the lowest correlation to BF% and all other measures

(Figure 1).

3.3 | Proposed equations

Table 2 shows the estimated coefficients for the best fit 3‐, 2‐ and

1‐site equations using 3D scanner output and MM both with and

without the addition of height. As variables were removed from

consideration, changes in the remaining coefficients (β1–β5) were

minimal while the intercept (a constant in the equation) was pri-

marily impacted. This may indicate that the equation variable is

unnecessary and can be accounted for with an offset built into the

intercept. When comparing between the same‐site equations for

the 3D scanner and the manual measurements, the coefficients for

each variable were comparable with the mean difference of 0.07

and 0.14 in the coefficients for men and women, respectively.

Given the closeness of the 3D and MM equations, the remaining

results will focus on the MM equation comparison to the AR

equation.

TAB L E 1 Population characteristics
stratified by sex.

Cohort 1 Cohort 2

Men Women Men Women

n = 1259 n = 643 N = 753 N = 320

Race/ethnicity‐ n (%)

Am. Indian or Alaskan Native 15 (1.2) 9 (1.4) 5 (0.7) 4 (1.3)

Asian or Pacific Islander 147 (11.7) 51 (7.9) 52 (6.9) 19 (5.9)

Black, not Hispanic 235 (18.7) 198 (30.8) 162 (21.5) 100 (31.3)

Hispanic 236 (18.8) 136 (21.2) 147 (19.5) 62 (19.4)

White, not Hispanic 619 (49.2) 239 (37.2) 379 (50.3) 131 (40.9)

Other 7 (0.6) 10 (1.5) 8 (1.1) 4 (1.3)

Age category‐ n (%)

17–20 126 (10.0) 75 (11.7) 163 (21.7) 68 (21.5)

21–27 538 (42.7) 280 (43.5) 266 (35.3) 96 (30.0)

28–39 468 (37.2) 237 (36.9) 224 (29.7) 102 (31.9)

>40 127 (10.1) 51 (7.9) 100 (13.3) 54 (16.9)

Anthropometrics‐ mean � SD

Height (cm) 176.3 � 7.1 163.7 � 6.9 176.1 � 7.2 163.3 � 6.2

Body weight (kg) 85.9 � 13.8 70.0 � 11.1 84.8 � 15.4 71.5 � 11.8

BMI, kg/m2 27.6 � 3.9 26.0 � 3.5 27.3 � 4.2 26.8 � 3.9

% Body fatCIRC 19.5 � 6.3 31.2 � 6.2 18.8 � 7.1 32.8 � 7.1

% Body fatDXA 24.3 � 6.3 32.9 � 6.1 24.4 � 6.9 34.1 � 6.6

Fat mass (kg)DXA 21.5 � 8.0 23.7 � 7.2 20.1 � 9.6 23.8 � 9.3

Fat‐free mass (kg)DXA 61.7 � 8.2 44.2 � 6.0 56.4 � 14.0 42.0 � 9.4

Abbreviations: BMI, body mass index; CIRC, Army Regulation 600–9 standard equations11; DXA,

dual‐energy x‐ray absorptiometry.
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3.4 | Equation RMSE

For women, as the number of sites included in the MM equations was

reduced, the RMSE error increased but with minimal impact (Max ∆:

0.35%). For men, the 2‐site equation performed the best, although

RMSE differences were small (Max ∆: 0.13%) (Table 3). Comparing

Table 3 where height was not included in the equation to Table S1

where height was included in the equation, removing height resulted

in no major impacts on the RMSE (Max Female ∆: 0.27%, Max Male

∆: 0.02%) across sex, race/ethnicity and age. Among women,

comparing the AR equation to the 2‐ and 1‐site MM equations, there

was a 0.62% improvement in RMSE with the 2‐site equation and a

0.28% improvement for the 1‐site equation. For men, the improve-

ment in RMSE comparing the 2‐ and 1‐site equations to the AR

equation was larger with a 2.66% and 2.54% difference, respectively

(Table 3).

The 2‐ and 1‐site MM equations had equivalent ranges of

RMSE when evaluating differences in equation performance by

race/ethnicity. Using the 1‐site equation, the greatest difference in

RMSE was 0.37% between Asian women and White women and

0.29% between Asian men and White men. The AR equation had

marginally higher RMSE differences by race/ethnicity, with a 0.62%

peak difference between Asian women and White women and a

0.49% peak difference between Black men and Hispanic men

(Table 3).

For age differences in RMSE, the 1‐ and 2‐site MM equations

demonstrated similar RMSE ranges. Using the 1‐site, the greatest

difference in RMSE by age was 1.02% comparing 28–39‐year‐old

women to >40‐year‐old women and 0.54% comparing 28–39–year‐
old men to >40‐year old men. In the AR equation, among women,

there was a slightly lower RMSE range by age with a 0.89% differ-

ence occurring between 28 and 39‐year‐old women and >40‐year‐
old women. For men, the AR equation had considerable differences in

RMSE by age with a 2.89% difference between 17 and 20‐year‐old

men and >40‐year‐old men (Table 3).

Within Cohort 2, the equations produced similar results for

RMSE across age, race/ethnicity and sex (Table S1). The difference in

RMSE between Cohort 1 and Cohort 2 was less than 0.1%.

3.5 | Equation ICC

ICC differences between the 3 MM equations were larger in women

(Max ∆: 0.06) than in men where ICC differences were approximately

equal (Max ∆: 0.004) (Table 4). The AR equation had an ICC that fell

between the 2‐and 3‐site equations ICCs for females and the AR

equation was lowest in ICC for males. The trends held across all

races/ethnicities and ages with the exception of Hispanic females,

where all MM equations had higher ICCs. There were no major dif-

ferences in the ranges of ICCs between the MM equations when

comparing race/ethnicities by sex (women: 0.02–0.05; men: 0.07–

0.08). The AR equation had a wider range of ICCs for both men (0.15)

and women (0.06) when comparing race/ethnicity by sex. Similarly, in

men and women, there were no major differences in the range of ICC

between the MM equations when comparing age by sex (women:

0.08–0.11; men: 0.07–0.08). The AR equation had a comparable

range of ICCs for women (0.11) and a higher range of ICCs for men

(0.17) when comparing age by sex. Within the Cohort 2, the equa-

tions produced similar ICC across age, race/ethnicity and sex

(Table S2).

3.6 | Equation bias

Between the MM equations, bias was highest for women in the 3‐site

equation (Table 4). Bias in the 1‐ and 2‐site equations for women

F I GUR E 1 Pearson correlations between anthropometric measurements and percent body fat measured by dual‐energy X‐ray
absorptiometry (%BFDXA).
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were equivalent with only a 0.04% difference. In men, there was a

slight improvement in bias when comparing the 1‐site to the 2‐site

and 3‐site MM equations. Bias produced by the AR equation was

proportionately larger for men than women. Within the external

Cohort 2, the equations produced similar bias across age, race/

ethnicity and sex (Table S2).

The Bland Altman plots (Figure 2) visually demonstrate the dif-

ferences in bias across sex (A‐C women; D‐F men) between the AR

equations and the 1‐Site MM equations. Population level bias for the

1‐site equation was centered close to zero and approximately

equivalent with and without height for both men and women. The AR

equation underestimated %BF in the majority of the population with

a mean bias of −4.79% and −1.69% in men and women, respectively.

The range for the 95% limits of agreement was slightly smaller with

the 1‐site equation having a 0.69% and 0.20% reduction in range for

men and women, respectively.

4 | DISCUSSION

The objective of this study was to develop and validate prediction

equations to estimate %BF in a military population while maintaining

accuracy across race/ethnicity and age. The resulting equations were

more accurate than the existing AR equation, while improving the

feasibility of measurement in the field through site reduction.

Reducing the number of anthropometric sites in the MM equations

to 1‐site equations had minimal impact on RMSE and bias. Addi-

tionally, the MM equations demonstrated smaller variability in

RMSE, bias and ICC compared to the AR equations when results

were stratified by race and age, indicating that accuracy is more

equitable between these comparison groups with the MM equations.

The fact that the equations developed from Cohort 1 produced

similar results in Cohort 2 lends validity to the fact that the present

findings represent the Army of today. The results from this study are

from an active occupational cohort. Whether these results will

translate to the general population will need to be further evaluated.

Notably, excluding height from the equations had no impact on

accuracy, which is likely because height was not correlated with %

BFDXA. The Department of Defense Instruction (DoDI) 1308.3,

Department of Defense (DOD) Physical Fitness and Body Fat Pro-

grams Procedures, recommended that equations using circumference

indexes to determine body fat should consider height in the assess-

ment process.19 Our findings determined that removing height from

the equations did not impact the accuracy of the equations and in the

cases of the Bland Altman plots resulted in small improvements in

accuracy.

F I GUR E 2 Bland Altman plots stratified by sex comparing percent body fat measured by dual‐energy X‐ray absorptiometry (%BFDXA) to
(A, D.) Army Regulation Equation %BF, (B, E.) 1‐site Equation %BF, and (C, F.) 2‐site Manual circumference measurements equation %BF. The
solid black line represents where there is no difference between the equation and %BFDXA. Red dots represent female volunteers and blue

dots represent male volunteers. The solid black line is where the plot‐specific equation matches the %BFDXA. %BF, percent body fat.
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The reproducibility of waist and hip circumference measure-

ments has a higher level of intra‐ and inter‐rater reliability than

measurements that incorporate both hips and waist (e.g., hip‐to‐waist

ratio).28,29 This may be because measurement error for each site may

vary by body type and obesity status, thereby magnifying the error

when both measurements are used.30 The present study used the

same trained study staff at each data collection site to conduct the

circumference measurements. Consistency was apparent in the re-

sults between the 1‐site and 2‐site equations. However, given the

potentially higher error in replicating measurements between raters

for metrics using both the hips and waist, it could be postulated that

error could be higher in the 2‐site equation when evaluated with

multiple raters, although this should be evaluated further.

Although the present study enrolled only military participants,

the wide range of %BF in the study population may suggest that the

equations resulting from this work may be useful for other pop-

ulations. While higher %BF is associated with obesity related health

problems,3 the circumference measurements in the equations

developed are also associated with negative health outcomes. In

particular, waist circumference is strongly associated with hyper-

tension, type 2 diabetes, cardiovascular disease and metabolic syn-

drome.31 This may indicate that the 1‐site equation could also be

useful in identifying individuals who are at risk of negative health

outcomes and should be explored further.

The goal of the Army body composition policy is to ensure that

soldiers maintain a level of health and readiness for operational

duties. Updates to the current equations may improve upon the

Army's ability to identify individuals who have higher %BF, putting

them at risk for poor physical performance or adverse long‐term

health outcomes. One distinct advantage of the equations identi-

fied in this study is the use of one site with an anatomical landmark,

which likely reduces the variability introduced through the use of

multiple measurement sites. Furthermore, the new equations, which

are expedient and do not require extensive training, may have utility

in populations beyond the military. Future research will focus on

evaluating the associations between the 1‐site equation and obesity

related health outcomes.

ACKNOWLEDGMENTS

We thank the Soldiers participating in the study, Mr. Michael McGurk

and MG John Kline from the U.S. Army Center for Initial Military

Training for their support and collaboration in the effort, the

personnel involved in the data collection, and Drs. James McClung

and Stefan Pasiakos for their support as scientific advisors and

participation in technical editing of the manuscript. This research was

supported in part by an appointment of two of the researchers to the

DOD Research Participation Program administered by the Oak Ridge

Institute for Science and Education (ORISE) through an interagency

agreement between the U.S. Department of Energy (DOE) and the

DOD. The opinions or assertions contained herein are the private

views of the authors and are not to be construed as official or as

reflecting the views of the Army or the DOD, DOE, or ORAU/ORISE.

CONFLICT OF INTEREST STATEMENT

The authors declare no conflict of interest.

DISCLAIMER

The investigators have adhered to the policies for protection of hu-

man volunteers as prescribed in AR 70–25, and the research was

conducted in adherence with the provisions of 32 CFR Part 219. 2.

Citations of commercial organizations and trade names in this paper

do not constitute an official Department of the Army endorsement or

approval of the products or services of these organizations.

ORCID

Kathryn M. Taylor https://orcid.org/0000-0001-7013-1848

REFERENCES

1. Thomas DT, Erdman KA, Burke LM. Position of the Academy of

nutrition and dietetics, dietitians of Canada, and the American college

of sports medicine: nutrition and athletic performance. J Acad Nutr
Diet. 2016;116(3):501‐528. https://doi.org/10.1016/j.jand.2015.

12.006

2. Padwal R, Leslie WD, Lix LM, Majumdar SR. Relationship among

body fat percentage, body mass index, and all‐cause mortality: a

cohort study. Ann Intern Med. 2016;164(8):532‐541. https://doi.org/

10.7326/m15‐1181

3. Zong G, Zhang Z, Yang Q, Wu H, Hu FB, Sun Q. Total and regional

adiposity measured by dual‐energy X‐ray absorptiometry and mor-

tality in NHANES 1999‐2006. Obesity. 2016;24(11):2414‐2421.

https://doi.org/10.1002/oby.21659

4. Abramowitz MK, Hall CB, Amodu A, Sharma D, Androga L, Hawkins

M. Muscle mass, BMI, and mortality among adults in the United

States: a population‐based cohort study. PLoS One. 2018;13(4):

e0194697. https://doi.org/10.1371/journal.pone.0194697

5. Crawford K, Fleishman K, Abt JP, et al. Less body fat improves

physical and physiological performance in army soldiers. Mil Med.

2011;176(1):35‐43. https://doi.org/10.7205/milmed‐d‐10‐00003

6. Violanti JM, Ma CC, Fekedulegn D, et al. Associations between body

fat percentage and fitness among police officers: a statewide study.

Saf Health Work. 2017;8(1):36‐41. https://doi.org/10.1016/j.shaw.

2016.07.004

7. Moreau M, Valente F, Mak R, et al. Obesity, body fat distribution and

incidence of sick leave in the Belgian workforce: the Belstress study.

Int J Obes Relat Metab Disord. 2004;28(4):574‐582. https://doi.org/

10.1038/sj.ijo.0802600

8. Tothill P, Han TS, Avenell A, McNeill G, Reid DM. Comparisons be-

tween fat measurements by dual‐energy X‐ray absorptiometry, un-

derwater weighing and magnetic resonance imaging in healthy

women. Eur J Clin Nutr. 1996;50:747‐752.

9. Tothill P. Dual‐energy X‐ray absorptiometry for the measurement of

bone and soft tissue composition. Clin Nutr. 1995;14(5):263‐268.

https://doi.org/10.1016/s0261‐5614(95)80062‐x
10. Curtis JR, Laster A, Becker DJ, et al. The geographic availability and

associated utilization of dual‐energy X‐ray absorptiometry (DXA)

testing among older persons in the United States.Osteoporos Int. 2009;

20(9):1553‐1561. https://doi.org/10.1007/s00198‐008‐0821‐x
11. Bazzocchi A, Ponti F, Albisinni U, Battista G, Guglielmi G. DXA: tech-

nical aspects and application. Eur J Radiol. 2016;85(8):1481‐1492.

https://doi.org/10.1016/j.ejrad.2016.04.004

12. Lee SY, Gallagher D. Assessment methods in human body compo-

sition. Curr Opin Clin Nutr Metab Care. 2008;11(5):566‐572. https://

doi.org/10.1097/mco.0b013e32830b5f23

TAYLOR ET AL. - 9 of 10

https://orcid.org/0000-0001-7013-1848
https://orcid.org/0000-0001-7013-1848
https://doi.org/10.1016/j.jand.2015.12.006
https://doi.org/10.1016/j.jand.2015.12.006
https://doi.org/10.7326/m15-1181
https://doi.org/10.7326/m15-1181
https://doi.org/10.1002/oby.21659
https://doi.org/10.1371/journal.pone.0194697
https://doi.org/10.7205/milmed-d-10-00003
https://doi.org/10.1016/j.shaw.2016.07.004
https://doi.org/10.1016/j.shaw.2016.07.004
https://doi.org/10.1038/sj.ijo.0802600
https://doi.org/10.1038/sj.ijo.0802600
https://doi.org/10.1016/s0261-5614(95)80062-x
https://doi.org/10.1007/s00198-008-0821-x
https://doi.org/10.1016/j.ejrad.2016.04.004
https://doi.org/10.1097/mco.0b013e32830b5f23
https://doi.org/10.1097/mco.0b013e32830b5f23
https://orcid.org/0000-0001-7013-1848


13. Chambers AJ, Parise E, McCrory JL, Cham R. A comparison of pre-

diction equations for the estimation of body fat percentage in non‐
obese and obese older Caucasian adults in the United States. J Nutr
Health Aging. 2014;18(6):586‐590. https://doi.org/10.1007/s12603‐
014‐0017‐3

14. Jackson AS, Pollock ML, Ward A. Generalized equations for predicting

body density of women. Med Sci Sports Exerc. 1980;12(3):175‐181.

https://doi.org/10.1249/00005768‐198023000‐00009

15. Jackson AS, Pollock ML. Generalized equations for predicting body

density of men. Br J Nutr. 1978;40(3):497‐504. https://doi.org/10.

1079/bjn19780152

16. Kispert CP, Merrifield HH. Interrater reliability of skinfold fat

measurements. Phys Ther. 1987;67(6):917‐920. https://doi.org/10.

1093/ptj/67.6.917

17. Hoffmann J, Thiele J, Kwast S, et al. Measurement of subcutaneous

fat tissue: reliability and comparison of caliper and ultrasound via

systematic body mapping. Sci Rep. 2022;12(1):15798. https://doi.

org/10.1038/s41598‐022‐19937‐4
18. Hodgdon JA, Beckett MB. Prediction of Percent Body Fat for U.S. Navy

Men from Body Circumferences and Height. Naval Heath Research

Center; 1984.

19. DoD fitness and body fat Programs procedures Office of the Under

Secretary of Defense for Personnel and Readiness. DoD fitness and

body fat Programs procedures. In: Department of Defense Headquar-
ters. DoD Instruction 1308.8; 2002.

20. The army body composition Program. In: Department of the Army
Headquarters. Army Regulation 600‐9; 2013, p 43.

21. Akinbami LJ, Chen TC, Davy O, et al. National health and nutrition

examination Survey, 2017‐March 2020 prepandemic file: sample

design, estimation, and analytic guidelines. Vital Health Stat.
2022;1:1‐36.

22. Cohen JCP, West SG, Aiken LS. Applied Multiple Regression/Correla-
tion Analysis for the Behavioral Sciences. Routledge; 2003.

23. Soper D. A priori sample size calculator for Multiple Regress-

ion [Software]. https://www.danielsoper.com/statcalc. 2021.

24. Tinsley GM, Moore ML, Benavides ML, Dellinger JR, Adamson BT. 3‐
Dimensional optical scanning for body composition assessment: a 4‐
component model comparison of four commercially available scan-

ners. Clin Nutr. 2020;39(10):3160‐3167. https://doi.org/10.1016/j.

clnu.2020.02.008

25. Toombs RJ, Ducher G, Shepherd JA, De Souza MJ. The impact of

recent technological advances on the trueness and precision of DXA

to assess body composition. Obesity. 2012;20(1):30‐39. https://doi.

org/10.1038/oby.2011.211

26. Hodgdon JA, Friedl KE. Development of the DoD Body Composition
Estimation Equations. Naval Heath Research Center; 1999.

27. Shrout PE, Fleiss JL. Intraclass correlations: uses in assessing rater

reliability. Psychol Bull. 1979;86(2):420‐428. https://doi.org/10.

1037//0033‐2909.86.2.420

28. Kuehnapfel A, Ahnert P, Loeffler M, Broda A, Scholz M. Reliability of

3D laser‐based anthropometry and comparison with classical

anthropometry. Sci Rep. 2016;6(1):26672. https://doi.org/10.1038/

srep26672

29. Sebo P, Beer‐Borst S, Haller DM, Bovier PA. Reliability of doctors'

anthropometric measurements to detect obesity. Prev Med.

2008;47(4):389‐393. https://doi.org/10.1016/j.ypmed.2008.06.012

30. Wang CY, Liu MH, Chen YC. Intrarater reliability and the value of

real change for waist and hip circumference measures by a novice

rater. Percept Mot Skills. 2010;110(3_Suppl l):1053‐1058. https://doi.

org/10.2466/pms.110.c.1053‐1058

31. World Health Organization. Waist Circumference and Waist‐Hip Ratio:
Report of a WHO Expert Consultation. World Health Organization;

2008‐2011:1‐39.

SUPPORTING INFORMATION

Additional supporting information can be found online in the Sup-

porting Information section at the end of this article.

How to cite this article: Taylor KM, Castellani MP, Bartlett

PM, Oliver TE, McClung HL. Development and cross‐
validation of a circumference‐based predictive equation to

estimate body fat in an active population. Obes Sci Pract. 2024;

e747. https://doi.org/10.1002/osp4.747

10 of 10 - TAYLOR ET AL.

https://doi.org/10.1007/s12603-014-0017-3
https://doi.org/10.1007/s12603-014-0017-3
https://doi.org/10.1249/00005768-198023000-00009
https://doi.org/10.1079/bjn19780152
https://doi.org/10.1079/bjn19780152
https://doi.org/10.1093/ptj/67.6.917
https://doi.org/10.1093/ptj/67.6.917
https://doi.org/10.1038/s41598-022-19937-4
https://doi.org/10.1038/s41598-022-19937-4
https://www.danielsoper.com/statcalc
https://doi.org/10.1016/j.clnu.2020.02.008
https://doi.org/10.1016/j.clnu.2020.02.008
https://doi.org/10.1038/oby.2011.211
https://doi.org/10.1038/oby.2011.211
https://doi.org/10.1037//0033-2909.86.2.420
https://doi.org/10.1037//0033-2909.86.2.420
https://doi.org/10.1038/srep26672
https://doi.org/10.1038/srep26672
https://doi.org/10.1016/j.ypmed.2008.06.012
https://doi.org/10.2466/pms.110.c.1053-1058
https://doi.org/10.2466/pms.110.c.1053-1058
https://doi.org/10.1002/osp4.747

	Development and cross‐validation of a circumference‐based predictive equation to estimate body fat in an active population
	1 | INTRODUCTION
	2 | METHODS
	2.1 | Cohorts
	2.2 | Sample size
	2.3 | Body size and composition assessment
	2.4 | Analysis and modeling
	2.5 | Study overview

	3 | RESULTS
	3.1 | Cohort characteristics
	3.2 | Anthropometric correlations
	3.3 | Proposed equations
	3.4 | Equation RMSE
	3.5 | Equation ICC
	3.6 | Equation bias

	4 | DISCUSSION
	ACKNOWLEDGMENTS
	CONFLICT OF INTEREST STATEMENT
	DISCLAIMER


