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Abstract

Objective. While most patients with COVID-19-induced

olfactory dysfunction (OD) recover spontaneously, those

with persistent OD face significant physical and psycholo-

gical sequelae. ChatGPT, an artificial intelligence chatbot,

has grown as a tool for patient education. This study seeks

to evaluate the quality of ChatGPT-generated responses

for COVID-19 OD.

Study Design. Quantitative observational study.

Setting. Publicly available online website.

Methods. ChatGPT (GPT-4) was queried 4 times with 30

identical questions. Prior to questioning, Chat-GPT was

“prompted” to respond (1) to a patient, (2) to an eighth

grader, (3) with references, and (4) no prompt. Answer

accuracy was independently scored by 4 rhinologists

using the Global Quality Score (GCS, range: 1-5).

Proportions of responses at incremental score thresh-

olds were compared using χ2 analysis. Flesch-Kincaid

grade level was calculated for each answer. Relationship

between prompt type and grade level was assessed via

analysis of variance.

Results. Across all graded responses (n = 480), 364 responses

(75.8%) were “at least good” (GCS ≥ 4). Proportions of

responses that were “at least good” (P < .0001) or “excellent”
(GCS = 5) (P < .0001) differed by prompt; “at least moderate”
(GCS ≥ 3) responses did not (P = .687). Eighth-grade level

(14.06 ± 2.3) and patient-friendly (14.33 ± 2.0) responses were

significantly lower mean grade level than no prompting

(P < .0001).

Conclusion. ChatGPT provides appropriate answers to most

questions on COVID-19 OD regardless of prompting.

However, prompting influences response quality and grade

level. ChatGPT responds at grade levels above accepted

recommendations for presenting medical information to

patients. Currently, ChatGPT offers significant potential

for patient education as an adjunct to the conventional

patient-physician relationship.
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Olfactory dysfunction (OD) is one of the most
prevalent symptoms caused by COVID‐19
infection.1,2 Most patients with COVID‐19

experience complete spontaneous recovery of olfactory
function within 30 days, with a steadily increasing rate of
olfactory recovery at 60, 90, and 180 days following
infection.3 However, 27.8% of patients with COVID‐OD
either do not recover or experience only partial recovery.1

While treatment of COVID‐19‐induced OD is an area of
active investigation,4,5 this poses a considerable and
urgent public health concern, as patients with COVID‐
19‐induced OD have been found to be more likely to
develop major depressive disorder (MDD), with at least
67% of patients suffering from impairments in quality of
life (QOL).6,7 Patients with OD are also at significantly
increased risk of psychosocial morbidities as well as an
increased rate in mortality.8

Given the high prevalence and psychosocial sequelae of
persistent COVID‐OD, adequate patient education on
this topic is critical. A recent study of the Health
Information National Trends Survey demonstrated that
68.9% of adults used the Internet as their first source of
health‐related information.9 Studies assessing the quality
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of educational resources pertaining to COVID‐19 in
general have demonstrated that current resources are
often written above recommended patient reading
levels.10 Furthermore, given the recent and ongoing
understanding of COVID‐OD, there is currently a paucity
of publicly available formal patient education materials
specifically regarding the subject. Therefore, there is a
pressing need for accurate, reading‐level appropriate
patient education resources for those seeking health
information about COVID‐OD.

A novel large language model (LLM) utilizing artificial
intelligence (AI) called ChatGPT has recently emerged as
a potential tool for patient education in health care.11 In
regard to its utility as a patient education modality,
numerous studies have demonstrated that ChatGPT is
capable of providing accurate and appropriate responses
to patients' questions pertaining to a breadth of otolar-
yngologic conditions and procedures.12,13 Collectively,
the current and rapidly expanding literature suggests the
potential use of ChatGPT as a novel patient education
modality, yet further investigation is warranted to assess
and optimize potential benefit. The present study aims to
evaluate the quality of ChatGPT‐generated responses
regarding COVID‐OD to assess its utility as an educa-
tional resource for patients. This study hypothesizes that
ChatGPT will deliver accurate and clinically appropriate
responses on COVID‐19‐induced OD when prompted
with specific instructions. Furthermore, we hypothesize
that ChatGPT's responses will vary significantly in
quality and readability based on the type of prompting
strategy used, with the most effective prompts producing
responses at or below an eighth‐grade reading level.

Methods
ChatGPT (February 3, 2024, version) was queried 4 times
on with an identical set of thirty sequential questions
pertaining to patient education on COVID‐19‐induced

OD. Each of the 4 30‐question queries generated a
unique question‐and‐answer thread on GPT‐4. Currently,
3 versions of ChatGPT exist: GPT‐3.5, GPT‐4, and
GPT‐4o. GPT‐4 is equivalent to GPT‐4o in language
modeling, with the primary distinction being GPT‐4o's
capability to process audio and images, which were not
relevant to this study. Each thread differed by how ChatGPT
was “prompted” prior to asking the first question. ChatGPT
was prompted to respond in (1) patient‐friendly manner,
(2) as though the user were an eighth grader, (3) with
references, and (4) no prompt (Table 1). The National
Institutes of Health recommends that patient educational
materials be written at or below the eighth‐grade level.14

Questions were divided into the following 4 categories:
epidemiology (1‐5), diagnosis (6‐15), prognosis (16‐20),
and management and prevention (21‐30) of COVID‐OD.
The questions were developed by fellowship‐trained
Rhinologists based on the most common patient inquiries
seen in practice. Given that ChatGPT's answers build
upon prior questions‐and‐answers within the same thread,
the previous thread's memory was reset prior to testing
each new prompting style, and each thread posed
questions in an identical order to minimize chatbot
response variability. This research methodology largely
mirrors and improves upon prior work investigating the
utility of AI‐generated responses for patient education on
obstructive sleep apnea and thyroid nodules.12,13

Answers generated by ChatGPT were reviewed and
scored based on quality (per medical accuracy and clinical
appropriateness), readability, and perceived utility for
patients using the validated Global Quality Score tool
(GQS, range: 1‐5) (Table 2). Responses were indepen-
dently assessed by 4 fellowship‐trained physicians practi-
cing at 3 different academic medical institutions, specia-
lizing in rhinology and skull base surgery.

For each answer, the number of words, sentences, and
syllables were collected to generate a Flesch‐Kincaid (FK)
educational grade‐level score. The FK grade level is a

Table 1. ChatGPT Prompt Names and Prompt Provided

Prompt number Prompt name ChatGPT prompt provided

1 No prompting No prompting.

2 Patient-friendly

prompting

I am a patient attempting to learn more about COVID-19-related smell loss. I am going to

ask you 30 questions pertaining to COVID-19-related smell loss. Please use language that

would be appropriate for my understanding, but do not compromise on the accuracy

of your responses. Be as specific as possible in your answers.

3 Eighth-grade level

prompting

I am a patient attempting to learn more about COVID-19-related smell loss. I am going to

ask you 30 questions pertaining to COVID-19-related smell loss. Please present your

answers at or level the eighth grade United States academic reading level, but do not

compromise on the accuracy of your responses. Be as specific as possible in your answers.

4 Prompting for references I am going to ask you 30 questions pertaining to COVID-19-related smell loss. For each

answer you provide, make sure that you include statistics or numbers that are relevant.

Your answers should come from published medical literature, which you should cite within

your answers. Be as specific as possible in your answers.

“Prompts” were placed immediately before the first question posed to ChatGPT. Each prompt was only entered once.
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validated tool intended to correspond to the estimated US
academic grade level of presented text‐based information
(eg, 7 is middle school level, 10 is high school level, and
14 is collegiate level).15 The total number of publications
and corresponding publication years for each reference
provided by ChatGPT was recorded. Each reference was
further investigated to verify if the reference is real (eg,
has a DOI and is findable online).

Analysis of graded responses were performed to assess
whether prompting the chatbot prior to questioning
influenced scoring outcomes. Proportions of responses at
incremental score thresholds were compared by prompt type
using χ2 analysis. Tests were performed with alpha at 0.05
with post hoc Bonferroni correction applied to subset each
possible paired comparison. One‐way match analysis of
variance (ANOVA) tests were performed to assess the
relationship between prompt type to word count and FK
grade level. IBM SPSS Version 28.0.1.0 was used to conduct
statistical analyses with P< .05 to indicate statistical
significance. The Institutional Review Board at Thomas
Jefferson University deemed this study exempt from review.

Results
Mean scoring frequencies are visually represented
in Figure 1. Across all graded responses for all prompt
types combined from 4 raters (n = 480), 126 (26.5%)
received the maximum GQS score of 5 (highest quality),
238 (49.6%) received a GQS score of 4, 97 (20.2%) received
a GQS score of 3, 18 (3.7%) received a GQS score of 2, and
1 (0.2%) received a GQS score of 1 (poorest quality).
Across all graded responses (n = 480), 364 responses
(75.83%) were rated as “at least good” (GQS ≥ 4). On χ2

analysis, proportions of responses that were at least good
quality (GQS ≥ 4) (P< .0001) or excellent (GQS= 5)
(P< .0001) differed by prompt type (Table 3). Specifically,
prompting for references yielded a significantly lower
proportion of threshold‐meeting responses (P< .001) on
Bonferroni post‐hoc analysis after adjusting significance
thresholds based on the number of unique comparisons.
Proportions of responses that were at least moderate
quality (GQS ≥ 3) (P= .687) did not differ significantly by
prompt type.

Mean FK grade level by prompt type was 16.18 ± 1.98
(no prompting), 14.33 ± 2.11 (patient‐friendly prompting),

14.06 ± 2.27 (eighth‐grade level prompting), and 15.49 ± 3.24
(prompting for references). On ANOVA analysis, there was
a significant association between prompt type and FK grade
level (P< .0001). Specifically, patient‐friendly prompting and
8th‐grade level prompting each resulted in a significantly
lower grade level when compared to no prompting
(Figure 2). However, 8th‐grade level prompting resulted in
an FK grade level significantly higher than requested.

Mean word count per answer by prompt type was
379.8 ± 78.66 (no prompting), 339.5 ± 88.54 (patient‐friendly
prompting), 359.3 ± 105.4 (eighth‐grade level prompting),
and 399.7 ± 79.81 (prompting for references). On ANOVA
analysis, there was a significant association between prompt
type and response word count (P< .0001) (Figure 2).
Specifically, patient‐friendly prompting resulted in a sig-
nificantly lower response word count than no prompting
(P< .01). Additionally, prompting for references led to a
significantly higher response word count than eighth‐grade
level prompting (P< .05) and patient‐friendly prompting
(P< .0001), respectively.

Across all prompts (n = 120 questions), ChatGPT
provided 27 total references to peer‐reviewed publications
within its answers. Twelve (44.4%) of the 24 total
references provided were unique citations. All (100%)
unique references to published medical literature emerged
from ChatGPT's answers generated specifically in
response to prompting for references. All (100%) unique
references were for medical literature published in 2020.
11 (91.6%) of the 12 unique references were legitimate
citations with an associated DOI and findable online.
The remaining 1 citation was falsified.

Discussion
This investigation aimed to appraise the quality of
AI‐generated responses to questions regarding COVID‐19
OD for the purpose of patient education. Overall, ChatGPT
provided accurate answers to 75.83% of questions posed in
the present study. Importantly, ChatGPT's ability to generate
clinically appropriate answers to patient‐posed questions was
not dependent on initial prompting, as the chatbot provided
“at least good” (GQS ≥ 4) responses in similar proportions
independent of which of the 4 prompting strategies was
implemented (P< .0001). The fact that ChatGPT is able to
generate accurate responses regardless of explicit prompting

Table 2. GQS Grading Scheme

Score GQS

1 Poor quality, poor flow of the site, most information missing, not at all useful for patients.

2 Generally poor quality and poor flow, some information listed but many important topics missing, of very limited use to patients.

3 Moderate quality, suboptimal flow, some important information is adequately discussed but others poorly discussed, somewhat

useful for patients.

4 Good quality and generally good flow, most of the relevant information is listed, but some topics not covered, useful for patients.

5 Excellent quality and excellent flow, very useful for patients.

Abbreviation: GQS, Global Quality Scale.
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modalities is critical, as novice ChatGPT users may not yet be
familiar with the tool's ability to provide varied responses
based on contextual cues.

To date, this study represents the first investigation in
which ChatGPT's responses are independently evaluated
by multiple fellowship‐trained rhinology and skull base
surgeons practicing at multiple different institutions.
Furthermore, this study's methodology improves upon
prior research by employing the validated GQS to appraise
responses generated by ChatGPT, versus unvalidated

scoring systems utilized by studies early in the development
of this field of research.13 This, combined with a multi-
center approach to forming an expert panel of raters
from different institutions improves upon previous meth-
odologies in research appraising AI‐generated responses.

While prompting does not appear to impact the
accuracy of responses, our data suggest that prompting
influences the academic grade level at which ChatGPT‐
generated information is presented to the user. This
study's findings demonstrate that prompting ChatGPT

Figure 1. Colormap representation of average graded ChatGPTresponses by prompt type. Average Global Quality Score for each question

posed to ChatGPT.
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to respond in a patient‐friendly manner as well as at an
eighth grade reading level resulted in the chatbot
answering user's questions at a significantly lower grade
level than without prompting or when prompting for
references (P< .0001). Notably, however, these responses
corresponded to collegiate US grade levels of 14.33
(patient‐friendly prompting) and 14.06 (eighth‐grade level
prompting), significantly above the educational level of
patient educational materials recommended by medical
organizations.14 Further versions of ChatGPT should aim
to provide grade‐level appropriate responses.

Prior investigations across a range of medical special-
ties studying ChatGPT's responses to patient‐posed
questions mirror our findings regarding its tendency
to generate content above recommended reading
levels.12, 16‐18 The present study is the first to directly
investigate ChatGPT's responses regarding any COVID‐
19‐related medical inquiries to support patient education.
Currently, the most widely accessible resource for

obtaining COVID‐19‐related information is the Centers
for Disease Control and Prevention (CDC) website. While
the CDC website information regarding COVID‐19 is
also reported to be written above the recommended
reading level of patient educational materials (FK grade:
10.48), this resource is still at a lower FK grade level than
ChatGPT's responses.19 In regard to the grade level of
educational materials, ChatGPT is inferior in comparison
to this resource.

However, it is important to note that the accessibility
and grade‐appropriateness of the CDC's COVID‐19
educational materials is not necessarily reflective of the
platforms through which patients access information
regarding COVID‐19. A published social network ana-
lysis identified that individuals use a wide range of
platforms to share and receive COVID‐19 information,
with younger demographics utilizing social media plat-
forms like X (formerly Twitter), while older individuals
are more likely to utilize more traditional news sources.20

The scarcity of COVID‐19 educational materials for
younger populations presents a newfound utility for
LLMs. While the current investigation reveals that
targeted prompting strategies may influence the grade
level of ChatGPT's responses, future studies may seek to
further investigate specific prompts that may elicit
responses at‐or‐below the optimal educational level.
Medical providers may inform patients that ChatGPT
provides accurate information regarding COVID‐19‐
related OD, yet caution patients that the chatbot may
present information above appropriate reading levels for
patient comprehension.

Creators of LLMs (ie, OpenAI, Google AI) have
identified a phenomenon described as “AI hallucination”
in which the chatbots produce untruthful content in
relation to certain sources.21 AI hallucinations tend to
occur in situations in which the LLM is faced with a
prompt that is poorly represented in its original training
data set. According to OpenAI's technical report, GPT‐4

Table 3. χ2 Tests by Prompt Type and Varying Thresholds of Response Grade

No prompting Patient-friendly prompting Eighth-grade level prompting Prompting for references

Frequency % Frequency % Frequency % Frequency % P value

Excellent (GQS = 5)a

Yes 30 25 41 34.2 41 34.2 14 11.7 <.0001

No 90 75 79 65.8 79 65.8 106 88.3

At least good (GQS ≥ 4)

Yes 95 79.2 100 83.3 96 80 73 60.8 <.0001

No 25 20.8 20 16.7 24 20 47 39.1

At least moderate (GQS ≥ 3)

Yes 116 96.7 116 96.7 116 96.7 113 94.2 .687

No 4 3.33 4 3.33 4 3.33 7 5.8

Frequency is presented as a fraction of the total number (n = 120) of grades from a given form number.

Abbreviation: GQS, Global Quality Scale.
aA subset of categories whose column proportions differ significantly from each other at the .05 level on Bonferroni post-hoc analysis.

Figure 2. Analysis of variance assessing prompt type by grade level

and word count. *, **, ***, and ****P ≤ .05, .01, .001, and .0001,

respectively.
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demonstrates a significantly reduced level of hallucina-
tions relative to previous GPT‐3.5 models, and is
expected to continue to improve with subsequent product
iterations.21

When prompted for references, the present study
demonstrates that 1 out of the 12 (8.3%) of the citations
generated by ChatGPT was for a nonexistent publication.
This may indicate an improvement in ChatGPT's
tendency to hallucinate information as compared to prior
research in which the chatbot's hallucination rate was
12.5% when prompted to provide references for educa-
tional materials regarding thyroid nodules.13 Our findings
regarding ChatGPT's AI hallucination rate, in corrobora-
tion with previous research, suggest that health‐related
information provided by GPT‐4 should not be the sole
source of medical educational information for patients.13

Patients should be counseled by physicians about such
risks when performing their own independent research
using this tool.

While the ideal clinical utility of ChatGPT remains
uncertain, the growing popularity of chatbots in society
suggests their likely imminent presence in health care
settings. Our study explores the crucial task of optimizing
question formulation for ChatGPT in an effort to
maximize its response efficacy. Our research aims to
refine the paradigm of interaction between patients and
ChatGPT, by elucidating optimal query structuring to
maximally leverage the platform's capabilities.

In the realm of patient education, ChatGPT may
supplement provider‐based medical discussions regarding
Covid‐19‐induced OD or serve as a tool for patient
education prior to an initial clinical visit. Beyond patient
education, current research into LLMs demonstrate its
potential to impact other areas of the health care
workflow including clinical decision making, operative
note‐writing, medical education, and research.11,21,22 The
body of research exploring ChatGPT's utility in medical
research is expanding rapidly.23

The future applications of AI in medical research and
patient education are promising yet remain widely
unknown. Innovations such as DALL‐E and Sora,
OpenAI's image‐ and video‐generation models, present
an unprecedented opportunity to communicate medical
information to patients in a hyperindividualized, custo-
mizable, and nuanced manner. Furthermore, the ongoing
development of GPT‐5 holds promise for additional
enhancements in patient education by further reducing
the tendency of AI hallucinations.

The current study is not without limitations. ChatGPT
was only queried for responses to 30 questions on 1
medical topic, whereas patients could theoretically ask an
infinite number of questions in an infinite number of
syntactic presentations. Additionally, the order of ques-
tions in which questions were asked may potentially
impact the content of subsequent responses due to the
sequential nature of the chatbot's question‐and‐answer
format. While our methodology specifically aimed to

address this by posing identical series of questions to
ChatGPT in each prompt thread following the logical
categorical flow of epidemiology, diagnosis, prognosis,
management, and prevention, patients could theoretically
ask questions in any order. Additionally, the 5‐point
Likert scale QGS tool is inherently subject to subjectivity,
however, this limitation was mitigated by employing
multiple raters and averaging their scores to enhance
reliability. Furthermore, true patient satisfaction with the
chatbot‐style format of obtaining educational informa-
tion regarding medical topics was not directly investigated
in our study; future studies should directly assess patient
experiences with querying LLMs for medical information.

The present study represents a single use‐case of
AI's potential utility in health care. We conclude that
ChatGPT is generally capable of providing accurate health
information to patients regarding COVID‐19‐induced
OD, yet the inappropriately high educational level of
ChatGPT‐generated content and the presence of falsified
references suggest that such tools be used with caution at
this time.
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