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ABSTRACT

Artificial intelligence (AI) is revolutionizing 
head and neck oncology, offering innovations 
in tumor detection, treatment planning, and 
patient management. However, its integration 

into clinical practice is hindered by several limi‑
tations. These include clinician mistrust due to a 
lack of understanding of AI mechanisms, biases 
in algorithm development, and the potential 
over‑reliance on technology, which may under‑
mine clinical expertise. Data‑related challenges, 
such as inconsistent quality and limited repre‑
sentativeness of datasets, further complicate AI’s 
application. Ethical, legal, and privacy concerns 
also pose significant barriers. Addressing these 
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issues through transparent AI systems, clinician 
education, and clear regulations is essential for 
ensuring responsible, equitable use in head and 
neck oncology. This manuscript explores the 
limitations of AI in head and neck oncology.

Keywords: Artificial intelligence; Head and 
neck neoplasms; Limitations; Algorithm bias; 
Clinical decision support systems

Key Summary Points 

Artificial intelligence (AI) algorithms in head 
and neck oncology often function as"black 
boxes,"making it difficult for clinicians to 
understand their decision‑making processes, 
leading to skepticism and reduced trust in 
their reliability. 

Bias in AI algorithms arises from non‑rep‑
resentative datasets and unconscious preju‑
dices, leading to disparities in care, particu‑
larly for under‑represented populations such 
as women and low‑resource settings.  

Over‑reliance on AI may erode clinical 
expertise, as healthcare professionals might 
depend too heavily on automated insights, 
potentially overlooking critical contextual 
factors and nuanced patient‑specific consid‑
erations. 

High‑quality, annotated datasets required for 
AI training are often lacking, with variations 
in imaging protocols and clinical practices 
posing challenges to the generalizability and 
reliability of AI models across diverse popula‑
tions.

The financial burden of AI implementation, 
including infrastructure, validation, and 
ongoing updates, restricts access to well‑
funded institutions, exacerbating healthcare 
disparities in resource‑limited settings.

THE LIMITATIONS OF ARTIFICIAL 
INTELLIGENCE IN HEAD AND 
NECK ONCOLOGY

Artif icial  intel l igence (AI)  has made 
transformative inroads into healthcare, 
particularly in oncology, where its ability to 
analyze large datasets and provide actionable 
insights has opened new avenues for diagnosis, 
treatment, and prognosis. In head and neck 
oncology, AI applications have demonstrated 
potential in areas such as tumor detection, 
classification, treatment planning, survival 
prediction and patient education [1–3]. 
However, the practical integration of AI into this 
complex field is not without challenges. While 
its promise is undeniable, there are limitations 
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that should inform its developing utilization and 
necessitate a balanced and cautions approach.

LACK OF UNDERSTANDING AND 
TRUST

The significant barriers to the adoption of AI 
in head and neck oncology are the possible 
inconsistencies in the data used to construct the 
instruments and the limited understanding of 
its mechanisms among healthcare professionals. 
The inherent complexity of AI technology often 
creates a disconnect for clinicians without a 
technical background, fostering skepticism and 
mistrust regarding its reliability [4]. Many AI 
algorithms operate as “black boxes,” generating 
outputs without providing transparent 
reasoning or explanations, which makes their 
integration into clinical workflows difficult 
where trust and explainability are essential [5]. It 
should also be noted that the prompt used is of 
great importance [6]. Small changes in prompts 
and different prompt techniques can generate 
different responses [7, 8]. The generative AI has 
a tendency to confabulate, filling gaps with 
jargon when it lacks definitive answers, and its 
overconfidence in these responses undermines 
reliability in clinical decision‑making [9]. For 
clinicians, comprehension of the decision‑
making process behind AI models is critical to 
ensure informed clinical decisions. The absence 
of such transparency results in reluctance to 
utilize AI tools, as clinicians may fear potential 
errors or biases that could adversely affect 
patient care [10]. Additionally, the lack of 
comprehensive education on AI principles, 
capabilities, and limitations across medical 
disciplines exacerbates this hesitation. This gap 
sustains resistance to AI adoption, impeding the 
integration of these innovative technologies 
into routine clinical practice [11]. An emerging 
solution to tackle the black box problem in AI is 
Explainable AI (XAI) [12, 13].

Implementing XAI can enhance transparency 
by providing interpretable outputs, increasing 
clinician trust in AI‑driven decisions. 
Additionally, integrating AI education into 
medical training can improve understanding, 

reducing skepticism and fostering safer adoption 
in clinical practice.

BIAS IN AI ALGORITHMS

The risk of bias presents a critical limitation 
in the application of AI in head and neck 
oncology, with profound implications for 
equitable utilization. Bias can arise from 
various sources, including the unconscious 
prejudices of developers, the representativeness 
of training datasets, and inherent flaws in 
algorithmic design [14]. In head and neck 
oncology, these biases can exacerbate existing 
disparities, leading to skewed outcomes. 
For example, training datasets often over‑
represent individuals from specific geographic, 
ethnic, or socioeconomic groups, limiting the 
generalizability of the algorithm. An AI model 
trained predominantly on Western populations 
may perform poorly in predicting outcomes 
or recommending treatments for patients in 
low‑ and middle‑income countries, where the 
prevalence, presentation, and management of 
head and neck cancers differ significantly [15]. 
It should be noted that external validation is 
an issue that needs to be addressed whenever 
clinical trial results are considered in patient 
management, even without AI involvement 
[16]. Furthermore, imaging data in head and 
neck oncology presents additional challenges, 
as variability in imaging protocols, scanner 
technologies, and operator expertise can 
compromise the consistency and quality of 
training data [17]. Additionally, the under‑
representation of women in datasets should 
be considered within the bias segment. While 
geographic, ethnic, and socioeconomic factors 
are often discussed, the predominance of 
male participants in clinical trials and medical 
studies remains a significant issue [18, 19]. The 
absence or limited presence of sex‑disaggregated 
data can result in skewed results, highlighting 
the need for balanced representation in study 
populations [20, 21]. Acknowledging lead time 
and over‑diagnosis bias is also essential for the 
accuracy of all prognostic deep learning models 
[22]. These issues are amplified when there are 
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concerns about the validity of research findings, 
increasing the risk of diagnostic inaccuracies 
and flawed treatment guidance when AI is used 
across diverse clinical settings [7, 9, 23].

Ensuring diverse, representative datasets 
and implementing bias‑detection tools can 
mitigate AI bias in head and neck oncology. 
Rigorous external validation and fairness‑aware 
algorithms enhance reliability. Collaboration 
between developers ,  c l inic ians ,  and 
policymakers is key to equitable AI application.

OVER‑RELIANCE ON AI AND THE 
EROSION OF HUMAN EXPERTISE

The increasing integration of AI in head and 
neck oncology raises significant concerns 
about potential over‑reliance on technology 
at the expense of clinical expertise. While AI 
demonstrates remarkable capabilities in pattern 
recognition and data processing, it lacks the 
contextual understanding and adaptive 
judgment that experienced clinicians bring to 
patient care [24]. Over‑dependence on AI could 
erode critical thinking and decision‑making 
skills among healthcare providers, particularly 
in high‑stakes scenarios like addressing 
intra‑operative complications or managing 
unexpected treatment outcomes [25]. This 
over‑reliance or cognitive bias is important 
in research and clinical decision‑making. AI 
generated information should complement, 
not supplant, clinical judgement [26]. These 
situations often demand a level of intuition 
and flexibility that AI systems cannot replicate 
[27]. Furthermore, the limitations of AI being 
bound by its programming and the constraints 
of its training data make it ill‑suited for handling 
atypical cases or novel clinical presentations 
[28]. Not all considerations taken into account 
during multidisciplinary team meetings are 
measurable, and the nuances of specific patient 
characteristics are of utmost importance when 

tailoring a unique treatment plan for a patient 
[29, 30]. AI should be regarded as an additional 
support tool rather than a replacement for 
clinical decision‑making by qualified experts. 
Ultimately, it is the medical professional who 
bears the legal and ethical responsibility for 
decisions that can have significant consequences 
for patient outcomes.

A potential solution to mitigate over‑reliance 
on AI is to implement a hybrid decision‑making 
model where AI serves as an adjunct rather than 
a replacement for clinical expertise. Regular 
AI–human cross‑validation, mandatory clinician 
oversight, and continuous medical education 
on AI limitations can help maintain critical 
thinking and clinical judgment. Additionally, 
structured AI audit systems can ensure that AI 
recommendations are reviewed and validated 
before influencing key treatment decisions.

DATA‑RELATED CHALLENGES

The success of AI in head and neck oncology 
relies heavily on the availability, quality, and 
representativeness of data, yet several critical 
challenges limit progress in this domain. Robust 
AI models require large, high‑quality, and 
annotated datasets tailored to head and neck 
oncology [31]. Unfortunately, the availability 
of such datasets is often limited, hindering the 
development of AI systems that can generalize 
effectively across diverse patient populations and 
clinical scenarios [32]. Datasets are often marked 
by significant variability in imaging modalities, 
clinical practices, and patient demographics. 
This heterogeneity complicates the development 
of standardized AI algorithms, making it 
challenging to achieve consistent performance 
across different healthcare settings [33]. 
Moreover, the reliability of ground truth data 
is essential. Sometimes, a real gold standard is 
lacking, but a high variability in annotation may 
also exist. A survey among pathologists showed 
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a heterogeneous landscape of annotation 
practices with minimal standardization in 
computational pathology [34]. Incomplete 
or poorly annotated datasets undermine the 
reliability of AI models, increasing the risk of 
inaccurate predictions and potentially leading 
to suboptimal clinical outcomes [35]. Ensuring 
consistent data quality is paramount for the safe 
and effective implementation of AI in clinical 
practice.

Another challenge to adopting AI algorithms 
for clinical evaluation is the lack in most cases 
of independent or external validation. In the 
few studies where external validations were 
conducted, several concerns emerged. These 
included issues such as the similarity of external 
datasets, the minimum dataset size required for 
validation, acceptable performance metrics, and 
the specific procedures used for the validation 
process, whether truly independent or otherwise 
[31].

Multi‑institutional collaborations and 
federated learning can enhance data availability 
and standardization. Uniform annotation 
guidelines and AI‑driven harmonization 
improve dataset consistency. Mandatory 
external validation ensures AI model reliability 
across diverse clinical settings.

COST AND ACCESSIBILITY

The widespread adoption of AI in head and 
neck oncology may be limited to well‑funded 
institutions, leaving underserved populations 
at a disadvantage. Mainly due to the cost, 
implementing AI technologies in clinical settings 
remains a significant barrier. Developing, 
validating, and deploying AI algorithms require 
substantial financial resources, technical 
expertise, and infrastructure [36–38]. These 
costs can be prohibitive for smaller healthcare 
institutions or those in resource‑limited settings, 
exacerbating disparities in access to advanced 
cancer care. Moreover, the maintenance and 
updating of AI systems to reflect new evidence 
and guidelines further contribute to their cost 
[39].

Cloud‑based AI models, public–private 
partnerships, and open‑source frameworks 
can reduce costs and improve accessibility for 
resource‑limited institutions.

ETHICAL AND LEGAL 
CONSIDERATIONS

The integration of AI presents complex ethical 
and legal challenges. Key issues include 
informed consent, data ownership, algorithm 
accountability, and liability for errors [39, 40]. 
For instance, if an AI system provides incorrect 
treatment recommendations, it is unclear 
whether the responsibility lies with the clinician 
using the system, the healthcare institution 
implementing it, or the developers who designed 
it [41]. It is important to highlight the difficulty 
in challenging AI results and its system. For AI 
to succeed, mechanisms for challenging both 
the results and the methods must be readily 
available and widely accessible [42, 43]. These 
ambiguities highlight the need for creation and 
implementation clear regulatory frameworks to 
define accountability and to mitigate risks [43].

Ethical concerns also arise from its potential 
to influence critical decisions, such as treatment 
eligibility or prognosis, which can profoundly 
affect patient outcomes. Ensuring transparency, 
fairness, and accountability is paramount to 
avoid biases or inequities in care delivery. 
Furthermore, patient privacy regulations like 
General Data Protection Regulation (GDPR) 
and the Health Insurance Portability and 
Accountability Act (HIPAA), while vital for 
safeguarding data, pose significant challenges 
by limiting data sharing and multi‑institutional 
collaborations [44]. Moreover, AI software is 
considered to be a medical device, potentially 
hindering medical device development, 
launch, and marketing brought by specific 
regulations [45]. The approval of AI‑enabled 
medical devices varies globally, with the United 
States Food and Drug Administration (FDA) 
overseeing the USA, the National Medical 
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Products Administration (NMPA) regulating 
China, and the European Union (EU) relying 
on Notified Bodies for Conformité Européenne 
(CE) marking. To address AI‑enabled devices, 
authorities have introduced specific regulations 
and guidelines, reflecting a universal challenge 
[46]. This restriction hinders the creation of 
comprehensive, diverse datasets necessary 
for training robust AI models and AI based 
devices. In this scenario, utilizing real‑world 
data that reflect everyday clinical practices 
may be significantly more reliable than relying 
on potentially biased literature derived from 
successful case series and positive clinical 
trials. The FDA has begun refining regulations 
for approving AI tools, recognizing challenges 
beyond training datasets, such as continuous 
learning from new patient data. This raises 
critical questions about when significant updates 
warrant re‑approval [47]. Addressing these 
ethical and legal concerns is essential for the 
responsible and equitable deployment of AI in 
clinical practice.

An additional factor to consider is the 
possibility that AI systems are susceptible to 
cyber attacks, which can compromise patient 
data and the integrity of medical decision‑
making. Threats such as data re‑identification, 
model extraction, and adversarial attacks 
highlight the vulnerabilities of these 
technologies [48].

Clear regulatory frameworks should define 
accountability, data ownership, and liability 
in AI use in healthcare. AI models must ensure 
transparency with explainability features and 
mechanisms to challenge outputs. Standardized 
global guidelines and cyber security measures 
are essential for ethical AI deployment.

EVOLVING CANCER BIOLOGY

Despite significant advancements in AI, the 
incomplete understanding of cancer biology 
remains a critical challenge in head and 
neck oncology. This limitation hinders the 
development of AI models capable of reliably 
predicting patient outcomes or of determining 
optimal treatment strategies [49]. AI algorithms 

are fundamentally reliant on the quality and 
scope of the data they are trained on, and they 
lack the ability to infer biological mechanisms or 
relationships that are not explicitly represented 
within these datasets [50].

Head and neck cancers have extensive hetero‑
geneity in genetic, molecular, and clinical fea‑
tures, which exemplifies this complexity [51]. 
Accurately modeling such diversity demands 
an intricate understanding of the underlying 
disease biology, which continues to evolve. The 
inability to capture this dynamic complexity in 
AI frameworks underscores the importance of 
advancing cancer biology research in tandem 
with AI innovation to ensure that these tech‑
nologies can be applied effectively and respon‑
sibly in clinical settings [52].

Integrating multi‑omics data with AI can 
enhance modeling of cancer heterogeneity. 
Collaboration with cancer biologists will 
refine algorithms to reflect evolving disease 
mechanisms. Generation 2 AI systems 
incorporate advanced self‑learning and 
adaptability, allowing continuous refinement 
from new data and clinical experiences. These 
models can dynamically adjust to evolving 
cancer biology, improving predictive accuracy 
and treatment recommendations.

PATH FORWARD: ADDRESSING 
LIMITATIONS

To fully harness the potential of AI in head and 
neck oncology, several strategies are essential. 
Education and training programs for clinicians 
and healthcare professionals can bridge the 
gap between technical expertise and medical 
practice, fostering better understanding of AI 
capabilities, limitations, and applications [53]. 
By encouraging interdisciplinary collaboration, 
these programs can help build trust in AI tools. 
Efforts to mitigate bias in AI algorithms are 
also crucial for ensuring equity in cancer care, 
which can be achieved by using diverse and 
representative datasets in training, along with 
regular audits and independent validations to 
identify and address biases [54]. Transparency 
and explainability in AI systems are vital for 
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gaining the trust of both clinicians and patients. 
Adopting clear methodologies and open reporting 
standards will make AI tools more interpretable 
and accountable, facilitating their integration into 
clinical workflows [55]. To safeguard against this 
opacity of black‑box models in the integration 
of AI into clinical workflows, the integration 
of XAI technologies should be implemented. 
These models can present the reasoning behind 
decisions, enabling clinicians to assess their 
reliability and patients to make informed 
choices [12, 13, 56]. In head and neck oncology, 
integrating XAI could help clinicians understand 
the rationale behind predictions, such as tumor 
grading or treatment response, fostering greater 
acceptance of these technologies [48, 49, 57]. 
Furthermore, establishing regulatory frameworks 
to address ethical and legal challenges, such 
as data privacy, algorithm accountability, and 
liability, is necessary to ensure responsible use 
of AI in oncology [58]. The use of cryptographic 
techniques, such as homomorphic encryption 
and secure multiparty computation, allow 
data sharing without exposing raw patient 
data, safeguarding patient privacy during 
algorithm development [48]. Multi‑institutional 
collaborations with clinical experts also play 
a critical role in advancing AI by enabling the 
creation of large, high‑quality datasets, sharing 
of resources, and pooling of knowledge [59]. The 
success of AI in clinical practice hinges on the 
quality of the data used to train algorithms and 
the rigor of their evaluation. Current studies often 
rely on single‑center datasets with limited external 
validation, compromising the generalizability of 
AI models. Establishing standardized protocols 
for data curation and adherence to reporting 
frameworks like “Prediction model Risk Of Bias 
ASsessment Tool” (PROBAST) [60], which is a 
tool designed to assess the risk of bias in studies 
that develop or validate predictive models, 
and “Transparent Reporting of a multivariable 
prediction model for Individual Prognosis Or 
Diagnosis” (TRIPOD) [61], which is a set of 
guidelines that ensures transparent reporting of 
multivariable predictive models, can significantly 
enhance the reliability of AI research.

These collaborative efforts are key to ensuring 
the equitable and responsible implementation of 
AI, which can ultimately drive innovation and 
improve patient outcomes in head and neck 
oncology.

CONCLUSION

AI holds a significant promise for transforming 
head and neck oncology practice worldwide, 
offering new tools to support specialists in 
diagnosis, treatment planning, and patient 
management. However, its integration into 
clinical practice is fraught with challenges, from 
biases and data limitations to ethical and legal 
concerns. Addressing these limitations requires 
a concerted effort from researchers, clinicians, 
and policymakers to ensure that AI is deployed 
responsibly and equitably. With ongoing 
advancements in AI and cautious clinical 
integration, it has the potential to enhance 
clinical decision‑making and patient outcomes.
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