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A novel system applying artificial intelligence
in the identification of air leak sites
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ABSTRACT

Objective: Prolonged air leak is the most common complication of thoracic sur-
gery. Intraoperative leak site detection is the first step in decreasing the risk of
leak-related postoperative complications.

Methods: We retrospectively reviewed the surgical videos of patients who under-
went lung resection at our institution. In the training phase, deep learning-based air
leak detection software was developed using leak-positive endoscopic images. In
the testing phase, a different data set was used to evaluate our proposed applica-
tion for each predicted box.

Results: A total of 110 originally captured and labeled images obtained from 70 sur-
geries were preprocessed for the training data set. The testing data set contained
64 leak-positive and 45 leak-negative sites. The testing data set was obtained from
93 operations, including 58 patients in whom an air leak was present and 35 patients
in whom an air leak was absent. In the testing phase, our software detected leak
sites with a sensitivity and specificity of 81.3% and 68.9%, respectively.

Conclusions:We have successfully developed a deep learning-based leak site detec-
tion application, which can be used in deflated lungs. Although the current version is
still a prototype with a limited training data set, it is a novel concept of leak detection
based entirely on visual information. (JTCVS Techniques 2022;15:181-91)
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Output image of leak site detection software using
a deep learning algorithm.
CENTRAL MESSAGE

We developed novel leak site
detection software using a deep
learning algorithm on the basis of
only intraoperative visual
information.
PERSPECTIVE
We developed novel deep learning-based air leak
detection software to automatically estimate po-
tential leak sites from intraoperative images. We
retrospectively assessed the usefulness of this
software. Although the current version is in a pre-
liminary phase and works with a limited training
data set, we still obtained good sensitivity and
specificity.
Video clip is available online.
Prolonged air leak is the most common complication of pul-

monary resection and one of the factors that prolong hospi-
tal stay.1 To find the leak point, a leak test is performed by
immersing the thoracic cavity in water and observing air
leakage from the lung surface before closing the wound.
However, in these days of minimally invasive surgeries,
such as video-assisted thoracoscopic surgery and robot-
assisted thoracoscopic surgery (RATS), the problems of
poor visibility due to the inflated lung itself and damage
of nonphysiologic positive pressure ventilation to the lung
parenchyma during the conventional leak test have been
recognized. Detecting a spot that requires extra treatment
to prevent or treat air leaks could reduce medical costs, pa-
tients’ burden of prolonged air leak-related complications,
and hospital stay.
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Abbreviations and Acronyms
FN ¼ false negative
FP ¼ false positive
RATS ¼ robot-assisted thoracoscopic surgery
TN ¼ true negative
TP ¼ true positive
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Among recent advances in computer vision studies, J.
Redmon developed a real-time object detection framework
using deep learning methods.2 “Object detection” is a com-
puter algorithm for locating and recognizing specific ob-
jects in images or videos. This framework has been
previously applied to detect bone fractures and tumors in
radiography.3,4 However, it has not been applied to detect
specific anatomical structures or organs during surgery.
The algorithm is an open-source system that can show the
existence and range of an object to be detected from an un-
known image by examining the visual information. The pro-
cessing speed is high, indicating that the method can be
used as a real-time detection method for static images as
well as for videos.5

The procedures in RATS, which have no tactile sense,
are primarily performed on the basis of the fine visual im-
age. Moreover, with the development of vision systems,
such as 4K and 3D endoscopic cameras, more detailed
images are helping surgeons perform more complex
procedures in recent minimally invasive surgery.6 The
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importance of visual information in thoracic surgery is
gradually increasing.

A leak site is a lung area where the lung surface is missing
or damaged. We attempted to develop an algorithm to auto-
matically detect a “potential leak site” that has the objective
appearance of the surface of the lung that is associated with
an elevated risk of air leak. In this study we aimed to eval-
uate the clinical applicability of the prototype application.
METHODS
Development of Our Novel Application

This study comprised 2 major phases: training phase and testing phase

(Figure 1). Different data sets without overlapping data were used during

the testing and training phases. The testing data set included 109 detected

sites containing 64 leak-positive sites and 45 leak-negative sites. The

testing data set was obtained from 93 operations, including 58 patients in

whom an air leak was present and 35 patients in whom an air leak was ab-

sent. During the training phase, for each leak site, we prepared the original

image and labeled image with the leak area marked in color (Figure 2). Our

proposed software obtains an endoscopic image as the input and outputs

leak area if a leak site is detected in the image. The input endoscopic image

was divided into S 3 S nonoverlapped grid cells, and each cell detects the

potential leak site belonging to the grid cell, as applied in Redmon.2 The

output image is presented in Figure 1. The red rectangular box (ie, pre-

dicted box) shows the algorithm-based predicted leak area by our devel-

oped software. The confidence score is the representative value of the

probability that a leak site exists in the predicted box. This confidence score

is a value that can range from 0 to 1, where a score of 0 represents a grid cell

that does not contain any “potential leak site: lung parenchyma that has the

objective appearance associated with an elevated risk of an air leak” and 1

represents 100% confidence that a “leak site” is present in the predicted

grid cell.
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January 2017 - December 2020
• 110 leak sites (70 operations)
• The training data set only contains leak-positive images.

93 operations
     58 patients in which an air leak was present
     35 patients in which an air leak was absent

• 64 leak-positive sites
• 45 leak-negative sites

On the basis of the intraoperative leak test,
the detected potential leak sites were judged
whether a true leak site or not.

Sensitivity – 81.3%
Specificity  – 68.9%

Training phase

A Novel System Applying Artificial Intelligence in the Identification of Air Leak Sites

We have developed a novel leak site detection software based on the deep-learning algorithm.
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FIGURE 2. This novel software detects the presence or absence of potential leak sites in intraoperative static images or videos via endoscopic camera.
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Training and Testing Data Set
We retrospectively reviewed the surgical videos of patients who under-

went pulmonary resection at our institution. In collecting leak-positive

images, we defined the inclusion criteria according to the following 3

conditions: cases in which the presence of an intraoperative leak using

the conventional leak test was described in the surgical record; cases in

which surgical videos were preserved and intraoperative leak tests were

recorded; and cases in which the leak area can be visually confirmed.

During the pilot development phase, training data sets were often

collected in hundreds,2,7 so we aimed to collect data from 100 leak sites

for the prototype application. One surgeon (Y.K.) identified the true leak

site from the conventional air leak test in the surgical videos. One frame

containing the leak site in the video was screen-captured per single leak

site, and the image with the leak area was marked with color (training

phase; Figure 1). We collected 110 images of leak sites from 70 surgeries.

These 110 labeled and originally captured images were randomly trans-

lated, clipped, and scaled. This preprocess creates various patterns of

local images and improves stability of learning. Hence, we used clipped

images with 416 3 416 pixels as the training data set, 32 for each

training batch and 300 for the total number of training epochs to train

the application.

In the testing phase, we evaluated our application using another data set.

We prepared cases with a confirmed air leak site and cases without air leak

using the traditional leak test. The leak-positive test data consisted of im-

ages selected from consecutive cases between January 2021 and September

2021, on the basis of the same inclusion criteria in the training data set. For

the leak-positive cases, the captured image was trimmed in the following

conditions: there was a large amount of saline remaining in the thoracic

cavity, the text was displayed, and the leak site was biased toward the edges
of the screen. In collecting leak-negative images, we defined the inclusion

criteria as the following 2 conditions: cases in which the intrathoracic sa-

line had been sufficiently removed after a conventional leak test, and cases

in which the hilar and residual lung parenchymas were recorded for

>5 seconds in the surgical video. Considering these criteria, leak-

negative surgeries were randomly selected. The target number of images

was set at approximately half of the cases of leak-positive images between

May 2019 and September 2021.

Only 1 frame from the surgical video was screen-captured per each leak

site, and we did not recapture another frame of the same leak site after eval-

uation by the application. This study was conducted on a PC Intel Core i7-

10700 with 32 GB RAM, clock speed or frequency of CPU at 2.90 GHz,

and GPU of NVIDIA GeForce RTX 2070 SUPER.

Performance Evaluation Measures
In our developed software, multiple predicted boxes may be displayed

in a single output. Therefore, we categorized each predicted box into 4 cat-

egories: true positive (TP), false positive (FP), true negative (TN), and false

negative (FN). We objectively evaluated the performance in terms of sensi-

tivity and specificity (Figure 3). The area under the receiver operating curve

and Youden index were calculated to assess the optimal cutoff value for the

confidence score. Specifically, this method determines the optimal cutoff

point as the tangent-based point that is closest to the point of the (0, 1) co-

ordinates in Figure 4. This model was also evaluated using precision and

recall scores to compare its usefulness with that of previously reported

models that use deep learning algorithms. The precision score (%) was

calculated as TP/(TP þ FP) 3 100, which is the same index as the so-

called positive predictive value. The recall score (%) was calculated as

TP/(TP þ FN) 3 100.8
JTCVS Techniques c Volume 15, Number C 183



FIGURE 3. Sample image of each category (true positive, false positive, true negative, and false-negative).
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The study protocol was approved by the institutional review board of

Nagoya University School of Medicine (2015-0458, March 8, 2016). The

requirement for informed consent was waived because of the retrospective

study design.
RESULTS
Figure 5 presents 2 cases of our application’s ability to

detect the leak site on the intraoperative endoscopic images,
with Figure 5, A and D showing the actual leak site. To
compare the actual leak site and predicted site in the testing
phase, the leak site was colored in green in advance when
the testing data set was constructed, as shown in Figure 5,
B and E. Figure 5, C and F show the leak sites detected
by our developed model. Of the 238 surgeries with lung
resection performed in the testing phase, 90 (37.8%) had
leaks in the conventional leak test. We obtained 64 leak-
positive sites and 11 leak-negative sites from 58 (64%) of
the surgeries. We obtained 35 leak-negative sites from 35
of 397 (8.8%) leak-negative surgeries. Clinical information
of the testing data set is shown in Table E1. Overall, the
testing data set contained 64 leak-positive sites and 45
leak-negative sites. As noted in the Methods section, each
predicted box has a confidence score representing the prob-
ability that the leak site is in the predicted box. When the
cutoff value of the confidence score was set at 0, the number
of TP, FP, TN, and FN boxes were 52, 14, 31, and 12, respec-
tively. As a result, the sensitivity and specificity were
81.3% and 68.9%, respectively. The precision was
78.7%, and the recall was 81.3%. The receiver operating
characteristic curve is presented in Figure 4, and the area
under the receiver operating characteristic curve was
184 JTCVS Techniques c October 2022
0.689. There was an optimal cutoff value of 0.09, with a
sensitivity of 62.5% and specificity of 69.2%.

Our developed software simultaneously predicts multiple
bounding boxes, and we can process streaming video
almost in real time. Although it is still the preliminary stage,
we verified the results with a video clip of a scene after a
traditional leak test, and our software detected the same
as a still image (Video 1).
DISCUSSION
In this study, we developed deep learning-based software

that detects the presence or absence of leaks in the locations
of potential air leak sites on endoscopic surgical images. If
an air leak is known to be present at the time of postresec-
tion visual inspection, additional therapy could be applied
to reduce the severity or duration of that air leak. Prolonged
air leak after lung resection is the most common complica-
tion and is related to long hospital stay and high cost.1,9 Pro-
longed air leak also leads to other complications, such as
empyema and wound infection. There is no definitive defi-
nition of prolonged air leak, but several studies defined it as
a condition lasting more than 5 to 10 days.9 Moreover, the
intensity of intraoperative air leaks has been associated
with the duration of postoperative leaks.10 Therefore, detec-
tion of the air leak site is the first step in reducing air leak-
related postoperative complications, shortening hospital
stays, and reducing medical costs.10

Recently, an automatic diagnostic system on the basis of
deep learning algorithms has been proposed, and some clin-
ical applications have been initiated.11 However, this trend
has been limited to pathology and radiology, where human
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experts have originally made visual decisions, and it is a
substitute for that process.2,8 In contrast, the leak site detec-
tion procedure has not traditionally used visual detection.
The conventional submersion test is conducted by inflating
the lung within the saline-filled pleural cavity.12 Surgeons
do not find the leak site by direct visual inspection but by
following the bubbles that leak from the damaged lung sur-
face. Recently, with the increased application of minimally
invasive surgeries, the inflated lung parenchyma itself might
block the surgeon’s view and prevent a high-quality leak
test.10,13 Although there have been attempts to develop
new leak test methods, a new technique that does not require
inflation has not been introduced so far.

The precision and recall of the software were 78.7% and
81.3%, respectively. Because there is no previous deep
learning-based application in the field of leak testing, it is
difficult to compare the performance of our proposed appli-
cation. In the previously reported outcomes in the prototype
application in radiology and pathology, precision and recall
are approximately 87% to 93% and 65% to 88%, respec-
tively.4,8 Compared with previous studies, the precision
score of the current model is slightly lower. This indicates
that it is detecting regions other than the leak sites, creating
FP cases. For example, our software detected areas, such as
the mediastinal fat and surgical instruments (Figure E1). In
contrast, FN cases were also apparent, in which the appear-
ance of the leak site was similar to the color of the back-
ground lung (Figure E2). These FP and undetected cases
are expected to decrease in the future as the amount of
training data increase.
This software has 3 strengths. First, it is on the basis of a

deep learning algorithm, which is expected to provide a
smooth transition from images to videos. Second, this soft-
ware would not require lung inflation, which allows us to
have sufficient working space, even in minimally invasive
surgery. Last, we found the deep learning-based algorithm
to be good at detecting small, damaged areas that are some-
times difficult to detect with the human eye (Figure 5,D-F).
This study has several limitations. First, the captured sur-

gical endoscopic images were retrospectively extracted
from recorded videos. In future prospective clinical trials,
the method of how we screened the lung surface would be
of importance. Without appropriate manipulation, there
might be areas of leakage that might not be visible. This
would influence the ability to detect “unsuspected” areas
of leakage. Second, in leak-negative cases, when the con-
ventional leak test did not reveal a leak, the residual lung
surface was not observed. Therefore, it is unclear how this
application would be effective when manipulating the
lung surfacewithout knowing whether there is a leak. Third,
in cases featuring leakage from the automatic suturing line,
surgeons sometimes cannot find the leak sites even after
careful visual inspection. In this study, we excluded cases
in which the leak site was not visible in either the training
data set or validation data set, so detection of leakage of
this type is not expected at present. If the resolution of
JTCVS Techniques c Volume 15, Number C 185



FIGURE 5. Sample cases of leak site detection. A and D, The original captured image. B and E, The actual leak site detected using the traditional leak test.

C and F, The output images from the application. The lower case had a large amount of saline remaining in the cavity, and the part of the background was

trimmed as shown in (F) before running the application.
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endoscopic cameras is improved so that they can detect
small deficits more effectively than the human eye, it might
be possible to train the detection of these types of leaks.
Fourth, the current version is still in a preliminary phase
and works with extremely limited training data. When the
predicted box is more precise, this application would be
more useful. In the future, wewould like to conduct a multi-
center prospective study to upgrade this application, mak-
ing it more useful and contributing to the reduction in
prolonged and unexpected postoperative lung leaks after
lung resection. Finally, this study was conducted on the
VIDEO 1. Application of our developed application to endoscopic surgi-

cal videos. Video available at: https://www.jtcvs.org/article/S2666-

2507(22)00365-0/fulltext.
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basis of the latest artificial intelligence theory, and we
acknowledge a certain difficulty to understand for the gen-
eral clinicians. The 2 publications that introduced machine
learning related to the medical field might help this
discrepancy.14,15
CONCLUSIONS
We have developed a pulmonary air leak site detection

application on the basis of still images of deflated lung tis-
sue obtained from a robotic or thoracoscopic camera imme-
diately after pulmonary resection. The concept of our
application is on the basis of visual information only, which
could change the concept of conventional leak tests and
allow appropriate intervention to reduce or mitigate air
leaks.
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FIGURE E1. False detection of leak sites. A and D, The captured original image. B and E, The actual leak site detected using the conventional leak test. C

and F, The output images from the application. White arrows indicate incorrectly detected mediastinal fat and surgical instruments.

FIGUREE2. Sample cases of false-negative results. A and C, The captured original image. B and D, The actual leak site detected using the traditional leak

test. There is only a slight color difference between the background tissue and leak site.
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TABLE E1. Clinical data of the leak-positive and leak-negative cases used in the testing phase of this study

Case Sex Approach Surgery Sites

True

leak

sites

Confidence

score Category Procedure to leak site

Postoperative

duration of

chest tube

drainage, d

Leak-positive cases

1 M Thoracotomy Right middle lobectomy 1 Present 0.42 TP Suture and absorbable mesh

covering

2

1 2 Absent 0.08 FP 2

2 M RATS Right upper lobectomy 3 Present 0.15 TP Absorbable mesh covering 5

3 F RATS Right lower lobectomy 4 Present 0.52 TP Absorbable mesh covering 5

3 5 Present 0.2 TP Absorbable mesh covering 5

4 F VATS Right middle lobectomy 6 Present 0.09 TP Suture 2

5 F VATS Right S6 segmentectomy 7 Present 0.51 TP Absorbable mesh covering 2

6 F VATS Left S6 segmentectomy 8 Present 0 FN Suture and absorbable mesh

covering

2

7 F RATS Right upper lobectomy 9 Present 0.7 TP Suture 2

8 M RATS Right upper lobectomy 10 Present 0.22 TP Suture 5

9 F VATS Right middle lobectomy 11 Present 0.05 TP Suture and absorbable mesh

covering

2

10 F RATS Left upper lobectomy 12 Present 0.08 TP Suture and absorbable mesh

covering

2

11 M RATS Left lower lobectomy 13 Present 0.44 TP Suture and absorbable mesh

covering

3

12 M RATS Right upper lobectomy 14 Present 0.57 TP Suture and absorbable mesh

covering

2

13 M VATS Right upper lobectomy 15 Present 0.07 TP No additional procedure 2

14 M VATS Right upper lobectomy 16 Present 0.11 TP Fibrin sealant 2

15 M VATS Left upper wedge resection 17 Present 0 FN Suture 5

16 M Thoracotomy Right upper lobectomy 18 Present 0.24 TP Suture and absorbable mesh

covering

3

17 F VATS Left upper wedge resection 19 Present 0.05 TP Suture and absorbable mesh

covering

4

18 F RATS Left lower lobectomy 20 Present 0.46 TP Absorbable mesh covering 5

19 F VATS Right upper lobectomy 21 Present 0 FN Suture 2

20 F VATS Left lower wedge resection 22 Present 0 FN Suture and absorbable mesh

covering

4

21 M VATS Right upper lobectomy 23 Present 0.07 TP Suture and absorbable mesh

covering

3

21 M VATS Right upper lobectomy 24 Present 0.18 TP Suture and absorbable mesh

covering

3

22 M VATS Right lower lobectomy 25 Present 0.23 TP Suture and absorbable mesh

covering

2

23 M VATS Left S1þ2 segmentectomy 26 Present 0.21 TP Suture and absorbable mesh

covering

4

23 27 Present 0 FN Suture and absorbable mesh

covering

4

23 28 Absent 0.07 FP 4

24 F RATS Right lower lobectomy 29 Present 0.45 TP No additional procedure 4

25 F Thoracotomy Right upper lobectomy 30 Present 0 FN Suture and absorbable mesh

covering

7

26 M VATS Left upper lobectomy 31 Present 0.13 TP Suture and absorbable mesh

covering

9

27 F VATS Left S1 and 2 segmentectomy 32 Present 0.07 TP Suture and absorbable mesh

covering

2

(Continued)
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TABLE E1. Continued

Case Sex Approach Surgery Sites

True

leak

sites

Confidence

score Category Procedure to leak site

Postoperative

duration of

chest tube

drainage, d

27 33 Absent 0.07 FP 2

28 M VATS Left S8 to S10

segmentectomy

34 Present 0.12 TP Absorbable mesh covering 2

28 35 Present 0 FN Absorbable mesh covering 2

29 F VATS Left upper lobectomy 36 Present 0.21 TP Suture and absorbable mesh

covering

2

30 F RATS Right lower lobectomy 37 Present 0.48 TP Absorbable mesh covering

and Fibrin sealant

2

31 M VATS Left upper lobectomy 38 Present 0.09 TP Suture and absorbable mesh

covering

2

32 M RATS Right upper lobectomy 39 Present 0.09 TP Absorbable mesh covering 13

33 M VATS Left upper wedge resection 40 Present 0 FN Suture 1

34 F VATS Right S7 to S10

segmentectomy

41 Present 0.06 TP Suture and absorbable mesh

covering

3

35 M Thoracotomy Right middle lobectomy 42 Present 0.08 TP Suture and absorbable mesh

covering

2

35 43 Absent 0.13 FP 2

36 M RATS Left S6 segmentectomy 44 Present 0.06 TP Suture and absorbable mesh

covering

3

37 F VATS Right middle lobectomy 45 Present 0.2 TP Suture and absorbable mesh

covering

2

37 46 Present 0.18 TP Suture and absorbable mesh

covering

2

38 M Thoracotomy Right middle lobectomy 47 Present 0 FN Suture and absorbable mesh

covering

2

39 F VATS Right lower lobectomy 48 Present 0.57 TP Suture and absorbable mesh

covering

3

39 49 Absent 0.06 FP 3

40 F RATS Right S6 segmentectomy 50 Present 0.08 TP Absorbable mesh covering 6

41 M Thoracotomy Left upper wedge resection 51 Present 0.19 TP Absorbable mesh covering 4

41 52 Present 0.05 TP Absorbable mesh covering 4

41 53 Absent 0.11 FP 4

42 F RATS Right middle lobectomy 54 Present 0.1 TP Absorbable mesh covering 4

43 F VATS Right S7 to S10

segmentectomy

55 Present 0 FN Suture and absorbable mesh

covering

2

44 M VATS Left lower wedge resection 56 Present 0 FN Suture and absorbable mesh

covering

2

45 F RATS Left lower lobectomy 57 Present 0.1 TP Absorbable mesh covering 3

45 58 Absent 0.19 FP 3

46 M VATS Right upper lobectomy 59 Present 0.05 TP Absorbable mesh covering 2

47 F RATS Right lower lobectomy 60 Present 0.35 TP Absorbable mesh covering 2

47 61 Absent 0.62 FP 2

48 M VATS Left upper segmentectomy 62 Present 0.16 TP Suture and absorbable mesh

covering

3

49 M VATS Left upper wedge resection 63 Present 0.47 TP Resection 2

50 M VATS Left upper wedge resection 64 Absent 0 FN Suture and absorbable mesh

covering

3

51 M RATS Left lingular segmentectomy 65 Present 0.78 TP Suture and absorbable mesh

covering

3

52 F VATS Right upper lobectomy 66 Present 0.1 TP Suture and absorbable mesh

covering

4

53 M RATS Left lower lobectomy 67 Present 0.31 TP Suture 11

54 F VATS Right S2 segmentectomy 68 Present 0.16 TP Fibrin sealant 2

(Continued)
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TABLE E1. Continued

Case Sex Approach Surgery Sites

True

leak

sites

Confidence

score Category Procedure to leak site

Postoperative

duration of

chest tube

drainage, d

55 M VATS Right Middle and Lower

Lobectomy

69 Present 0.25 TP Absorbable mesh covering 3

56 M Thoracotomy Right upper lobectomy 70 Present 0.11 TP Suture 4

57 M RATS Left upper lobectomy 71 Present 0.72 TP Absorbable mesh covering 8

57 72 Absent 0.06 FP 8

58 F Thoracotomy Right upper and middle

lobectomy

73 Present 0.11 TP Suture 3

58 74 Absent 0.08 FP 3

Leak-negative cases

1 M RATS Left upper lobectomy 1 Absent 0 TN

2 M RATS Right upper lobectomy 2 Absent 0 TN

3 F VATS Right S7 to S10

segmentectomy

3 Absent 0 TN

4 M VATS Left upper wedge resection 4 Absent 0 TN

5 M Thoracotomy Left lower lobectomy 5 Absent 0 TN

6 F VATS Left upper wedge resection 6 Absent 0 TN

7 M RATS Right upper lobectomy 7 Absent 0 TN

8 F RATS Right middle lobectomy 8 Absent 0 TN

9 M Thoracotomy Left upper lobectomy 9 Absent 0 TN

10 M RATS Right lower lobectomy 10 Absent 0 TN

11 M VATS Left upper lobectomy 11 Absent 0 TN

12 M RATS Left upper lobectomy 12 Absent 0 TN

13 F VATS Right S6 segmentectomy 13 Absent 0.53 FP

14 M VATS Right upper lobectomy 14 Absent 0.21 FP

15 M VATS Left lower lobectomy 15 Absent 0.1 FP

16 F VATS Left S6 segmentectomy 16 Absent 0 TN

17 M RATS Right lower lobectomy 17 Absent 0 TN

18 M RATS Right upper lobectomy 18 Absent 0 TN

19 F VATS Left upper wedge resection 19 Absent 0 TN

20 F VATS Right upper lobectomy 20 Absent 0.1 FP

21 M RATS Left upper lobectomy 21 Absent 0 TN

22 M RATS Right lower lobectomy 22 Absent 0 TN

23 F VATS Right upper lobectomy 23 Absent 0 TN

24 M RATS Left upper lobectomy 24 Absent 0 TN

25 F RATS Right lower lobectomy 25 Absent 0 TN

26 M RATS Left S8 segmentectomy 26 Absent 0 TN

27 M RATS Right lower lobectomy 27 Absent 0 TN

28 F VATS Right upper lobectomy 28 Absent 0 TN

29 M RATS Right upper lobectomy 29 Absent 0 TN

30 F RATS Left upper lobectomy 30 Absent 0 TN

31 M VATS Left S6 segmentectomy 31 Absent 0 TN

32 F RATS Right lower lobectomy 32 Absent 0 TN

33 F RATS Left upper lobectomy 33 Absent 0 TN

34 F RATS Left upper lobectomy 34 Absent 0 TN

35 M RATS Left lower lobectomy 35 Absent 0 TN

M, Male; TP, true positive; FP, false positive; F, female; VATS, video-assisted thoracoscopic surgery; FN, false negative; RATS, robot-assisted thoracic surgery; TN, true negative.
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