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Individual Specific Networks (ISNs) are a tool used in computational biology to infer Individual
Specific relationships between biological entities from omics data. ISNs provide insights into how

the interactions among these entities affect their respective functions. To address the scarcity of
solutions for efficiently computing ISNs on large biological datasets, we present ISN-tractor, a
data-agnostic, highly optimized Python library to build and analyse ISNs. ISN-tractor demonstrates
superior scalability and efficiency in generating Individual Specific Networks (ISNs) when compared
to existing methods such as LionessR, both in terms of time and memory usage, allowing ISNs to be
used on large datasets. We show how ISN-tractor can be applied to real-life datasets, including The
Cancer Genome Atlas (TCGA) and HapMap, showcasing its versatility. ISN-tractor can be used to build
ISNs from various -omics data types, including transcriptomics, proteomics, and genotype arrays, and
can detect distinct patterns of gene interactions within and across cancer types. We also show how
Filtration Curves provided valuable insights into ISN characteristics, revealing topological distinctions
among individuals with different clinical outcomes. Additionally, ISN-tractor can effectively cluster
populations based on genetic relationships, as demonstrated with Principal Component Analysis on
HapMap data.
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Individual Specific Networks (ISNs) are a data analysis approach for -omics data that capture the unique relation
patterns between biological entities (e.g., genes) within each individual in a population’. They provide a detailed
understanding of heterogeneity and individuality among samples?, offering advantages over traditional analysis
approaches® and they can therefore provide new opportunities for stratified medicine. For example, ISNs can
give a comprehensive view of within-samples relationships between biological entities such as genes®, leading to
a more complete understanding of complex biological systems and diseases compared to traditional methods®.

ISNs have been successfully applied to the analysis of transcriptomics®, metabolomics, and single-cell data’.
Studies on COVID-19 have highlighted the importance of ISNs in understanding individual variability and guid-
ing personalised treatment approaches®. Some ISN construction approaches use a perturbation-based method to
estimate the impact of individual samples on network dynamics®®, while others employ a density-based method
to evaluate the significance of interactions but are limited to binary (0-1) edges'®!".

Regardless of their specific approach, all these methods face severe limitations in their applicability to large
-omics datasets due to the computational burden of computing ISNs over densely connected biological networks.
Existing ISN-building methods, such as LionessR'?, are indeed limited to compute ISNs containing less than 2000
genes due to computation time and memory limitation, thereby hindering the comprehensive global analyses of
biological network perturbations of current biological datasets.

To address these limitations and extend the applicability of ISNs to the analysis of large multi-omics data-
sets, here we introduce ISN-tractor, a Pytorch-based'® Python library that overcomes the scalability issues of
conventional ISNs construction methods. With respect to the existing methods, ISN-tractor brings four major
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novelties, both in terms of implementation and conceptual algorithmic improvements, to the conventional
perturbation-based computation of ISNs.

First, ISN-tractor allows the parallelization of the ISN computation on CPUs and GPUs, providing a signifi-
cant speed increase. Second, it is currently the only tool that can construct ISNs from any omics data source,
including gene expression, proteomics, and genotyping arrays.

Third, ISN-tractor drastically reduces the required computational resources by allowing the user to choose
to build sparse ISNs. These ISNs use an underlying graph representation that mirrors existing biological net-
works, such as the human interactome' or any user-defined gene-gene or protein-protein interaction network.
By restricting the inference of ISN weights to knowledge-based small-world biological networks instead of
conventional dense ISN graphs, the computational requirements are drastically reduced, further improving the
speed and scalability of ISN-tractor.

The fourth novelty consists of a more efficient algorithm for the incremental computation of the Pearson
correlation in the context of the ISNs. This new approach leverages the iterative nature of perturbation-based
ISN computation'? to minimize redundant operations. Consequently, the computational complexity is reduced
from @(Np?) to @(p?), where N is the number of samples and p is the number of nodes in the ISN. This leads to
a substantial speedup in ISN computation.

Methods

The perturbation-based computation of ISNs

A network G := (V, E) consists of a set V of nodes v, and a set of edges E C V x V, such that each edge ejj con-
nects a pair of nodes (v;, vj) € V. ISN-tractor utilizes the perturbation-based approach to ISNs proposed by Ref.>.

4q

Each Individual Specific edge € for the g™ individual is computed as:

q a—q
€ = N eg. —(N=1) €; (1)

where N is the sample size, f; is the edge computed on every individual in the dataset, and egfq is the same edge

computed without considering the g™ sample. The network calculated on every individual is called population
network, while the one with an individual removed leave-one-out network. The edge values can be computed
in several ways. One possibility is to compute a correlation score, like the Pearson correlation, between the val-
ues associated with each pair of nodes. Hence, the resulting network is weighted and undirected. This formula
capitalizes on the contrast between two networks, differing solely in the presence or absence of a specific indi-
vidual g, to infer insights regarding the impact on network topology when an individual is added or removed.
Furthermore, the rationale behind this is the desire to construct ISNs such that their average would be close to
the network obtained by pooling all samples together. In Ref.2, the authors show that for large sample sizes and
under specific linearity assumptions (see Suppl. 5.2 for an extensive discussion), the average of the ISNs across
individuals is equal to the network computed on the population. Moreover, the final result is not influenced by

the sample size. While larger sample sizes lead to a lower difference between e and ¢;; %, this is countered by the

multiplicative factor N (sample size). Hence, the estimated ISN is driven by the deviation obtained by removing/
adding individual ¢, and not by the sample size.

A novel algorithm for the Incremental ISNs computation drastically reduces the computa-
tional complexity

When ISNs are built using Pearson correlation, Eq. (1) involves several computations of Pearson between all
the samples e and all the sample with the exception on the g-th target sample, indicated as eZ-fq. However, this
means that a nearly identical operation is repeated N times. For example, the algorithm used in the LionessR
ISNs package?®'?, suffers from this redundancy in the computation, since it removes the target sample g at each
iteration (i.e., for each individual). This is very inefficient since most of the operations repeated for each sample
could be avoided instead. To overcome this issue, we propose an incremental calculation of the Pearson cor-
relation that dramatically speeds up the calculation by avoiding all the redundant operations. In our approach,
we store summary statistics of our population and, through addition and subtraction, we calculate the Pearson
correlation of the population minus the target sample, without re-running the computation on the entire dataset.
Furthermore, we vectorize the procedure to make it more efficient and better suited for GPU computations.

Explaining the intuition behind the incremental Pearson correlation algorithm
In this section, we describe the reasoning and the mathematical steps behind the Incremental Pearson correlation
algorithm, focused on one single edge. In the Supplementary (Section 1.2.1) we expand it to a vectorized ver-
sion where an entire network is calculated in one single step. Finally, we discuss the advantages of the proposed
incremental Pearson.

Given a N x p matrix X, where N is the number of samples and p is the number of features (i.e. genes), the
Pearson correlation between columns (genes) j and k is computed as:

oo T o1 (xgj — %)) (xgk — X¢) o
J - —
VB Gy — %)% /Bl Coge — 70

Here, we follow the notation used in Ref.?, indicating with the apex « the Pearson correlation calculated on
the whole population (all the N individuals). Moreover,
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® xgand x4 are the individual gene values for genes j and k in individual g,
* X = %Egzlxqj, is the arithmetic mean of gene j across all the individuals and, specularly, X is the mean
across all the individuals for gene k.

For big datasets, i.e., high sample size and feature set, recalculating Pearson correlation for each leave-one-out
step of the LIONESS procedure can be very time-consuming. To reduce the computation time, we extract suf-
ficient statistics from the population network, ensuring that to calculate the leave-one-out edges we only need to
add or subtract quantities calculated from them. Sufficient statistics are quantities that summarize all the needed
information from the samples to build the Pearson correlation. For example, in this context sufficient statistics
calculate the sum of the contribution of each sample, such as the gene abundance, and thus, the contribution of
each sample can be easily singled out.
Hence, we rearranged the Eq. (2) to highlight these sufficient statistics. The resulting formula is as follows:

NAj — JACjJACk
/Na 202 NG — (32 (3)
Nay — (k) Na; — (x])

The sufficient statistics are listed below. The size of the corresponding vectors and matrices are indicated as pedix:

o

k

[

Xpx1, with element X = Y7L, x;j, the sum of j-th gene in all individuals.
Apxp, with element Ay = Y7 | x;;xjk the sum over all individuals of two genes j and k (dot product).

® Gpx1, with elementd; = 7 xizj, the sum of the square j-th gene in all individuals. (The diagonal of the dot
product).

Since our goal is to calculate the Pearson correlation for a population composed of all-but-one sample (leave-
one-out, indicated with @ — q as apex), we subtract the contribution given by observation q from each sufficient
statistic. In detail, for a generic g-th individual:

®  xyj; the value of gene j in individual g subtracted from &j = }_7"_; x;; in both numerator and denominator;
(similarly x4 subtracted from Xy ).

®  xgixgk; the product of genes j and k in individual g subtracted from Aj = Y7L x;Xik.

. X,?j; the squared value of gene j in individual q subtracted from a; = >/, xizj; (similarly xék subtracted from
ag ).

e 1 from N, since the sample size is reduced by 1.

Such differences constitute the contribution of individual g to the population Pearson correlation; by eliminating
them, the result is the leave-one-out network, based on the population without the individual g

Hence, the formula to calculate the leave-one-out edge (correlation) between genes j and k, without individual
g, with in bold the contribution subtracted, is:

a—q (N—1)(Ajr—XgjXqk) — (Xj—Xqj) (Xx—XqK)
j

rp = - - = = 4

JN=D @320 — Gixg0? /N -1 @ —xg) — G — xg? @

With the formula above, we calculate the Pearson correlation for the leave-one-out network directly from

the sufficient statistic of the entire population. Hence, without the need to re-compute the Pearson correlation,
but exploiting the knowledge of the population network.

Thus, having both r]‘}‘( and Gi_q, as calculated in Egs. (3), and (4), the LIONESS formula (Eq. (1)), for an ISN

edge between genes j and k of individual g, is as follows:
rﬁ( = Nrj — (N — l)r;i_q (5)

A summarization of the various steps to achieve the incremental Pearson correlation algorithm is provided
in Fig. $4.

Speeding up further the ISN computation by exploiting the sparsity of biological networks

Existing methods for constructing ISNs typically assume an underlying dense network. This poses challenges
when the goal is to construct genome- or proteome-wide ISNs, since the number of edges scales quadratically
with the number of genes/proteins considered. In contrast, the library we propose, ISN-tractor, introduces a
novel way to reduce this computational burden in a biologically meaningful manner. If the user needs to build
particularly large ISNs, they can choose to reduce the computation burden by defining a sparse network as scaf-
fold underlying the computed ISNs. This underlying sparse network can be selected from established biological
networks, from databases such as STRING'?>, KEGG'¢, consensuspathDB', or any other source. In this way,
ISN-tractor can build ISNs considering only user-defined edges, thereby leveraging the inherent sparsity of bio-
logical networks'® to reduce the size and the computational cost of the ISNs. The integration of prior biological
knowledge reduces the number of edges to be inferred in a biologically meaningful way, ideally reducing the
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network size while preserving the most significant interactions that are likely to contribute meaningful insights.
For instance, in the context of proteomics or gene expression data analysis, ISN-tractor can build ISNs based
on known gene or protein interactions extracted from the Human Reference Interactome (HuRI)", which is
one of the most comprehensive protein-protein interaction network available to date. This allows researchers
to construct proteome-scale ISNs in a scalable way, tailoring the network underlying the ISN to their specific
analysis objectives, dataset characteristics, or organism of interest. While drastically improving the scalability
of the computation, this biologically meaningful sparsification enables researchers to integrate prior knowledge
into the network construction.

ISN-tractor can compute ISNs from genotype array data

ISN-tractor is designed to compute ISNs from a variety of -omics data, including but not limited to genotype
array data, transcriptomics, and proteomics. This versatility allows ISN-tractor to be applied across different
-omics datasets, ensuring its utility in a wide range of biological and clinical research applications. For instance,
when applied to genotype array data, the observed Single Nucleotide Polymorphisms (SNPs) are first mapped
to their respective user-defined genes or genomic regions.

Each of these genomic regions is associated with a network node. The edge-weights between nodes are
inferred by evaluating the correlation between the sets of SNPs mapped on each node V;. In case of large SNP-
array data encompassing many genes, the number of edges to be computed can be reduced by sparsifying the
expected network of connections between nodes, as explained in Section "Speeding up further the ISN compu-
tation by exploitingthe sparsity of biological networks". For instance, if each node represents a gene, the user
may opt to instruct ISN-tractor to permit edges exclusively between genes known to interact, as evidenced by
biological networks such as HuRI'.

To determine the weight assigned to each edge, ISN-tractor computes the correlations among the sets of
SNPs mapped on each pair of nodes V; and V; that are connected by an edge, obtaining two N x m;and N x m;
matrices respectively, where N is the number of samples and m, indicates the number of SNPs mapped on each
node V. In the case of SNP-array data, ISN-tractor computes the correlation between every SNP mapped on V;
with every SNP mapped on Vj, thus obtaining am; x m; matrix C;;. To compute correlations, ISN-tractor provides
3 commonly used similarity metrics (i.e., Pearson, Spearman, or Dot Product) and allows any other user-defined
metric (see Sect. "Clustering HapMap data with ISN-tractor” for an example).

Finally, in order to obtain a scalar value that can be used as edge weight between the V; and V; nodes in the
ISN, the user can choose between several pooling strategies to summarize the matrix Cj;. The simplest ones are
to take the maximum or the average value of the elements in C;;. The computation of this additional matrix is
necessary to accomodate the SNPs mapped on genomic regions to the ISN nodes in a flexible way. From this
point on, the ISN can be computed conventionally with Eq. (1), similarly to an ISN derived from expression or
proteomic data.

Results

ISN-tractor is currently the most scalable and efficient way to generate ISNs

We conducted a comprehensive benchmarking analysis to evaluate the time and memory efficiency of ISN-tractor
in constructing ISNs on synthetic data, gradually increasing the number of samples and features. Figure 1A
provides a visual comparison with LionessR'?, showing the superior performance of ISN-tractor in both time
and memory usage across various sample sizes. A notable advantage is that ISN-tractor is not confined by the
2000-node limitation of LionessR, enabling the analysis of modern proteome and genome-wide datasets.

In terms of computation time (Fig. 1A), for a dataset with 200 samples and 1000 features, LionessR takes
43 s to compute ISNs, while ISN-tractor achieves this task 36 times faster on CPU (1.2 s) and 478 times faster
on GPU (0.09 s). Similarly, with a dataset of 500 samples and 2000 features, LionessR consumes 1491 s, while
ISN-tractor completes the computation 135 times faster on CPU (11 s) and 12425 times faster on GPU (0.12 s).

While LionessR is restricted to CPU-based computations for ISNs, ISN-tractor can harness the power of
GPU acceleration, allowing ISN-tractor to efficiently handle large datasets. For example, given a dataset with
2000 samples by 10000 features (i.e. genes), ISN-tractor takes 1107 seconds to build an ISN on CPU, while only
6.8 seconds are required on GPU. In contrast, LionessR’s maximum processing capacity is constrained to either
200 samples by 3000 features (completed in 948 seconds) or 2000 samples by 1000 features (completed in 3275
seconds). Considering memory usage, ISN-tractor’s efficiency is striking.

From the perspective of RAM memory usage, unlike LionessR, which loads the entire dataset each time,
ISN-tractor employs precomputed summary statistics and mini-batching for the ISN computation. For a data-
set of 200 samples and 1000 features, LionessR utilizes over 2 GiB of memory, whereas ISN-tractor averages a
mere 0.33 GiB (see right panel in Fig. 1A). Extending this comparison to a larger dataset of 500 samples by 1000
features, LionessR's memory usage hits almost 14 GiB, while ISN-tractor remains consistently below 0.37 GiB.
These memory optimizations further highlight ISN-tractor’s practical advantage in handling large-scale data
analyses efficiently.

Analysis of TCGA data with ISN-tractor

To illustrate the analysis that ISN-tractor can enable on real-life datasets such as The Cancer Genome Atlas
(TCGA)", we selected 3024 patients from 6 cancer types, including 731 breast invasive carcinoma (BRCA),
408 thyroid carcinoma (THCA), 387 urothelial bladder carcinoma (BLCA), 297 lung squamous cell carcinoma
(LUSC), 412 head and neck squamous cell carcinoma (HNSC), and 312 kidney renal clear cell carcinoma (KIRC).
For every patient we downloaded their transcriptomic profiles of 58456 hg38 genes with TCGAbiolinks? and
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Figure 1. (A) shows the time and memory usage comparison between ISN-tractor and LionessR. ISN-tractor
outperforms LionessR in both benchmarks. We computed dense ISNs using the Incremental Pearson algorithm
in ISN-tractor for this comparison. This approach was chosen because LionessR can only compute dense

ISNs with the Pearson correlation. (B) shows the Filtration curves computed by ISN-tractor on Osteosarcoma
patients with good/poor MFS, respectively in green and red. The overlap is highlighted in yellow. (C) shows the
PCA obtained from SNP-array based ISNs for individuals coming from different populations from the HapMap
dataset.

we considered the subset of the 2000 most variably expressed genes (including 1931 protein-coding genes, 10
pseudogenes, 21 non-coding genes, and 38 immunoglobulin genes).

To construct cancer-specific ISNs we first trained a Random Forest model to select the 300 most relevant
features (genes) for cancer classification in the 6 cancer types. We then built ISNs based on these most relevant
300 genes utilizing ISN-tractor and the interactions (edges) between genes were measured by Pearson correla-
tion. To ensure clear visualization, we focused on the top 500 most variable gene interactions among the ISNs.
The resulting plots effectively depicted representative and distinctive patterns of edge weights for each cancer
type (Fig. S4 from Suppl. Mat., section 3.3). For instance, the most connected gene in the mean ISN of can-
cer type BRCA is SCGB1D2, whose association with breast cancer has been previously discovered*. Another
insightful finding comes from the gene SI00P as one of the most connected genes in the ISN of THCA. The S100
proteins are known for regulating a variety of intracellular and extracellular functions relating to many cancer
types including thyroid?2. As one of the most recently reported gene in the S100 family, the study on SI00P is
still an ongoing process. Our results may suggest a potential link between S100P and thyroid carcinoma. The
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highly connected gene IGFBP6 in the ISN of HNSC has previously discovered role as an oncosuppressor for
nasopharyngeal carcinoma, which is a type of head and neck squamous cell carcinoma?®.

Visualizing ISNs analysis with ISN-tractor filtration curves

Graph Filtration Curves (FC)** are a powerful analysis tool to understand the topology of graphs that we incor-
porated in ISN-tractor. FC define threshold values that are used to filter the edges in the graph, analysing how
topology changes in function of varying thresholds by comparing measures such as the graph connectivity. Visu-
alizing the change of these measures provides insights into the graphs’ characteristics and hierarchical structure.
ISN-tractor allows researchers to group multiple ISNs based on phenotypes of interest and then directly compare
them for different filtration values.

To showcase the potential of FCs for the analysis of ISNs, we applied this concept to a dataset comprising gene
expression data from the 53 Osteosarcoma patients analysed in Ref.'?. The information was sourced from the
Gene Expression Omnibus (GEO) under accession number GSE42352. The samples included in the dataset had
a minimum of 70% tumor content and viability, and their RNA profiles were generated using Illumina human-6
v2.0 microarray beadchips. The patients were divided into two groups: one with 19 samples who did not experi-
ence metastasis within 5 years of primary tumour diagnosis (better Metastasis-Free Survival, also called MFS),
and another with 34 samples who did develop metastasis within 5 years (poor MFS).

Using the ISN-tractor library, we built ISNs for all the samples. Following the approach of'?, we focus on the
top 50 significant edges, identified through LIMMA analysis?*. LIMMA analysis pinpoints edges with the most
noteworthy statistical difference between the two groups.

Subsequently, we used ISN-tractor to construct FCs, depicted in Fig. 1B, to visually discern between the
ISNs of individuals who experienced metastasis and those who did not. The number of edges was selected as the
topological property for filtration. For each filtration value, FCs were averaged for different MFS outcomes, and
the confidence interval was depicted using the standard deviation. This process generated a distinct FC for each
MEFS outcome. While there was some overlap between the FCs of poor and better MFS for low and high threshold
values, the FC highlighted topological distinctions among individuals with different outcomes, particularly for
moderate filtration values. Additionally, it provided insights into the optimal threshold for network binarization.

Clustering HapMap data with ISN-tractor

As a fourth and last use case example, here we illustrate the application of ISN-tractor in constructing ISNs from
SNP array data. Specifically, we utilized data sourced from the HapMap Project®, a publicly available dataset
renowned for its comprehensive SNP coverage. The HapMap dataset comprises 498,314 SNPs obtained from
1,301 samples, stratified across 11 distinct populations. Initially, SNP positional mapping was conducted across
the entirety of annotated genes using the Human Genome Assembly GRCh38.105 as a reference. ISN-tractor
effectively assigned SNPs to 6,751 genes through this mapping process. To streamline the ISN computation and
mitigate computational complexity, the network was sparsified, restricting edge formation solely to interactions
documented within the Human Reference Interactome (HuRI)'. Consequently, sparse ISNs were constructed,
enhancing computational efficiency while retaining biologically relevant interactions. To underscore the versatil-
ity of the library, we used a specific similarity metric to compute the edge weights, instead of the conventional
correlation measures natively supported by ISN-tractor. We thus implemented the Linkage Disequilibrium
metric?’ via the scikit-allel Python library®, showing that the user can extend ISN-tractor with their libraries of
choice if needed. We then proceeded with the analysis, visually exploring the genetic relationships among diverse
populations with a Principal Component Analysis (PCA) of the constructed ISNs, demonstrating the flexibility
of ISN-tractor in accommodating different similarity metrics and external libraries for edge weight computation.
The results, depicted in Fig. 1C, underscored the discernible clustering patterns among populations, thereby
elucidating the underlying genetic structure.

Conclusions

In this paper, we present ISN-tractor, a novel python library for the analysis of -omics data with Individual Spe-
cific Networks (ISNs). ISN-tractor provides both implementation and conceptual enhancements that make it
more efficient, both in time and memory usage, when compared to existing ISN methods. In addition, it is also
able to build ISNs from various -omics data, such as expression, proteomics, and genotype arrays.

When applying ISN-tractor to genotype arrays, users should account for differences from proteomics or
expression arrays, which are more conventionally used in ISNs construction. Proteomics and expression data are
continuous and dynamic, capturing protein abundance or gene expression levels across conditions or time points,
whereas genotype data is discrete, representing static genetic variations. For proteomics and expression arrays,
ISN-tractor computes correlations between protein or gene expression levels to infer interaction networks, reflect-
ing functional relationships and regulatory mechanisms. This allows the detection of subtle network topology
changes associated with different phenotypes or disease states, enhancing understanding of biological processes.

For genotype arrays, ISN-tractor maps Single Nucleotide Polymorphisms (SNPs) to user-defined genes or
genomic regions, constructing networks based on SNP correlations. These networks highlight genetic relation-
ships and potential epistatic interactions, providing insights into the genetic architecture of complex traits and
diseases. The sparsity and static nature of genotype data require additional data processing steps, such as sparsify-
ing the network based on known biological interactions to reduce computational complexity while preserving
relevant edges.

While ISN-tractor’s approach is versatile across different -omics data types, users should consider each data
type’s unique characteristics and biological implications to optimize their analyses and derive meaningful insights.
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ISN-tractor has the potential to expand the applicability of ISN-based data analysis on the larger datasets
that are continuously nowadays, and its open source nature ensures that it can be further expanded following
the needs of the community, including adding additional similarity measures (i.e., biweight midcorrelation,
commonly used in gene co-expression analysis®), also allowing its integration in new precision medicine tech-
nological paradigms, such as Federated Learning™.

In particular, the incremental calculation of Pearson correlation that we propose in this paper is promising
for Federated Learning applications, since it shows how individual data can be added to a population without
sharing the data itself but only the sufficient statistics calculated on them. This adaptation enable secure and
privacy-preserving collaborative research efforts based on ISN data analysis.

In essence, ISN-tractor, not only overcomes the limitations of existing ISN-building methods but also presents
a robust platform for advancing the exploration of Individual Specific molecular landscapes. The demonstrated
capabilities of ISN-tractor hold the promise of deepening our understanding of complex biological systems on
a genome- and proteome-wide scale.

Data availability

HapMap data: https://ftp.ncbi.nlm.nih.gov/hapmap/genotypes/; TCGA data: https://portal.gdc.cancer.gov/repos
itory/; Human Genome Assembly: https://www.ensembl.org/Homo_sapiens/Info/Index; HuRI: http://www.inter
actome-atlas.org/; Osteosarcoma data: Gene Expression Omnibus (GEO) under accession number GSE42352
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE42352.

Code availability
ISN-tractor is available from our git repository https://github.com/GiadaLalli/ISN-tractor and as Python package
https://pypi.org/project/ISN-tractor/.
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