
Heliyon 10 (2024) e29030

Available online 4 April 2024
2405-8440/© 2024 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC license
(http://creativecommons.org/licenses/by-nc/4.0/).

Research article 

Glu-Ensemble: An ensemble deep learning framework for blood 
glucose forecasting in type 2 diabetes patients 

Yechan Han a, Dae-Yeon Kim b, Jiyoung Woo c, Jaeyun Kim c,* 

a Department of Medical Science, Soonchunhyang University, Asan, 31538, Republic of Korea 
b Department of Internal Medicine, Soonchunhyang University Cheonan Hospital, Cheonan, 31151, Republic of Korea 
c Department of AI and Big Data, Soonchunhyang University, Asan, 31538, Republic of Korea   

A R T I C L E  I N F O   

Keywords: 
Type 2 diabetes 
Blood glucose forecasting 
Deep learning 
Ensemble method 
Error grid analysis 

A B S T R A C T   

Diabetes is a chronic metabolic disorder characterized by elevated blood glucose levels, posing 
significant health risks such as cardiovascular disease, and nerve, kidney, and eye damage. 
Effective management of blood glucose is essential for individuals with diabetes to mitigate these 
risks. This study introduces the Glu-Ensemble, a deep learning framework designed for precise 
blood glucose forecasting in patients with type 2 diabetes. Unlike other predictive models, Glu- 
Ensemble addresses challenges related to small sample sizes, data quality issues, reliance on 
strict statistical assumptions, and the complexity of models. It enhances prediction accuracy and 
model generalizability by utilizing larger datasets and reduces bias inherent in many predictive 
models. The framework’s unified approach, as opposed to patient-specific models, eliminates the 
need for initial calibration time, facilitating immediate blood glucose predictions for new pa-
tients. The obtained results indicate that Glu-Ensemble surpasses traditional methods in accuracy, 
as measured by root mean square error, mean absolute error, and error grid analysis. The Glu- 
Ensemble framework emerges as a promising tool for blood glucose level prediction in type 2 
diabetes patients, warranting further investigation in clinical settings for its practical application.   

1. Introduction 

Diabetes is a chronic disease marked by persistently high levels of glucose in the blood, stemming from insufficient insulin pro-
duction or significant insulin resistance, which can lead to various health complications [1,2]. The condition is broadly classified into 
two primary types: type 1 diabetes (T1DM) and type 2 diabetes (T2DM). Type 1 diabetes is an autoimmune condition where the body’s 
immune system mistakenly attacks and destroys the insulin-producing cells in the pancreas, typically manifesting in childhood and 
necessitating lifelong insulin therapy [3,4]. Type 2 diabetes, which is more prevalent, is characterized by insulin resistance or inad-
equate insulin production, often associated with aging, obesity, and a lack of physical activity [5–7]. Inadequately controlled or 
untreated diabetes can result in a wide array of health complications [8–15]. Moreover, uncontrolled blood glucose levels can both 
increase the risk of infection and prolong the healing of wounds [16–18]. 

Blood glucose forecasting serves as a pivotal tool for individuals with diabetes to enhance their management strategies [19–21]. 
Precise predictions of blood glucose levels empower individuals to make well-informed decisions regarding insulin administration, 
dietary choices, and physical activities. This, in turn, facilitates better control of blood glucose and mitigates the risk of complications 
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associated with diabetes [22–24]. Various approaches, including statistical models [25–27], machine learning algorithms [28–31], 
and artificial neural networks [32–39], have been explored for predicting blood glucose levels. Statistical models, which utilize 
mathematical equations to project future blood glucose levels based on past data, insulin doses, and other pertinent factors, are among 
the simplest and most prevalent methods. Despite their simplicity, accessibility, and speed, the precision of these models is contingent 
upon the quality of input data and the robustness of the mathematical framework. However, their applicability may be limited for 
individuals with complex or rapidly varying blood glucose profiles. Machine learning algorithms, which employ sophisticated 
computational techniques to analyze extensive datasets and forecast future blood glucose levels, offer greater accuracy than statistical 
models. These algorithms are adept at handling more intricate and variable glucose dynamics. Currently, many smartphone apps and 
wearable devices incorporate machine learning algorithms for blood glucose prediction. However, their reliability is constrained by 
the need for substantial data volumes to enhance accuracy. In contrast, artificial neural networks excel in managing erratic glucose 
fluctuations by adeptly modeling the nonlinear relationships within the data [40,41]. Case studies in blood glucose prediction have 
shown that artificial neural networks surpass conventional methodologies in performance [42], highlighting their potential in 
providing more reliable and nuanced blood glucose forecasts. 

Among the 63 blood glucose prediction studies published from January 2014 to June 2020, a mere eight incorporated over 100 
patients in their analyses [42], and notably, only a single study accounted for patients with T2DM. The prevalence of small sample sizes 
in such research poses significant limitations, primarily hindering the ability to capture the diverse variability inherent in blood 
glucose levels, which in turn compromises the generalizability of findings. The fluctuations in blood glucose are influenced by a 
multitude of factors including age, gender, ethnicity, and existing health conditions, making the development of a comprehensive 
model that accurately reflects the entire population a complex endeavor. In sum, the reliability and applicability of blood glucose 
prediction models in research are constrained by several challenges, such as the quality of the data, underlying statistical assumptions, 
and the intricacies of the models employed. 

In this study, a blood glucose prediction model that addresses the previously discussed limitations was devised. An integrated 
model was constructed by training it with extensive blood glucose data from a diverse group of patients. For the prediction phase, an 
ensemble approach that synthesizes the outputs of multiple models to enhance predictive accuracy was employed. The key contri-
butions of this study are outlined as follows: (1) this study primarily targets T2DM, a topic less extensively explored compared to 
T1DM. (2) The patient dataset is expanded beyond what has been typical in prior studies on blood glucose prediction, thereby reducing 
the potential for model bias through increased sample size. (3) A unified model that supersedes the need for individual patient models 
is introduced, thereby eliminating the initial synchronization period required for each patient’s model setup and facilitating immediate 
blood glucose predictions for new patients. (4) An ensemble method that amalgamates various prediction models is implemented, 
aiming to diminish the bias inherent in predictions made by single models, thereby enhancing the overall predictive accuracy of the 
proposed approach. 

The remainder of this paper is organized as follows. Section 2 describes the research and techniques used in this study. Section 3 
describes the research methodology in detail. Section 4 discusses the experimental results. Section 5 presents a discussion of the results, 
while Section 6 provides the conclusions and a scope for future research. 

2. Literature review 

Historically, diabetes management necessitated regular fingerstick blood tests for blood glucose monitoring. However, the advent 
of continuous glucose monitoring (CGM) devices has transformed this practice by facilitating the continuous measurement and 
recording of estimated glucose values (EGVs) at frequent intervals. This advancement has provided researchers with a wealth of data, 
which has been instrumental in the development of predictive models for blood glucose levels and early warning systems for hypo-
glycemia. Numerous studies focusing on blood glucose prediction have been undertaken to date. This section provides an overview of 
the various methodologies employed in blood glucose prediction and assesses their efficacy. 

2.1. Statistical model 

Dasanayake et al. [25] introduced a technique for predicting blood glucose levels in T1DM patients engaged in physical activities, 
utilizing subspace identification methods. This approach integrates activity monitoring with measurements of subcutaneous blood 
glucose, and personalization is achieved through semi-definite programming. The effectiveness of the model was confirmed using data 
from 15 individuals with T1DM, showcasing its potential to enhance glucose management and facilitate the early identification of 
hypoglycemic events. The study underscored the significance of incorporating activity sensors into artificial pancreas systems and 
recommended the concurrent use of an insulin-glucose model with the exercise model for optimal results. While acknowledging 
possible challenges such as delays in sensor readings and the variability in individuals’ heart rate responses to exercise, the research 
shed light on the linear relationship between physical activity and blood glucose levels, offering valuable perspectives for advancing 
glucose regulation in T1DM patients. 

Novara et al. [26] introduced a blind identification method to model T1DM and reconstruct unobserved input signals. This 
technique was tested in a study involving five patients, utilizing data from CGM systems and insulin pumps. The findings revealed that 
this method enhances prediction accuracy by accurately recovering disturbances, with consistent results across all participants. This 
suggests the approach’s viability in managing the challenge of unmeasured signals in diabetic patients. Additionally, the study 
underscored the critical role of mathematical modeling in planning diabetes treatment and demonstrated the blind identification 
method’s capacity to accommodate variations in patient metabolism and lifestyle. 
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2.2. Machine learning model 

Hamdi et al. [28] developed a machine learning-based model to forecast blood glucose levels in T1DM patients using solely CGM 
data. This model employed support vector regression (SVR) combined with differential evolution (DE) algorithms for optimizing SVR 
parameters and determining effective values. The model’s performance was validated on real CGM data from 12 patients, achieving 
high prediction accuracy with root mean square errors (RMSE) of 9.44, 10.78, 11.82, and 12.95 mg/dL for prediction horizons of 15, 
30, 45, and 60 min, respectively. These results indicate that the integration of SVR and DE algorithms can effectively handle nonlinear 
and complex data series, offering a promising solution for predicting blood glucose levels in T1DM patients. 

Rodríguez-Rodríguez et al. [29] conducted a study to determine the minimal dataset necessary for precise blood glucose prediction 
in T1DM patients, employing machine learning techniques and wearable technology. The study monitored blood glucose levels in 25 
T1DM patients and utilized predictive models such as ARIMA, support vector machines, and random forests to forecast blood glucose 
values. Findings indicated that accurate predictions could be achieved with a dataset comprising 24 to 72 historical blood glucose 
measurements collected over a 6-h period. Notably, the random forest model was identified as particularly effective in predicting blood 
glucose levels, highlighting its potential for application in diabetes management. 

2.3. Deep learning model 

Deng et al. [32] developed a predictive methodology utilizing deep learning to forecast blood glucose fluctuations in patients with 
T2DM. To address the challenges posed by limited and unbalanced datasets, the authors implemented transfer learning and data 
augmentation strategies. The efficacy of the proposed model was evaluated on a cohort of 40 T2DM patients, where it demonstrated a 
prediction accuracy exceeding 95% and a sensitivity over 90% for a 1-h prediction horizon, underscoring its clinical utility. Addi-
tionally, the model’s applicability was validated on the OhioT1DM dataset for T1DM patients, indicating its versatility across diabetes 
types. While the study’s approach was predominantly data-centric, the authors suggested future enhancements could involve inte-
grating domain-specific knowledge, such as dietary habits, physical activity levels, and stress factors, to further refine the model’s 
predictive accuracy. 

Li et al. [34,35] proposed the GluNet framework as a deep-learning approach for accurate blood glucose prediction in patients with 
type 1 diabetes. Essentially, GluNet utilizes a personalized deep neural network to predict the probabilistic distribution of future CGM 
measurements based on historical data that could include blood glucose measurements, meal information, insulin doses, and other 
similar factors. The proposed model was empirically analyzed using blood glucose data from 16 T1DM patients, and the ABC4D and 
OhioT1DM datasets were utilized. Experimental results of the model displayed significant improvements over that of existing methods 
such as SVR and autoregression with exogenous input (ARX) in terms of RMSE and time lag for the 30- and 60-min prediction periods. 
However, the algorithm is highly dependent on the quality of the training data, and its performance can be influenced significantly by 
missing or highly variable data. 

Khadem et al. [38] proposed a nested deep ensemble learning framework for personalized blood glucose level forecasting in type 1 
diabetes patients. They used Ohio type 1 diabetes datasets and employed meta-learning analysis to optimize the lag length in pre-
dictions. Models were developed using multilayer perceptron and long short-term memory networks and evaluated for accuracy and 
clinical effectiveness. The findings revealed enhanced prediction accuracy, effectively overcoming challenges related to analyzing 
time-series data for forecasting blood glucose levels. The study’s methodology based on enhanced predictive modeling has consid-
erable potential for diabetes management. 

Fitzgerald et al. [39] focused on the development and evaluation of continuous-time recurrent neural networks (CTRNNs) for 
forecasting blood glucose levels in intensive care unit (ICU) settings. The effectiveness of these models, which were designed to handle 
irregularly timed data inputs, was compared with that of traditional autoregressive models and gradient boosted trees (GBTs). 
Additionally, a combination of simulated and real electronic medical record (EMR) data was utilized. The findings indicated that while 
CTRNNs are promising—particularly in specific scenarios such as insulin treatment—GBT models often demonstrate comparable or 
superior performance with easier and faster training processes. 

Butt et al. [53] developed a novel approach in their research, involving a multi-layered Long Short-Term Memory (LSTM)-based 
recurrent neural network for predicting blood glucose levels in patients with type 1 diabetes. The study introduces a new method for 
transforming event-based data into discriminative continuous features for use in blood glucose prediction. The methodology is 
evaluated using the Ohio T1DM dataset on three patients, achieving promising results. It suggests potential applications in closed-loop 
systems for precise insulin delivery to improve glycemic control in type 1 diabetes patients. 

Prendin et al. [54] emphasize the crucial role of model interpretability in Type 1 Diabetes (T1D) management, particularly for 
decision support systems (DSS) that forecast glucose levels and suggest insulin boluses. Their case study contrasts two long-short term 
memory neural networks (LSTM), p-LSTM and np-LSTM, which, despite similar predictive accuracies, lead to distinct therapeutic 
decisions. Using SHAP for analysis, they demonstrate that only p-LSTM captures the physiological relationship between inputs and 
glucose prediction, advocating for its use in DSS. This work underlines the importance of choosing models that are not only accurate 
but also physiologically sound and explainable to enhance patient care. 

The research reviewed in this section highlights the promising capabilities of diverse methodologies for blood glucose level pre-
diction in diabetic patients. Nonetheless, the small sample sizes employed in some studies may constrain the generalizability of their 
results. To enhance the reliability and applicability of prediction models, it is imperative to use larger datasets for validation purposes. 
Addressing these challenges, the present study seeks to develop a more accurate and generalizable blood glucose prediction model for 
diabetic patients by leveraging an expanded dataset and incorporating data from various sources. By analyzing blood glucose readings 
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from a broader patient cohort, the model’s precision may be refined and its potential for widespread clinical use may be extended. 

3. Glu-ensemble architecture 

The Glu-Ensemble algorithm proposed in this study is structured into three distinct phases. Initially, the collected blood glucose 
data are partitioned to create a dataset for training purposes. Following this, the training dataset is utilized to educate a deep learning 
model, which is then capable of forecasting blood glucose levels by applying the insights gained during the training process. In the 
concluding phase, an ensemble technique is applied, leveraging the predictions from the deep learning model to enhance the overall 
accuracy of the forecasts. Fig. 1 illustrates the tripartite architecture underpinning the Glu-Ensemble approach. 

3.1. Phase 1: data splitting 

In this initial phase, the process of data splitting was undertaken to convert the collected blood glucose readings into a format 
suitable for training the model. Fig. 2 illustrates the methodology for segmenting the blood glucose data, which were recorded at 5-min 
intervals, into distinct sequences to serve as the training dataset. Within the Glu-Ensemble framework, these sequences of blood 
glucose values form the sole input for the model. As depicted in the figure, the blood glucose time-series data were divided into se-
quences of varying durations, specifically 60-, 120-, and 180-min intervals. Opting for longer sequences furnishes the model with more 
extensive information, albeit at the expense of increased learning time. It is important to note that when dealing with sequences of 
different lengths, the label assigned to each sequence should correspond to the label of the sequence with the maximum length. This 
label represents the blood glucose level that the model aims to predict, based on the information contained within the sequence; in the 
illustrated example, this would be the blood glucose value forecasted to occur 30 min later. The choice of sequence length and interval 
spacing is flexible and can be tailored to meet the specific requirements of the study being conducted. 

3.2. Phase 2: deep learning prediction 

Five deep learning models were used in Glu-Ensemble: Recurrent neural network (RNN), long short-term memory (LSTM), stack 
LSTM, bidirectional (Bi)LSTM, and gated recurrent unit (GRU). The aforementioned models are used for time-series forecasting in 
various fields and are known to have good forecasting performance [43–45]. An RNN is a neural network that has loops to enable 
information to persist over time and has been widely used in time-series forecasting tasks. LSTM is a type of RNN that better handles 
the vanishing gradient problem in traditional RNNs when dealing with long sequences. Stack LSTM is an extension of LSTM that 
enables multiple layers to be stacked on top of each other, which can help improve the performance of a model by learning more 
complex patterns in the data. BiLSTM is a variant of LSTM that processes the input sequence in both the forward and backward di-
rections, thereby enabling the model to capture information from both past and future time steps. The GRU is another variant of the 
RNN with a gating mechanism that enables it to either update or forget information, selectively, from the previous time step. 

To apply these models to the blood glucose prediction task, the input sequence obtained from the data splitting phase was fed into 
the model that was trained to predict the blood glucose value at a specified time. The training process involved minimizing the dif-
ference between the predicted and actual blood glucose values using a suitable loss function. Once the model has been trained, it may 
be used to predict new blood glucose data. Overall, the use of multiple deep learning models in Glu-Ensemble enabled a more robust 
and accurate prediction of blood glucose values. By comparing the performances of these models, researchers can choose the best 
model or a combination of models for their specific needs. The reason for using similar models is that each model approaches the same 

Fig. 1. Framework of glu-ensemble.  
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problem in a different way and brings its own unique strengths. By using a variety of similar models, system diversity may be achieved, 
and the strengths of each model may be combined to obtain optimal results. Additionally, employing similar models together allows for 
mutual reinforcement and enables better understanding and improved performance through comparison and evaluation between 
models. 

3.3. Phase 3: ensemble prediction 

Owing to the high variability and complexity of blood glucose data, achieving high accuracy and robustness using a single deep 
learning model is difficult. Ensembles provide a solution to this problem by combining multiple models to achieve improved per-
formance and robustness. The idea behind ensemble prediction is that by combining predictions from different models, one can reduce 
the risk of overfitting and capture various aspects of the data that a single model might overlook. Utilizing ensembles to combine 
predictions from multiple deep learning models can lead to more accurate and robust predictions of blood glucose levels, which is 
bound to have important clinical implications for patients with diabetes. 

Stacking and soft voting were employed during the ensemble prediction phase, where stacking combines the predictions of indi-
vidual deep learning models using a regression model as a meta-model. This meta-model learns to combine predictions to minimize 
overall error and enhance the accuracy of the final prediction. Stacking model designers commonly employ linear, Lasso, and Ridge 
regression as meta-models for capturing various types of relationships within the data [46,47]. This study focused solely on Linear and 
Lasso regression models. Linear regression captures linear relationships between input and output variables, whereas Lasso simplifies 
the model by minimizing weight values through regularization. Ridge regression, known for its high computational complexity, was 
excluded from experimentation in this study. Through regularization these regressions help process complex data and combine diverse 
predictions, leading to improved generalization and predictive performance in ensemble models. Soft voting is a technique used in 
ensemble learning in which the predicted probabilities from multiple models are averaged to make a final prediction. In contrast to 
hard voting, which considers the majority vote of the predicted classes, soft voting considers the confidence level or probability of each 
model’s prediction. In the case of regression models, soft voting involves averaging the predicted regression values from multiple 
models. The resulting average can provide a more accurate prediction than the prediction of any individual model because it considers 
the collective knowledge and expertise of the ensemble of models. Consequently, using an ensemble approach and customizing in-
dividual models, more accurate and robust predictions of blood glucose values can be made. 

3.4. Performance evaluation methods 

To assess the effectiveness of the Glu-Ensemble model, three evaluation metrics were employed: RMSE, mean absolute error (MAE), 
and error grid analysis (EGA) [48]. RMSE and MAE are standard metrics for gauging the precision of predictions in time-series models, 
defined by equations (1) and (2): 

RMSE=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

k=1

(ŷk − yk)
2

n

√

(1)  

Fig. 2. Data splitting examples.  
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MAE=
1
n
∑n

k=1
|ŷk − yk| (2)  

where (ŷk − yk) represents the difference between the actual and predicted values, and n represents the number of predicted values. 
The RMSE and MAE are overall measures of the difference between predicted and actual values. Smaller RMSE and MAE values 
indicate that the model’s predictions are closer to the actual values. In this study, the RMSE and MAE were calculated for the predicted 
blood glucose values at each time point for T2DM patients in the dataset. 

The gold standard measure of accuracy, EGA, is a graphical method for evaluating the clinical significance of blood glucose pre-
dictions [45]. It categorizes the blood glucose spectrum into zones reflecting their clinical impact and employs color coding to indicate 
the associated risk levels of the predictions [45]. For this study, EGA was executed to evaluate the blood glucose predictions at different 
time points for T2DM patients (see Fig. 3). The EGA grid zones are structured according to the Parkes Error Grid (PEG), a commonly 
utilized framework for evaluating the clinical implications of blood glucose readings in T2DM patients [48,49]. The PEG segments the 
blood glucose range into five zones (A–E), where each zone corresponds to varying degrees of clinical risk associated with the glucose 
readings. Zones A and B are deemed clinically acceptable, while zones C through E signify escalating risk levels. EGA offers a nuanced 
examination of prediction accuracy, especially in scenarios where RMSE may not completely reflect the clinical importance of the 
predictions. 

4. Experimental results 

All the codes are freely accessible at https://github.com/SCH-YcHan/Glu-Ensemble. Please note that information related to patient 
privacy and security has been excluded from the presented data. 

4.1. Data description 

This research received ethical approval from the Institutional Review Board of Soon Chun Hyang University Hospital Cheonan (IRB 
Protocol Number: SCHCA 2019-11-048). Data collection spanned from July 2019 to March 2023 at the Cheonan Hospital of Soon-
chunhyang University and was systematically stored within an Apache-PHP-MySQL (APM) database framework. The study encom-
passed 140 patients diagnosed with type 2 diabetes, with blood glucose levels being monitored at 5-min intervals through the Dexcom 
G5 and Dexcom G6 Mobile systems. The demographic and clinical characteristics of the participating patients are detailed in Table 1. 

4.2. Preprocessing 

Some of the collected blood glucose data were recorded as either high or low, and these values were replaced by 400 and 60, 
respectively, to maintain consistency across the data. Moreover, among the patients who had majority of their blood glucose values 
recorded as high, those with more than 10% of their blood glucose values recorded as high (eight total patients) were excluded from 
the study to minimize the impact of repeated values. In some cases, blood glucose readings could not be taken at 5-min intervals owing 
to circumstances beyond the control of this study during the measurement period. To address this, only blood glucose values from the 
longest continuous period were extracted as this would provide the most accurate representation of the patient’s blood glucose levels. 
This approach ensured that irregularities or fluctuations in blood glucose levels were excluded from the analysis. During the study, 

Fig. 3. Parkes error grid by diabetes type [50]: (a) Type 1 diabetes, (b) Type 2 diabetes.  
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some patients ended up with less than 100 (500-min interval) blood glucose readings. To ensure that the dataset was sufficiently robust 
for the model, such patients with fewer than 100 readings (two patients) were also excluded from the study. The final dataset included 
130 patients with type 2 diabetes. Fig. 4 shows the preprocessing flowchart. 

4.3. Parameter setting 

The sequence length, batch size, and hidden size of the training data were adjusted to construct a base model for the ensemble. This 
process was performed for each model, which resulted in 90 base models. As the parameters are tuned, the number of base models can 
be adjusted, and the performance of the final prediction can vary. Here, the models exhibited convergence of loss values over 100 
epochs. Table 2 lists the parameters used. 

4.4. Model validation 

The model’s performance was assessed using the k-fold cross-validation technique, widely recognized in machine learning for its 
robustness. To guarantee the exclusive inclusion of each patient in either the training or testing set, patient-level stratification was 
employed when creating the folds. Prior to initiating the 10-fold cross-validation, patient data were randomized to mitigate any 
potential bias. The dataset was segmented into 10 equal parts, with nine serving for training purposes and one reserved for testing 

Table 1 
Patient demographics.  

Sex Age Count Total count 

Male 20–29 6 83 
30–39 7 
40–49 13 
50–59 20 
60–69 25 
70–79 11 
80–89 1 

Female 20–29 2 57 
30–39 11 
40–49 10 
50–59 17 
60–69 13 
70–79 4 
80–89 0  

Fig. 4. Flowchart of preprocessing.  
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during each iteration. This procedure was iterated ten times, ensuring each segment functioned as the testing set once. The aggregated 
outcomes from each testing phase were then analyzed to derive a comprehensive performance metric for the model, encompassing the 
entire patient cohort in the study. Fig. 5 illustrates the methodology of the 10-fold cross-validation process applied in this evaluation. 

4.5. Benchmark model 

The objective of this study was to create a model capable of predicting blood glucose levels 30 min into the future. To gauge the 
predictive performance of the proposed model, the naïve method was used as a baseline for comparison. The naïve method is a 
straightforward forecasting technique that predicts future values will remain the same as the most recent observed value. In the context 
of this study, this implies that the blood glucose level forecasted for 30 min ahead is assumed to be identical to the current blood 
glucose reading. Fig. 6 illustrates the application of the naïve method to the considered dataset, where predictions are essentially the 
blood glucose readings from 30 min earlier, rendering them ineffective for practical forecasting. Consequently, any developed blood 
glucose prediction model is expected to outperform this rudimentary naïve method. 

4.6. Evaluation of prediction outcomes using RMSE and MAE 

In the study of the Glu-Ensemble framework for predicting blood glucose levels in patients with type 2 diabetes, a detailed analysis 
of experimental results highlights the framework’s superior performance over the benchmark predictive model. Tables 3 and 4 present 
the RMSE and MAE for each prediction method by fold. The experimental results clearly indicate that the linear, lasso, and soft 
methods had better prediction performances than the naïve method. Among the methods, the naïve method has the largest average 
RMSE and MAE for all folds. The soft method, which averages the predicted values of 90 base models, has the best prediction per-
formance with regard to the RMSE and MAE. 

The RMSE analysis in Table 3, an essential metric for gauging prediction accuracy, illustrates that Glu-Ensemble consistently 
surpasses the other models. Specifically, within the stacking model, the linear method registers an average RMSE of 21.46 with a 
standard deviation of 2.00, the lasso method shows slight improvement with an average RMSE of 21.33 and a standard deviation of 
1.98, and the soft method, part of Glu-Ensemble, sets a new benchmark by recording the lowest average RMSE of 21.15 and a standard 
deviation of 1.96, emphasizing its enhanced accuracy in blood glucose prediction. In contrast, the performance of the naïve method, 
used as a benchmark, exhibited the highest average RMSE of 24.16 and a standard deviation of 2.29, highlighting its lesser reliability 
and precision. 

Transitioning to the analysis of MAE in Table 4, which sheds light on the average magnitude of errors in predictions, the superior 
performance of Glu-Ensemble is further verified. The linear method yields an average MAE of 14.54 and a standard deviation of 1.20, 
while the lasso method is slightly better with an average MAE of 14.42 and a standard deviation of 1.17. Yet again, the soft method, 
integral to Glu-Ensemble, excels by achieving the lowest average MAE of 14.38 and the smallest standard deviation of 1.11, further 
validating its precision and consistency in predicting blood glucose levels. The naïve method trails with the highest average MAE of 

Table 2 
List of parameters.  

Parameter Description Values 

Sequence length Length of training data 12, 24, 36 
Batch size Number of samples to be propagated over the network 128, 256 
Hidden size Number of internal representations of past information 1, 2, 3 times the sequence length 
Epoch Number of training iterations 100  

Fig. 5. 10-Fold cross validation.  
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16.24 and a standard deviation of 1.40, reflecting its comparative inaccuracy. 
Figs. 7 and 8 show boxplots of the RMSE and MAE for the different prediction methods, respectively. Evidently, the prediction 

performance of the ensemble-based blood glucose prediction model is much better than that of the naïve method. Through this 
analysis, the Glu-Ensemble framework is firmly established as a highly effective and reliable tool for forecasting blood glucose levels in 
type-2 diabetes patients, significantly outperforming the benchmark method. 

4.7. Evaluation of prediction outcomes using EGA 

Table 5 presents the distribution of predictions across the different zones of the PEG when utilizing the prediction methodology, 
with the data aggregated from each test fold to validate the results. These findings underscore the clinical superiority of the ensemble 
method over the naïve approach. Notably, the soft method within the ensemble framework achieved the highest proportion of pre-
dictions in zone A, which signifies clinically accurate decisions, at 97.03%. Conversely, it had the lowest incidence of predictions in 
zone C, indicative of overcorrection, at only 0.047%. In contrast, the naïve method recorded the lowest percentage of predictions in 
zone A at 95.16% and the highest in zone C at 0.09%, showing a marked discrepancy in clinical accuracy. Additionally, the frequency 

Fig. 6. Naïve method in sample data.  

Table 3 
RMSE of prediction models by fold.  

Method Fold0 Fold1 Fold2 Fold3 Fold4 Fold5 Fold6 Fold7 Fold8 Fold9 Mean (Std) 

Linear 20.02 20.6 22.55 20.66 18.44 20.34 25.41 21.43 21.4 23.79 21.46 (2) 
Lasso 19.93 20.5 22.42 20.5 18.37 20.2 25.27 21.35 21.26 23.59 21.33 (1.98) 
Soft 19.81 20.17 22.25 20.25 18.14 20.36 25.16 21.26 21.01 23.1 21.15 (1.96) 
Naive 22.82 23.12 25.81 23.16 20.61 23.56 29.11 23.83 23.75 25.82 24.16 (2.29)  

Table 4 
MAE of prediction models by fold.  

Method Fold0 Fold1 Fold2 Fold3 Fold4 Fold5 Fold6 Fold7 Fold8 Fold9 Mean (Std) 

Linear 13.3 13.84 14.87 14.4 13.03 13.97 16.25 14.49 14.36 16.84 14.54 (1.2) 
Lasso 13.25 13.76 14.77 14.21 12.97 13.86 16.11 14.4 14.2 16.67 14.42 (1.17) 
Soft 13.29 13.65 14.66 14.31 12.91 14.08 16.13 14.51 13.91 16.31 14.38 (1.11) 
Naive 14.94 15.37 16.95 16.22 14.28 16.09 18.76 16.08 15.45 18.22 16.24 (1.4)  
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Fig. 7. RMSE boxplot for different forecasting methods.  

Fig. 8. MAE boxplot for different forecasting methods.  

Table 5 
Parkes error grid table by forecasting methods.  

Method A B C D E 

Linear 96.878 3.072 0.05 0 0 
Lasso 96.907 3.042 0.051 0 0 
Soft 97.03 2.923 0.047 0 0 
Naive 95.161 4.749 0.09 0 0  
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of zone C predictions with the naïve method was nearly double that of the other methods, further highlighting its limitations in 
comparison. 

Fig. 9 shows the PEG for each prediction method. In the PEG of the naïve method, there are more points in the C zone in comparison 
to the other ensemble methods. This indicates that the ensemble method is more clinically relevant than the naïve method. In addition, 
the ensemble prediction method has a narrower range of predicted values (y-axis) than the naïve method. This is because the variance 
of the final prediction model is reduced by utilizing multiple models instead of a single model. Therefore, using the ensemble method to 
predict blood glucose results in more accurate predictions and effectively reduces the variance in the prediction model. 

5. Discussion and validation 

With access to large-scale public datasets, machine learning models can achieve remarkable performances in blood glucose pre-
diction research. However, the privacy regulations in clinical settings prevent access to sufficient restriction-free data. This hampers 
machine-learning-based hyperparameter optimization and sensitivity analysis regarding input variables, thereby constraining ad-
vancements in these areas. Here, the effects of statistical metrics and hyperparameter optimization in stacking models are considered. 
Finally, the sensitivity analysis of these models is considered. 

5.1. Statistical metrics 

The choice of evaluation metrics for assessing blood glucose prediction indicators requires careful deliberation. The selection of 
RMSE, MAE, and EGA as predictive metrics in this study is underpinned by their respective merits in quantifying different aspects of 
predictive performance. RMSE and MAE are chosen for their effectiveness in capturing the magnitude of prediction errors and 
providing valuable insights into the overall accuracy of regression models (see Tables 3 and 4). RMSE emphasizes larger errors through 
its squared term, while MAE measures the average absolute error between predicted and actual values. These metrics offer 
straightforward interpretations and are widely employed in evaluating regression model performances. Additionally, EGA is incor-
porated as a complementary metric to assess the clinical relevance of blood glucose predictions (see Table 5 and Fig. 9). EGA cate-
gorizes prediction errors into clinically meaningful zones, allowing for a qualitative assessment of the impact of predictions on clinical 
decision-making. By considering the clinical significance of prediction errors, EGA provides valuable insights into the practical utility 
of the predictive models. In summary, this study shows that linear, lasso, and soft methods surpass the naïve method in terms of 
accuracy, with the soft method and ensemble-based blood glucose prediction model showing superior performance. 

While metrics like mean absolute percentage error (MAPE) and R-squared value offer alternative perspectives on prediction ac-
curacy and explanatory power, their inclusion may not substantially enhance the insights afforded by RMSE, MAE, and EGA in blood 
glucose predictions. The interpretability and clinical relevance of EGA supplement the quantitative assessments provided by RMSE and 
MAE (see Figs. 7 and 8). Therefore, as primary evaluation metrics in this study, the combination of RMSE, MAE, and EGA compre-
hensively assesses the predictive performance of blood glucose prediction models, capturing both quantitative accuracy and clinical 
relevance without introducing unnecessary complexity. 

5.2. Hyperparameter optimization in stacking models 

In this study, it is asserted that extensive hyperparameter tuning becomes unnecessary when employing a stacking model inte-
grated with a multitude of base models. This assertion is rooted in the fundamental characteristics of stacking models, which amal-
gamate predictions from a diverse array of base models to bolster overall performance. Unlike standalone models, where 
hyperparameter optimization is pivotal for achieving peak performance, stacking models capitalize on the collective intelligence 
garnered from multiple diverse models, thereby diminishing the necessity for meticulous hyperparameter tuning [51]. 

This is explained by stacking models’ ability to amalgamate predictions derived from diverse models, thereby accommodating a 
broader spectrum of data patterns and intricacies. Through the collective power of numerous base models, stacking exhibits resilience, 
which mitigates sensitivity to hyperparameter discrepancies [46]. Consequently, the present study posits that while hyperparameter 
tuning remains crucial in many machine learning scenarios, ensembling stacking models with several base models alleviates the 
computational overhead associated with hyperparameter searching. This streamlines the model’s development and enhances its 
applicability in real-world settings. 

5.3. Sensitivity analysis in stacking models 

This study proposed the argument that sensitivity analysis regarding deep learning input values is unnecessary when utilizing a 
stacking model. This research proposition stems from stacking models’ ability to combine predictions from diverse base models, thus 
reducing their sensitivity to input variations. By design, stacking models amalgamate predictions from multiple base models, thereby 
mitigating the individual sensitivities of each base model and providing more stable and generalizable predictions. As a result, the need 
for sensitivity analysis regarding input values is alleviated, as stacking models exhibit robustness against variations in input data. 

This study is supported by the literature on stacking models and sensitivity analysis in machine learning. Sill et al. [52] discussed 
the robustness of stacking models in handling diverse data conditions, highlighting their adaptive ability to combine predictions from 
different models. Breiman [46] investigated the effectiveness of ensemble methods, including stacking, in improving model stability 
and generalization. Therefore, the present study asserts that stacking models reduce the necessity for sensitivity analysis regarding 
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input values and are robust against variations in input data, thereby enhancing their applicability in real-world scenarios. 
However, the present study, which focuses on the experimental application of stacking models, suggests that the realm of purely 

theoretical validation requires further research. While such theoretical investigations are foundational in understanding the mathe-
matical and sensitivity analysis aspects of machine learning [55–58], empirical validation has not been conducted in a manner that the 
findings of the present study suggest. This discrepancy underscores a crucial limitation of the current work—the need for a more 
nuanced approach that bridges the gap between theoretical robustness and empirical applicability. To address this limitation and 
reinforce the credibility of the findings obtained in this study, future research will focus on conducting comprehensive empirical 
analyses. This will involve collecting and analyzing real-world data sets to validate the practical effectiveness of stacking models in 
mitigating input sensitivity and enhancing prediction accuracy. 

6. Conclusions 

In this study, the Glu-Ensemble framework was introduced, designed to predict blood glucose levels in patients with T2DM by 
leveraging ensemble techniques within deep learning predictive models. The empirical evidence demonstrated that the proposed 
framework surpasses the naïve approach in predictive accuracy, as measured by RMSE and MAE, and also excels in clinical relevance 
when assessed through EGA. Notably, the soft ensemble method, which averages predictions from 90 base models, was identified as 
the most effective, yielding the highest accuracy across RMSE, MAE, and EGA metrics. These findings advocate for the Glu-Ensemble 
model’s utility as a superior alternative to the naïve method for forecasting blood glucose levels in T2DM patients, offering a more 
dependable tool for managing this condition. 

The Glu-Ensemble framework, while promising, requires enhancements to address certain limitations. The training dataset 

Fig. 9. Parkes error grid results for different forecasting methods: (a) Linear, (b) Lasso, (c) Soft, (d) Naïve method.  
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comprised blood glucose readings ranging from 60 to 400 mg/dL, yet real-life scenarios may present values outside this range, either 
<60 or >400 mg/dL. Moreover, the framework’s reliance on a singular, integrated model, as opposed to patient-specific models, may 
lead to suboptimal performance in cases with a limited number of patients. Enhanced predictive accuracy is anticipated with the 
inclusion of more extensive datasets for training. Another challenge pertains to the model’s adaptability to individual patient varia-
tions. The ensemble methods currently employed may not yield accurate predictions for patients whose characteristics significantly 
diverge from the mean of the training dataset. To improve precision and reliability across a diverse patient spectrum, it may be 
necessary to develop personalized models or integrate patient-specific factors into the Glu-Ensemble framework, thereby ensuring 
more tailored and effective blood glucose predictions. 
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