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Generating detailed and accurate organogenesis models using single-cell RN A-seq data remains a major challenge. Current
methods have relied primarily on the assumption that descendant cells are similar to their parents in terms of gene expres-
sion levels. These assumptions do not always hold for in vivo studies, which often include infrequently sampled, unsynchro-
nized, and diverse cell populations. Thus, additional information may be needed to determine the correct ordering and
branching of progenitor cells and the set of transcription factors (TFs) that are active during advancing stages of organo-
genesis. To enable such modeling, we have developed a method that learns a probabilistic model that integrates expression
similarity with regulatory information to reconstruct the dynamic developmental cell trajectories. When applied to mouse
lung developmental data, the method accurately distinguished different cell types and lineages. Existing and new experimen-
tal data validated the ability of the method to identify key regulators of cell fate.

[Supplemental material is available for this article.]

Most methods for reconstructing regulatory networks using high-
throughput data relied on microarray and RNA-seq studies profil-
ing large populations of cells (Liao et al. 2003; Margolin et al.
2006; Ernst et al. 2007; Schulz et al. 2012). While such approaches
have led to many important results, they tend to overlook the
heterogeneity of the population being profiled. This may be prob-
lematic where a mixture of different cell types, with different reg-
ulatory programs, is being profiled, for example, in cancer (Dalerba
et al. 2011), immune response (Shalek et al. 2013), and develop-
ment (Treutlein et al. 2014).

Single-cell RNA-seq data addresses this problem by profiling
the contribution of different cell types to changes in tissue level ex-
pression, allowing for much more detailed and accurate models.
However, such data has also raised new computational challenges,
some of which were recently addressed, including issues related to
sample quality (Stegle et al. 2015), normalization of single-cell data
(which is more challenging, especially for lowly expressed genes)
(Shapiro et al. 2013; Wu et al. 2014), and the development of clus-
tering methods to identify distinct components within a specific
mixture/time point (Buettner et al. 2015; Guo et al. 2017).

Another challenge with single-cell RNA-seq data is the analy-
sis of time series. While several methods have been developed for
the analysis and modeling of temporal data in population-based
microarray and RNA-seq experiments (Bonneau et al. 2006; Bar-
Joseph et al. 2012; Patil and Nakai 2014; Young et al. 2014), they
all relied on one key assumption: that consecutive time points
measure a continuously evolving process. In other words, the as-
sumption is that measurements at time point f+ 1 are correlated
with measurements at the previous time point t (either the t+ 1 ex-
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pression levels continuously evolve from the expression of the
same genes at time point f [Bar-Joseph et al. 2003] or they are reg-
ulated by genes expressed at the previous time point [Bar-Joseph
et al. 2012]). While these assumptions may hold for the popula-
tion as a whole, it clearly does not hold for all individual cells
whose functions, proliferation, and differentiation vary dynami-
cally within the population. Thus, a key issue when analyzing sin-
gle-cell RNA-seq data is the ability to not only identify different
cells within a specific time point (e.g., by clustering) (Xu and Su
2015) but also link these cells over time by identifying the subsets
of cells that belong to the same trajectory. A further challenge is to
derive the regulatory networks that control different cell fates or
states that are profiled in the study.

A few recent methods have been developed to address the
problem of connecting single cells along a temporal trajectory.
Some of these methods are limited and can only reconstruct mod-
els with no branching (a single trajectory) (Bendall et al. 2014) or
with a single branch point (Setty et al. 2016). While these may
be useful for in vitro data, they are less appropriate for in vivo stud-
ies in which multiple types of cells are studied (Treutlein et al.
2014). Other methods either completely ignore the time at which
the cell was measured (Trapnell et al. 2014) or rely on the measure-
ment time (Marco et al. 2014; Treutlein et al. 2014), ignoring the
fact that cells may be in different developmental states at a single
time point. Indeed, both types of methods cannot accurately re-
construct complex developmental trajectories (Rashid et al.
2017) and fail to distinguish between differentiated and undiffer-
entiated cells at a specific time point. While these methods differ
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in the computational models they use, they generally rely on the
same underlying assumption that consecutive cells (or states) in
the ordering should be very similar in terms of expression levels
of their genes. While this assumption makes sense when sampling
rates are very high, they do not always hold for in vivo studies (e.g.,
the lung developmental data discussed in this paper which is sam-
pled every 2 d). In such cases, additional information can be used
to determine the ordering and branching in the model. One such
source of information is the set of transcription factors (TFs) that
are active at each developmental stage. If these can be inferred,
then states in which the factors are active could be linked to down-
stream states in which their targets are activated or repressed even
if the overall correlation between the two states is not very high.
An advantage of such an approach is that in addition to the order-
ing or branching model, we also obtain a network model that de-
scribes which regulatory events lead to the different cell fates, the
TFs controlling these events, and their time of activation.

In the present work, we have utilized single-cell RNA expres-
sion data during the critical period of lung morphogenesis as the
embryo prepares for air-breathing at birth. At this time the lungs
consist of many distinct, mesenchymal and endodermally derived
epithelial cells that are rapidly dividing and differentiating to form
a functional organ. During late gestation, dramatic changes in or-
gan structure and epithelial cell differentiation and function create
a functional gas exchange unit in the alveolar regions of the lung
via a process that is highly active, but still not fully understood at
the molecular level (Whitsett and Weaver 2015).

To model the process of lung epithelial growth and differen-
tiation, we present a model that integrates time series single-cell
RNA-seq data with general protein-DNA interaction data. We ap-
plied our model to reconstruct differentiation networks and their
regulation based on single-cell lung development data. The model
accurately distinguishes between cell types and trajectory of
branching during cell differentiation. The model predicts several
TFs as important regulators at various stages of development.

While many of these were known, others are novel. We used
existing and new data to validate some of these TFs and their acti-
vation times.

Results

We developed a new method that learns a probabilistic model for
constructing regulatory networks from single-cell time series ex-
pression data. An overview of the method is presented in Figure
1 (for an illustration using real data, see also Supplemental Fig.
S1). We initially start by clustering cells within each time point.
We use several clustering evaluation metrics to determine the
number of clusters at each time point (Methods). While the mea-
sured time provides useful information about the state of the dif-
ferent cells, previous studies demonstrated that cells from the
same time point can be unsynchronized. To address this issue,
we allow for cells to be moved to states representing other time
points than the ones they were measured in (see below), and we
further test each of the clusters to determine whether certain clus-
ters in the same time point are actually composed of cells at differ-
ent differentiation stages (Methods). Following this analysis, we
arrive at an initial model in which we link each cluster to the clus-
ter at the preceding time point that is most similar to it in expres-
sion space (Fig. 1C). We next iterate between two steps: reassigning
cells to states in the model and determining the set of states and
their connectivity (parent-child relationship) until the likelihood
does not increase. As part of the model learning, we determine the
set of TFs predicted to regulate genes in each of the states. We use
this information to improve our model by requiring that factors
regulating descendant states be expressed at parental states and
by ensuring that genes expressed or repressed in cells assigned to
descendant cells that are regulated by the identified TF follow their
predicted trajectory (up- or down-regulation). Both requirements
further impact cell assignhment and model learning. If, after reas-
signment, states become empty (no assigned cells), they are
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Learning differentiation models from single-cell RNA-seq data. (A) Initial clusters are determined using spectral clustering. TO, T1, and T2 rep-

resent the measurement time. (B) Initial “differentiation time” is estimated for clusters based on difference with clusters for the first time point. DTO, DT1,
DT2, and DT3 denote the estimated differentiation time. (C) Differentiation paths are constructed by connecting clusters at lower levels to their most similar
parent at the level above them. (D) Regulating TFs are determined for each edge. TFs are colored based on their expression change along the edge. (Red)
Increased expression; (green) decreased expression; (blue) stable expression. Shades represent the extent of the expression change. (£) Initial model. (F)
Iterating between cells and state reassignments and parameter learning until convergence. (G) Final model.
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genitors (BP) cells. These latter cells were
first identified by Treutlein et al. (2014)
and predicted to be nonterminal fates
that can serve as progenitors to both
AT1 and AT2 cells. Treutlein et al. (2014)
have also observed that intermediate
states are present at E18.5 such as early
AT1 (Pdpn, Ager positive; Sftpc low) and
early AT2 cells (Sftpc positive; Pdpn, Ager
low). This is captured in our model. There are two AT1 states in
our model, the first (E2_18_0) contained BP cells, and the second
(E3_18_4) is more homogeneous. Average expression of Sftpc (an
AT2 marker) is 7.81 in the AT1 cells from first state and only 4.72
in the AT1 cells from the second (P-value difference of 0.0107 based
onrank test), suggesting that the first AT1 group represents an early
AT1 group while the second is a more differentiated state. The mod-
el also correctly reconstructs parts of the known branching process,
indicating that ciliated cells are derived from a different set of pro-
genitors at E16.5 (Rawlins et al. 2007).

In addition to the assignment of cells to states, the model also
highlights several TFs as playing an important role in cell differen-
tiation. Several of these factors are known to be involved in this

Figure 2. Differentiation model on Treutlein et al. (2014) lung single-cell data set. (diff) Differentiation
stage 0% (most undifferentiated)-100% (most differentiated) from the first state. Number of cells as-
signed to each state was given inside the pie chart. Cell types for each state (node) are based on the assign-
ments of Treutlein et al. (2014) and so are only available for cells in the last time point (E18.5); cells from
earlier time points are labeled using the time point (E14, E16). TFs are associated with paths they are pre-
dicted to regulate and color-coded based on their expression change (fold change) along the regulated
path. TF P-values are based on the set of targets associated with the states they are predicted to regulate.

process, including NKX2-1 (Herriges and Morrisey 2014), SOX9
(Rockich et al. 2013), FOXA1/FOXA2 (Wan et al. 2004), and
GATAG6 (Yang et al. 2002).

Increasing the number of E16.5 cells in our model

While the model in Figure 2 agrees with many known aspects of
lung cell differentiation, it does not provide enough information
about the less studied parts of this process, specifically the role
TF plays in driving cells to different fates. Such understanding is
a key point since it can provide information about why certain
types of cells are absent from diseased lungs and may even provide
directions for treatments in such cases. One of the problems is the
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fact that relatively few cells were profiled for the intermediate time
point (only 27 cells at E16.5). Thus, to improve the model, we re-

placed the E16.5 cells with epithelial cells from a larger study that

only focused on E16.5 single cells in lung development (Du et al.
2015). Forty-nine of these cells are epithelial progenitors and
were further associated with various potential fates based on mark-
er expression profiles (note that these assignments were not used
in model learning that is unsupervised but will be discussed below
when analyzing the results) (Guo et al. 2015). Since the data now
come from two different groups, we performed an analysis, using
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housekeeping genes, to determine if further normalization was
needed (Supplemental Methods; Supplemental Fig. S2).

A detailed view of epithelial cell differentiation
in lung development

Figure 3 presents the revised model using the Du et al. (2015) E16.5
data. As can be seen, while the assignment to terminal states in this
model is similar to the one in Figure 2, we see differences in the
overall structure with a more detailed view of the differentiation
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Figure 3. Differentiation model using data from both Treutlein et al. (2014) and Du et al. (2015). Cell types taken from both Treutlein et al. (2014) and
Du et al. (2015). (PT2) Proliferative AT2 early precursor; (PT1) proliferative AT1 early precursor; (PB) proliferative bipotential precursor; (NT1) noncycling
AT1 precursor; (NT2) noncycling AT2 precursor. Differentiation scores, TFs color, and P-value have the same meaning as in Figure 2.
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process. For example, in this model, we see an earlier separation of
ciliated and Club cells, as has previously been observed (Rawlins
et al. 2007). In contrast, the separation of AT1 and AT2 cells is
through a set of progenitors, and their fate is determined later in
the process. Once again, we see BP cells mainly clustered with
AT1 cells (though this time also as progenitors to these cells, e.g.,
the link from the third to the fourth level in the model). The cell
identities used to evaluate the cell assignment were obtained
from the original studies (Treutlein et al. 2014; Guo et al. 2015).

Given the better agreement with prior knowledge along with
the more elaborate view, we have studied this model in more de-
tail. To validate some of these predicted TFs, we performed Gene
Ontology (GO) analysis using PANTHER version 11.0 (Mi et al.
2013). We found that TFs predicted by the model were signifi-
cantly enriched for GO terms associated with lung epithelial cell
differentiation (1.75 x 10~°) and regulation of epithelial cell prolif-
eration (2.0 x 107°) (Supplemental Table S1). While many of the
predicted TFs are novel (see also below), several are supported by
prior studies. For example, E2F4 is required for the development
of ciliated and Club cells (Danielian et al. 2007). We found E2F4
to be ranked as one of the top TFs (first and second) for the ciliated
and Club states. SREBF1 (also known as SREBP1) is required for
the development of alveolar epithelial cells (AECs) (Mason
2006), consistent with model predictions (E2_16_0—E3_18_0
(AT1,BP mixture)). Similarly, the model identifies CEBPA/CEBPB
as regulating the development of alveolar and airway epithelial
cells, an observation that is supported by prior work (Martis et al.
2006; Roos et al. 2012). For a complete list of known TFs identified
by our model, see Supplemental Table S2.

Simulation and robustness analysis

We performed simulation studies to test the ability of our method
to handle noise and dropouts, which are often prevalent in single-
cell data (Kharchenko et al. 2014). For each cell, we simulated dif-
ferent dropout rates by setting the expression of randomly chosen
5%-80% genes to zero. Results indicate that our method is robust
against such noise. For 5% and 10% simulated dropouts, the pre-
dicted differentiation structures are the same as the one presented
above. Cell assignments are only slightly worse but generally agree
with the ones obtained using the original data without simulated
dropouts (Supplemental Table S3). When the dropout rate increas-
es to 20%, the predicted differentiation structure changes slightly
(Supplemental Fig. S3), ciliated cells and Club cells were assigned
to the same cluster, and AT1 cells were assigned to three different
clusters, while the overall cell assignment is still in good agreement
with the predictions on the original data and also with the known
labels. Beyond 40% dropout, we see more changes though scdiff is
still able to separate proliferative and noncycling AT1/AT2 precur-
sors and AT1 and AT2 cells. For more details, see Supplemental
Figures S3 through S7.

To simulate the expression noise, we also added varying levels
of random Gaussian noise to the expression of all genes
(Supplemental Results). Again, we observe that for low noise levels,
the predicted differentiation structures is the same as the one of
the original data, while for higher levels, the structure is only
slightly different (Supplemental Table S4; Supplemental Fig. S8).
We also performed a bootstrap analysis in which we used a subset
of the cells to learn the model (randomly sampling 80%, 82.5%,
85%, 87.5%, and 90% of all cells). We compared the resulting
models (Supplemental Figs. S9-513) and observed that both the
models and cell assignments are similar to the ones obtained

when using the full set of cells (~90% agreement for cell assign-
ment) (Supplemental Table S5). We also tested the impact of
some of the parameters used by the model and observed that with-
in a reasonable range the changes did not have a large impact on
the resulting model (Supplemental Figs. S14, S15).

Comparisons to prior methods

While pseudo-time-ordering methods differ from scdiff in several
aspects (including the use of the profiled time for the initial assign-
ment and the ability to infer continuous vs. discrete ordering),
both types of methods attempt to infer models for the progression
of cell states in developmental studies. We have thus compared
scdiff to pseudo-time-ordering methods. Past work has shown
that some of these methods, including Monocle (Trapnell et al.
2014), SCUBA (Marco et al. 2014), and principal component anal-
ysis (PCA), fail to accurately model cell assignment and trajectories
for the lung development data discussed above (Rashid et al. 2017).
Here we further analyze the performance of another method,
diffusion pseudotime (DPT) (Haghverdi et al. 2016) on the lung
(Treutlein et al. 2014) and on MEFs reprogramming data (Treutlein
etal. 2016). As can be seen in Figure 4, while DPT finds some struc-
ture in both data sets, it fails to correctly separate cell types and
identify branching for the lung data and does not accurately order
the reprogramming data. In contrast, our method is able to both
correctly assign cells to states and identify the progression of
time from embryonic cells to developed neurons. For comparison
using bone marrow data, see also Supplemental Figure S16 (Olsson
et al. 2016).

In addition to direct comparisons that focus on the ordering
and cell assignments (which is the focus of all prior methods in-
cluding TASIC) (Rashid et al. 2017), these prior methods do not
use protein-DNA interaction data and so cannot directly identify
the set of TFs that regulate each branching point. Thus, a major ad-
vantage of our method is the ability to rely on such data to infer
not just cell assignment but also the regulatory events that drive
this process. To assess the impact of this novel aspect of our meth-
od, we have applied the method without using TF information
(i.e., similar to prior methods which only use expression similari-
ty). Results are presented in Supplemental Figure S17. As can be
seen, cell assignments and enriched TFs (based on their targets)
were different when not using the TF-gene interaction informa-
tion to construct the model. Six terminal cells (7.5%) are assigned
to an incorrect state in this case. We also see differences in the set
of significant TFs (calculated as a post-processing step when not us-
ing them for the learning). Specifically, several TFs that are known
to be involved in epithelial lung development are missing from the
non-TF model. These include FOXA1, which regulates the lung ep-
ithelial differentiation (Besnard et al. 2005); GATA6, which regu-
lates the differentiation of distal lung epithelium (Yang et al.
2002); RFX3, which affects the airway epithelium development
(Didon et al. 2013); and others.

Staining experiments agree with predicted TF activity time

To test model predictions for the activity of TFs, we used staining
experiments in developing mouse lungs. We selected a number
of factors that were either novel predictions or for which the pre-
diction of their regulatory timing was novel. These include overex-
pression (OE) of the hypoxia-inducible factors (HIF1A), which has
been identified in a variety of developmental, physiologic, and
pathogenic processes within the lung (Shimoda and Semenza
2011; Tibboel et al. 2015); SOX9, which has multiple roles in the
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Figure 4. Performance comparison with diffusion pseudotime (DPT). (A) DPT analysis of the Treutlein et al. (2014) mouse lung single-cell data (the data
used in Fig. 2). (Left) Cells colored by their type as determined by Treutlein et al. (2014). (Right) Cell assignment by DPT using default parameters. While DPT
finds some structure in the data, it is unable to separate the AT1 and Club cells and does not show any major branching prior to E18.5. (B) DPT analysis of
mouse embryonic fibroblasts (MEFs) reprogramming data (Treutlein et al. 2016) setting 2. While the DPT model finds a branch leading from the MEF cells
to the neurons, it does not order correctly the intermediate day 2 and day 5 cells (note that day 5 cells are mostly on the other branch and only day 2 cells are
close to neurons). (C) In contrast, a model based on our method for the same data correctly places most day 2 cells in the second level with day 5 cells closer

to the neurons. See also text for discussion.

lung epithelium, including the regulation the extracellular matrix
(Rockich et al. 2013); and known epithelial cell markers.

HIF1A is predicted to be regulating AT1 and AT2 states, and its
targets are predicted to be down-regulated in these states, indicat-
ing that OE of Hifla at E18.5 may affect AT1/AT2 cell differentia-
tion or function. A modest sacculation defect, increased dilation,
and regional difference in the SFTPC (AT2 marker) and HOPX
(AT1 marker) distribution were observed in the staining results
(Fig. 5A,B) at E18.5, consistent with model predictions.

SOX9 (Supplemental Fig. S18) was highly expressed in pe-
ripheral regions of proliferating AEC progenitor cells at E16.5.
SOX9 staining decreased dramatically by E18.5 matching our pre-
diction. In our model, SOX9 is predicted to have a relatively high
activity in edges from states at E16.5 and also the predicted expres-
sion of Sox9 is highest in early proliferative progenitor states, con-
sistent with the loss of SOX9 staining at E18.5.

Perturbation experiments support model predictions

While the overall model structure provides some insights about
the process of epithelial cell differentiation, an important advan-
tage of TF-based assignment is the ability of the model to make spe-
cific predictions about possible perturbation experiments and
their outcome. Specifically, if a TF is predicted to regulate a specific
pathin the model (e.g., the edge from E1_16_0to E2_16_0) but not
the other fates that descend from the same parent state, then a pos-
sible prediction is that the knockout (KO) or OE of that TF (depend-
ing on the impact the TF has on its downstream genes) would
impact the specific path it regulates and the cell fates associated
with it but much less so for other fates. We have thus collected
available KO and ChlIP-chip data for three TFs identified in our
model and compared the results to the model for the specific TFs
analyzed. For each such expression experiment, we compare the
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Increased HIF1A activity disrupts sacculation and influences AT1/AT2 cell distribution. (A,B) Experimental results for HIFT1A staining. HIF1A

(three-point mutant) was expressed under conditional control of SFTPC-rtTA, (otet),-HIF1A-TPM. Doxycycline was provided to the dam from E12.5 to
E18.5. Single transgene (STG) controls, lacking HIF1A-TPM expression (n=3), were compared with double transgenic (DTG) mice expressing HIF1A-
TPM under doxycycline control in airway epithelial cells (n=4). Staining of lung tissue for ACTA2 (smooth muscle actin), HOPX (an AT1 cell marker),
and SFTPC (proSP-C, and AT2 cell marker) are shown. (C) Model prediction for HIFTA. HIFTA is identified as a top regulator of AT1 cells (ranked as the
12th TF) with a lower, though still significant, impact on AT2 cells (ranking as the 33rd TF). (D) mRNA expression of Hif1 a in the different states reconstruct-
ed by the model. As predicted by the model, OE of Hifla influences AT1/AT2 cell distribution with a larger impact on AT1 cells compared with AT2 cells.

correlation of the wild-type (WT) and KO differentially expressed
(DE) genes to the average expression profile for those genes in
each of states. For each state in our model, the KO correlation
can either be similar to the WT correlation, in which case we can-
not infer a large impact of the TF, or be different than the WT cor-
relation, in which case we can infer that the TF is impacting the
expression of genes in the state/cell subtype.

The first TF we looked at was CREB1, which was predicted to
regulate both the AT1 (E2_16_4—E3_18_0 (AT1 28, BP 8)) and AT2
(E2_16_4—E3_18_2 (AT2 11, BP 4)) edges. It was also found to be
regulating ciliated (E1_16_1-E2_18_4) and Club (E1_16_1-
E3_18_1) cells. We used WT and KO data for Creb1 from an exper-

iment profiling lung epithelial cells at E17.5 from (Bird et al. 2011).
We identified 273 DE genes between the Creb1 KO and WT sam-
ples and then calculated the correlation between the expression
of these DE genes in the WT/KO Creb1 study and the expression
of the predicted states in our model. As predicted by the model,
and as can be seen in the first three columns of Table 1, Crebl
KO had the strongest impact on AT1 and AT2 gene expression.
Specifically, while WT Creb1 data exhibited a highly significant
correlation with AT1 and AT2 cells (correlation coefficient=
0.401), a KO of Creb1 led to much lower correlation (correlation co-
efficient=0.124). This suggests that CREB1 may indeed be re-
quired for the differentiation of AT1 and AT2 cells. These results
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Table 1. Spearman correlation of DE genes between Creb1 KO data and predicted clusters

E3_18_0 E3_18 2 E4_18_3 E2_18_4 E3_18_1
AT1(28),BP(8) AT2(11),BP(4) AT1(13),BP(1),Club(1),AT2(1) ciliated(3) Club(10)

Creb1 WT (0.449, 1.1 x 10712 (0.371, 2.6 x107%) (0.383,2.32x107%) (0.209, 0.0015) (0.352, 4.83x1078)

Creb KO (0.196, 0.00306) (0.038, 0.569) (0.137, 0.0390) (0.0516, 0.439) (0.0637, 0.339)

were supported by Besnard et al. (2011) and Antony et al. (2016),
demonstrating a severe lack of AECs in Crebl-deleted mice.
Similarly, WT Creb1 data show a strong correlation with Club cells
(correlation coefficient = 0.352), while the correlation with the KO
Creb1 experiment is much lower. We have observed much weaker
correlation between ciliated cells and Creb1 WT data and no corre-
lation with the Creb1 KO data.

HMGAZ2 was identified as a TF required for proper cell differ-
entiation in our model. While it is known to be involved in lung
cancer (Di Cello et al., 2008), its role in lung development is
much less clear. HMGAZ2 was predicted to regulate the proliferative
bipotential precursor edge (E0_14_0—E1_16_1 [proliferative bipo-
tential precursor 9]) and its descendent AT1 edge (E2_16_4—
E3_18_0 (AT1 28, BP 8)) and AT2 (E2_16_4—-E3_18_2 (AT2 11,
BP 4)). We looked at Hmga2 KO experiments performed at E18.5
from Singh et al. (2015). We identified a set of 298 DE genes.
WT Hmga2 expression levels are highly correlated with AT1 and
AT2 states (correlation coefficient 0.509 for AT1 and 0.440 for
AT2) (Table 2). This correlation disappears for the KO HmgaZ2 ex-
periment, which supports the model predictions. The model also
predicts HMGA2 as a regulator of Club cell differentiation
(E1_16_1, the direct parent of the Club cells state). We did not ob-
serve an impact of Hmga2 gene deletion on the correlation with cil-
iated cells.

NKX2-1 is a critical factor regulating lung epithelial differen-
tiation (Minoo et al. 1995). Our model predicts NKX2-1 (TTF1) to
be active at the early stage of lung epithelial cell differentiation. It
was predicted as the regulating factor for edge E0_14_0 (common
ancestor)—»E1_16_2 (proliferative AT2 early precursor) and edge
E1_16_1 (proliferative bipotential precursor)-E2_16_4 (noncy-
cling AT1 precursor and noncycling AT2 precursor). In order to val-
idate this prediction, we downloaded ChIP-chip experiment for
NKX2-1 performed in lung epithelial cells from Tagne et al.
(2012). We compared DE genes in each state (defined as genes
whose expression in the descendant state is different from their
expression in the parent state), the observed targets of NKX2-1
from the ChIP-chip experiment using hypergeometric test
(Supplemental Table S6). The experimental results match the mod-
el well. Edges predicted to encode active NKX2-1 TF are much more
enriched for targets of NKX2-1 (e.g., P-value of 0.007 for the edge
from EO_14_0 to the E1_16_2 node based on hypergeometric dis-
tribution). In contrast, several of the other edges, which were not
predicted to be regulated by NKX2-1, do not overlap with targets,
indicating that the model can discriminate between active factors
for specific fates.

Staining and OE experiments further support model predictions

We performed staining experiments in developing mouse lungs
to see if factors identified by the model based on expression and
regulation are indeed active at the protein level at time predicted.
For this, we looked at SOX9, which has multiple roles in the
lung epithelium, including the regulation the extracellular matrix
(Rockich et al. 2013), and at the hypoxia-inducible factor (HIF1A),
which has been identified in a variety of developmental, physio-
logic, and pathogenic processes within the lung (Shimoda and
Semenza 2011; Tibboel et al. 2015).

SOX9 (Supplemental Fig. S18) was highly expressed in pe-
ripheral regions of proliferating AEC progenitor cells at E16.5.
SOX9 staining decreased dramatically by E18.5 similar to its as-
signment in the model and its expression in these points. In our
model, SOX9 is predicted to have a relatively high activity in edges
from states at E16.5, consistent with the loss of SOX9 staining at
E18.5.

HIF1A is predicted to be regulating AT1 and AT2 states (Fig.
5C) and its targets are predicted to be down-regulated in these
states, indicating that OE of Hifla at E18.5 may affect AT1/AT2
cell differentiation or function. HIF1A and its targets are down-reg-
ulated at later stages of the model (Fig. 5D). A modest sacculation
defect, increased dilation, and regional differences in SFTPC (AT2
marker) and HOPX (AT1 marker) distribution were observed in
the staining results (Fig. 5A,B). As predicted, increased activity
(OE) of Hifla disrupted sacculation and impaired epithelial cell dif-
ferentiation, consistent with model predictions.

Given the staining results obtained for HIF1A, we performed
additional experiments to test the impact of its expression on
downstream genes. As mentioned above, HIF1A was predicted as
a regulator for both AT1 edge (E2_16_4—E3_18_0 (AT1 28, BP 8))
and AT2 edge (E2_16_4—E3_18_2(AT2 11, BP 4)). However, unlike
the other TFs mentioned above, we observed a decline in the ex-
pression levels of Hifla at target states, indicating that the activity
of this TF activator needs to be reduced during lung development
(Fig. 5). Following (Bridges et al. 2012), we used a cDNA construct
that constitutively activates Hifla in normoxic conditions. We
compared two versions of OE Hifla: single transgenic samples
(STGs) and double transgenic samples (DTSs). We identified 223
DE genes between STG and DTG and used this to examine the cor-
relation between states in our model and Hifla OE. The results are
presented in Table 3.

Our results support the role of HIF1A as a regulator of (re-
pressed) lung development. Although the OE results for Hifla

Table 2. Spearman correlation of DE genes between Hmga2 KO data and the predicted states

E3_18.0 E3_18 2 E4_18_3 E2_18_4 E3_18_1
AT1(28),BP(8) AT2(11),BP(4) AT1(13),BP(1),Club(1),AT2(1) ciliated(3) Club(10)

Hmga2 WT (0.509, 4.78 x 1072") (0.440, 1.6 x1071%) (0.397,1.1x10713) (0.176, 0.00231) (0.441,1.351x1071%)

Hmga2 KO (0.0889, 0.126) (-0.0433, 0.457) (0.0582, 0.317) (0.167, 0.00378) (0.0154, 0.792)
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Table 3. Spearman correlation of DE genes between Hifla OE experiment and predicted clusters

E3_18_0
AT1(28),BP(8)

E3_18 2
AT2(11),BP(4)

AT1(13),BP(1),Club(1),AT2(1)

E4_18 3 E2 18 4

ciliated(3)

E3_18_1
Club(10)

Hifla STG
Hifla DTG

(0.134, 0.0495)
(0.04447, 0.516)

(0.197, 0.00383)
(0.0133, 0.847)

(0.167, 0.0144)
(—0.046, 0.503)

(0.137, 0.0455)
(~0.05112, 0.456)

(0.194, 0.00442)
(~0.0486, 0.479)

(Table 3) did not show significant correlation difference between
STG and DTG mice samples, the staining experiments (Fig. 5) as
well as the direction of correlation coefficient change in Table 3,
support the model prediction.

Analyzing additional data sets

To further test if our method can be generally applied to analyze
progression pathways from single-cell RNA-seq data, we have
also used it to analyze time series single-cell data sets from MEFs re-
programming (Treutlein et al. 2016) and from mouse bone marrow
(Olsson et al. 2016). The MEFs reprogramming data set focused on
two settings: The first studied cells treated by ASCL1, and the sec-
ond looked at cells treated with a combination of ASCL1, POU3F2
(previously known as BRN2), and MYT1L. Our model identified
ASCL1 as a key regulator for both conditions even though the in-
formation about the specific gene perturbation experiment was
not used in the learning process. Several other known factors
were identified. The model accurately assigned cells to states
(Supplemental Figs. S4, S19) and provided a map for the differen-
tiation of MEFs to multiple cell fates (for interactive model, see
Supplemental website). Similarly, for the mouse bone marrow
data (Olsson et al. 2016), our predicted model correctly determines
that HSCP cells differentiate to Mono and Gran cells through a se-
ries of intermediate states. For more details about performance
comparison on additional data sets, see the Supplemental Results
and Supplemental Figures S20 and S21.

Discussion

We developed and tested a computational method for reconstruct-
ing dynamic regulatory networks from single-cell time series data.
Unlike prior methods for pseudotemporal ordering of such data,
our method uses static information about targets of TFs both to im-
prove the learning of a branching model and to identify TFs that
regulate various stages in the process. Applying our method to sin-
gle-cell lung development data from multiple laboratories allowed
us to reconstruct developmental pathways for a number of differ-
ent types of lung epithelial cells. As we show, the reconstructed
models both capture known biology (in terms of cell groupings
and temporal assignment of events) and raise new hypotheses
about the roles that certain TFs play in the development of specific
cell types. We validated these predictions using both immunoflu-
orescence staining and expression experiments identifying new
roles for a number TFs in regulating lung development.

One of the predicted TFs, HIF14, is known to decrease in ex-
pression with advancing gestation in the fetal mouse lung (Bridges
et al. 2012). To assess the effects of HIF1A on epithelial cell differ-
entiation, an oxygen-stable form of HIF1A was conditionally ex-
pressed in respiratory epithelial cells. As predicted, OE of Hifla
inhibited maturation of AT1 cell precursors, indicated by decreased
intensity and numbers of HOPX-stained AT1 cells, and increased
proportion of proSP-C-stained AT2 cells. Additional support to
the model was obtained using immunofluorescence confocal mi-

croscopy analysis of fetal mouse lung from the canalicular
(E16.5) to saccular stage (E18.5) of lung morphogenesis. At
E16.5, lung mesenchyme was prominent and epithelial cells lining
peripheral regions of acinar buds stained for both NKX2-1 and
SOX9, as predicted by the model (Supplemental Fig. S18). At
E18.5, the peripheral acinar buds had dilated, mesenchyme had
thinned, the levels SOX9 were markedly decreased, and HOPX
had increased, consistent with differentiation of AT1 and AT2
cell progenitors. Phosphohistone H3, a marker of cell proliferation,
expressed in the SOX9-positive epithelial progenitors and associat-
ed mesenchyme at E16.5, was markedly decreased at E18.5, consis-
tent with the decreased proliferation that occurs with advancing
gestation in the mouse lung.

The limited knowledge of TF-DNA interaction is one bottle-
neck of our method. For example, we did not have the targets for
HOPX in our database and thus were unable to predict it as an
active regulator. In order to overcome this problem, our method
provides the ability to predict top DE genes for each edge. By com-
bining predicted regulators and top DE genes information, our
model is able to identify potential regulators even without accurate
target information. For example, the aforementioned missing reg-
ulator Hopx was predicted as top DE genes (top up-regulated DE
genes in AT1 paths and top down-regulated DE gene in AT2 paths),
which is consistent with the fact that Hopx is an AT1 marker.

To further test if our method can be generally applied to ana-
lyze progression pathways from single-cell RNA-seq data, we have
also used it to analyze single-cell RNA-seq from MEFs reprogram-
ming data (Treutlein et al. 2016) and time series mouse bone mar-
row (Olsson et al. 2016). The reconstructed models in both cases
agreed with known biology while highlighting several novel TFs
as potential regulators. These results highlight the global applica-
bility of the method, which we hope can be used to study a wide
range of developmental and differentiation processes.

Methods
Single-cell RNA-seq data sets

We downloaded time series lung single-cell data from Treutlein
et al. (2014) and MEFs reprogramming single-cell data from
Treutlein et al. (2016). We also used lung single-cell E16.5 data
from Du et al. (2015) and Guo et al. (2015). We preprocessed these
data sets as was done in the original paper (Treutlein et al. 2014).
Specifically, (1) if the FPKM of gene expression is smaller than
one, the gene will be regarded as not expressed; (2) genes with
zero variance across cells are removed (we also tried a more strin-
gent criterion, please refer to the Supplemental Results and
Supplemental Figure S22 for details); and (3) transform to Log
FKPM.

Initial clustering of single cells

We start by clustering the single cells at each individual time point
to get an initial cell assignment. For this, we use a correlation-based
method that was shown to be more suited than Euclidean distance
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when dealing with noisy (and sometimes partial) data (Zimek et al.
2012). We use Spearman correlation to compute a similarity ma-
trix across cells. Next, spectral clustering (Ng et al. 2001) is used
to cluster single cells based on the similarity matrix. For larger
data sets with thousands of cells, the time complexity of the
spectral clustering (O(n®), where n is the number of cells) may be
prohibitive. For such data sets, we have also implemented an alter-
native initial clustering strategy: PCA+k-Means, which is much
faster and does not significantly impact results. For the complete
details, see Supplemental Methods, Supplemental Results, and
Supplemental Figures S23 and S24. To determine the number of
clusters for each time point (or states in our initial model), we
used several quality assessment scores. We combined these scores
using an ensemble strategy similar to random forest to determine
the optimal number of Clusters k for each time point. For the
discussion of methods used and how they were combined, see
Supplemental Methods.

Reassigning clusters and initial model construction

The initial clustering was based on the time point associated with
each cell in the time series experiment. However, several recent
studies indicate that cells may be unsynchronized with respect
to their state even if they are collected at the same time point
(Goranov et al. 2009; Trapnell et al. 2014). Thus, some of the clus-
ters at a specific time point may represent states that are either ear-
lier or later than other clusters in the same time. In this work, we
developed and used the ‘Similarity To Ancestor-STA’ (STA) strategy
to infer an initial cluster assignment to various levels in the model.
STA computes the Spearman correlation between the expression of
all cells (where the expression of cell is defined as the expression
vector of all genes in the cell) within every cluster and the expres-
sion of the cluster(s) at the first time point. STA of a cluster repre-
sents a vector of Spearman correlation values between the
expression of each cell within the cluster and the expression of
cluster(s) at the first time point. Clusters (except for the ones be-
longing to the first time points) are sorted based on the average
STA of the cluster. Next, we compute the significance of the differ-
ence in correlation between consecutive clusters in the ordering
using ranksum test pv = ranksums(STAx,STAy) for a pair of clusters
X and Y. If we find a point in the ordering where the difference
is significant (P-value <0.05), we assign the clusters that follow
that break to a new level. This process is continued for all levels un-
til reaching the last cluster (see also Supplemental Methods).
Once we determined the set of levels in the model and the
clusters associated with each level, we next connect clusters in
each level to the most similar cluster (in terms of correlation) at
the level right above it. By connecting all clusters to their parents,
we get a graph (clusters as Nodes, parent—child relationship as
Edges) that structurally represents the differentiation model.

Predicting TFs regulating differentiation pathways

An important aspect of our method is the ability to both recon-
struct and analyze the differentiation pathways based on the set
of TFs that regulate various state transitions. TFs whose targets
are active in later stages of the process are likely active at earlier
stages (in order to activate or repress their targets), and so expres-
sion levels of TF at a specific time point can be used to determine
cell assignment and state connections at the next time point. We
discuss below how we use TFs to impact these aspects. Here we dis-
cuss how we identify a set of TFs that are used to seed the model
and the transition and emission probabilities.

We used the TF-gene interaction data from Ernst et al. (2007)
and Schulzetal. (2012). “TF-gene interaction data” refers to the in-

formation about potential targets for TFs. The data are in a form of
matrix with each entry denoting a TF-gene pair. Values are either
binary (yes/no evidence for the interaction) or probabilities (be-
tween zero and one) depending on the source used to infer the in-
teraction. For complete information on how the data are collected
and processed, see Schulz et al. (2012). Following the initial model
construction, we first identify a set of DE genes (from parent cluster
to current cluster) for each cluster (state) in our model. By using
this set, we identify TFs that are enriched for DE targets in each
state using the hypergeometric distribution. TFs with P-value
<0.1 are kept as the candidate regulators. Next, we check which
of the candidate TFs are expressed in the parent node of the state
(expressed in at least 20% cells of the cluster). TFs that are both sig-
nificantly enriched and expressed are used in the expression pro-
gression Kalman filter model as discussed below. A ranking was
also provided beside the P-value for each regulating TF to demon-
strate the relative regulating power at each specific edge.

To select a subset of TFs for each of the edges in the model, we
use a Lasso regression method (Tibshirani 1996), which uses the
TF-gene interaction data to predict the expression values for target
genes in the downstream state. We first classify genes in that state as
up-regulated t, down-regulated |, or not-changing ~ comparing
the parent state (Supplemental Methods). Next, a logistic regres-
sion classifier that uses the interactions between selected TFs and
the genes as inputis trained with the target of maximizing the abil-
ity to predict the level of the target gene expression based on the in-
teraction data alone. The idea behind this is that TFs that are active
would be selected by the Lasso method since they provide useful in-
formation about their targets, whereas those that are inactive or less
significant would have very small coefficients and be removed from
the model. For complete details, see Supplemental Methods.

A Kalman filter model for differentiation progression

To model expression changes and regulation during single-cell dif-
ferentiation, we use a Kalman Filter model. Similar to hidden
Markov models (HMMs), when using a Kalman filter we need to es-
timate transition and emission models, though unlike the uncon-
strained version in HMMs, these take a specific, linear form. Our
Kalman Filter model assumes that gene expression at cluster s is re-
lated to the expression of its parent cluster Ps based on the follow-
ing transition model:

Xs = ASXPl + Bs + ws, (€]
ws ~ N(©0,Q), (2)

where X, denotes the gene expression vector at cluster s, Xps de-
notes gene expression of the parent cluster of s, and w; is the pro-
cess noise, which is assumed to be drawn from a zero mean
Gaussian noise. A is the linear transition matrix, and B is the offset
matrix. We set A to be the identity matrix to denote the fact that
genes in descendant states are expected to be similar to genes in
their parent states, as was done in prior methods for modeling tem-
poral progression in single-cell studies (Bendall et al. 2014; Marco
et al. 2014; Trapnell et al. 2014; Julia et al. 2015; Shin et al. 2015).
However, unlike these prior methods, our model allows for a diver-
gence in gene expression between parent and child states for genes
that are regulated by TFs that are predicted to be active in the par-
ent state. This is the goal of the B matrix. To encode this, we use the
logistic regression model discussed above. Once the model is
learned, we have a set of active TFs for each state. We then use these
TFs and the parameters learned for them to assign a label to each
gene in the descendant state. Following these assignments, each
gene in state s is either up-regulated 1, down-regulated |, or not-
regulated ~. Note that these labels are a function of the parent,
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and so if we reassign a state to another parent in the model (see be-
low), they may change, allowing the model to refine assignments
in cases where cell memberships change.

Next, we label gene expression changes in the descendant
states as follows. If gene g is determined to be “up-regulated,”
then its expected expression value in cluster s will be the expres-
sion of its parent cluster Py multiplied by an up-regulation scaling
factor U (1/U for down-regulation). If g is predicted to be not regu-
lated, then its expected expression is the same as the one at Ps.

To handle dropouts, we use a variant of the zero-inflated neg-
ative binomial model (Kharchenko et al. 2014), which we adjust to
handle continuous values (in our case, Gaussian emission distribu-
tion). Specifically, we use, similar to zero inflated models, a mix-
ture model for the expression emission probability. This enables
us to account for dropouts (zeros in the expression matrix) without
fully penalizing the cells when computing their likelihood of be-
ing emitted from the state. Specifically, we set the emission prob-
ability to

P(gls) = wgp1(gls) + (1 — we)p2(819), 3)
P18 15) ~ NXE, 09), €))

_ |k ifg=0.
P281s) = {O, otherwise. )

where X¢ is the mean of expression of gene g in cluster s as dis-
cussed above and o, denotes the variance of gene g (1 —wy) is
the fraction of dropped out genes for that cluster obtained by max-
imum likelihood estimation (MLE) as the ratio of cells with nonze-
ro values for that gene in the cluster. k is an arbitrary probability
value, which is the same for all dropped genes in all clusters. The
Kalman filter model for STA was defined similarly as the expression
model described above. Please refer Supplemental Methods for
complete details.

Learning parameters for the Kalman filter model

We used the initial assignments discussed above to fit gene expres-
sion transition and emission models. Given current assignments,
we can compute the MLE of the transition and emission noise var-
iance. As mentioned above, we also use the initial assignments and
structure to determine parameters for the logistic regression mod-
el, which in turn determine the set of values used in the B transi-
tion offset matrix for each parent—child relationship. For
complete details, see Supplemental Methods.

Model refinement and cell reassignments

Once we learned the initial transition and emission parameters, we
can determine the global likelihood based on the assignment of
cells to different states in the model.

n
log(Likelihood(c1, ¢z, ..., ¢y, AIM)) = ) " logP(c;, silM)  (6)
i=1

=) [log(P(s)P(cilsi)] @
i=1

I

= > [log(P(si) + 1og(P(STAs:)) + 10g(P(Gils)] (8)
i=1

=) {log(P(s;) + 10g(P(STA Is;) + Y _ log(P(slsn}. (9
i=1 SKES!
log(P(si) = log([ | p(qlg,» (10)

9E€Q
- >

log(qlqp)- an
qEQ;:path to s;

Here n is the number of all cells, A represents the current assign-
ments of cells to states, gi is the set of all genes for cell i (¢;), and
s; is the state to which cell i is assigned. P(Gj|s;) is the expression
probability of ¢;, which indicates the agreement of gene expression
between ¢; and the state s;; P(gi/s;) is the expression probability of
gene g, which represents the probability that gi is emitted by state
si. P(STA.ils;) is the time probability of ¢;, which indicates the agree-
ment of STA values between ¢; and state s;. Q; is the path from the
root node to state (node) s; including the root node: P(root|
00t parent) = P(toot|None) = P(root). log(qlg,) modeled the transi-
tion relations and was estimated based on the current assignment:
P(qlqp) = |1C4l/ICPp,|. |Cy| is number of cells at state q. CP;, denotes
the number of cells, which are from all children states of g, (parent
state of g).

We next attempt to improve the likelihood of the model by
refining the model structure (i.e., changing parent-descendant as-
signments) and reassigning cells to states in the model. To reassign
cells, we compute the maximal probability for cell ¢;, P(cj|s) for all
states s in the model. Specifically we find

Assign(c;) = argmax P(c;, A|M) (12)
= argma?{P(ci,s) (13)
s
= argmax P(s)P(STA,|9)P(Gils) (14)
= argmax P()PSTAils) [ | P(gkls) (15)
$ SKESi
= argmaxlog (P(s)) + log (P(STA;|s)) + Z log (P(gkls)). (16)
s SEg'

Note that assignment can lead to states becoming empty. If this
happens, these states are removed from the model. After reassign-
ing cells to states, we further refine the model by updating nodes
(states) and edges (parent relationship). We remove states that be-
come empty and recompute the edges (fromNode, toNode, regu-
lating TFs) by updating the parent for each remaining state. For
this, we use the (re)assigned cells to recompute a set of DE genes
for that state, test which potential parent state in the preceding lev-
el maximizes the transition function for that state (based on the lo-
gistic regression model computed for the parent), and select the
parent with the highest likelihood. Once a parent is assigned, we
recompute the set of TFs for the edge by using the new set of DE
genes for each state (if reassignment of cell changed the set).

Identifying epithelial cells in a large cohort of E16.5 lung cells

In this work, we integrated data from multiple prior lung develop-
ment single-cell studies. One of the data sets we used was the
LunGENS (Du et al. 2015; Guo et al. 2015), which profiled 49 sin-
gle cells from fetal mouse lung at E16.5 using RNA sequencing of
cells separated-using the Fluidigm C1.

Perturbation and imaging experiments

All mouse experiments were performed under AAALAC-approved
protocols reviewed at Cincinnati Children’s Hospital Medical
Center (CCHMC). For immunofluorescence confocal microscopy,
lung tissue from embryos (E16.5 and E18.5) was fixed in 4%
PFA (PBS). Tissue was sectioned at 5 microns for paraffin and 7 mi-
crons for frozen samples. Slides were incubated with antisera
versus NKX2-1 (catalog number: RB1231; rabbit, Seven Hills
Bioreagents), SOX9 (catalog number: AB5335; rabbit, Millipore),
SFTPC (catalog number: SC-7706; goat, Santa Cruz), HOPX (cata-
log number: SC-30216; rabbit, Santa Cruz), and ACTA2 (catalog
number: A5228; mouse, Sigma-Aldrich) or phosphohistone
H3 (catalog number:SC-12927; goat, Santa Cruz). Detailed
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methodologies are provided in the Lung Image website accessible
at https://research.cchmc.org/lungimage. Sections were imaged
on a Nikon A1Rsi confocal microscope. For studies of HIF1A, tissue
was obtained from fetuses (E18.5) of transgenic mice engineered to
express a HIFIA mutant protein under control of the human
SFTPC-1tTA promoter construct by expressing (tetO)7/CMV/
HIF1A/ODD/N803, a normoxia stable form of HIF1A. Administra-
tion of doxycycline activates expression of the transgene in fetal
respiratory epithelial cells. Dams were treated with doxycycline
from E16.5 until E18.5, the time of sacrifice. Doxycycline-treated
single transgenic and double transgenic fetuses were identified
by genotyping. Imaris and Nikon Elements software was used to
export images, and Adobe Photoshop used to adjust levels of fluo-
rescence for data display.

Mouse studies

An activated form of HIF1A, HIF1A(TPM), was expressed under
conditional control of the SFTPC-rtTA, (otet);-HIF1A TPM.
Double and single transgenic littermates were compared from
dams treated with doxycycline chow from E12.5 until sacrifice,
as previously reported (Bridges et al. 2012). Confocal immunoflu-
orescence microscopy was performed for ACTA2, HOPX, and
SFTPC.

For fetal mouse studies, C57BL/6 mice were time mated to ob-
tain litters at E14.5, E16.5, and E18.5 for immunofluorescence
staining for SFTPC (proSP-C), HOPX, ACTA2 (a«SMA), SOX9, phos-
phohistone H3 (pHisH3), and NKX2-1 (TTF1) as described in the
LungMAP data repository at www.lungmap.net.

Software availability

scdiff is primarily written in Python, available as an open source
tool at GitHub (https://github.com/phoenixding/scdiff). This
GitHub repository includes detailed instructions on how to use
the method. The scdiff source code is also available as the
Supplemental code. All the data and results on the Supplemental
website (http://www.cs.cmu.edu/~jund/scdiff/) are provided as
the Supplemental Materials (Supplemental website).
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