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Abstract
The escalating transmission intensity of COVID-19 pandemic is straining the healthcare systems worldwide. Due to the

unavailability of effective pharmaceutical treatment and vaccines, monitoring social distancing is the only viable tool to

strive against asymptomatic transmission. Pertaining to the need of monitoring the social distancing at populated areas, a

novel bird eye view computer vision-based framework implementing deep learning and utilizing surveillance video is

proposed. This proposed method employs YOLO v3 object detection model and uses key point regressor to detect the key

feature points. Additionally, as the massive crowd is detected, the bounding boxes on objects are received, and red boxes

are also visible if social distancing is violated. When empirically tested over real-time data, proposed method is established

to be efficacious than the existing approaches in terms of inference time and frame rate.
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1 Introduction

The escalating active cases of COVID-19 outbreak, highly

burdened medical care units, and substantial mortality are

straining the healthcare systems worldwide. The major

issue is the asymptomatic transmission of the virus in

which people with no symptoms are spreading the virus

unaware of the fact that they were infected. The potential

spread of COVID-19 virus in 30 days without social dis-

tancing is presented in the Fig. 1.

World health care organization is continuously advising

social distancing, isolation of cases, and intensive testing as

the only effective tools to enable to control of virus spread

in the highly populated countries. Researchers are devel-

oping models to help WHO in this direction [1–3]. Prompt

technical innovative video surveillance monitoring frame-

work using artificial intelligence methods for curbing

social distancing can drastically control the spread of virus

in highly dense areas. Recently, the emergence of deep

learning in the domain of video- surveillance has provided

many promising solutions. The rationale is to utilize

computer vision and deep learning model for implementing

the video surveillance monitoring framework which acts as

a viable tool to strive against the escalating transmission

intensity of COVID-19 pandemic. The goal of proposing

the innovative surveillance monitoring framework is to

minimize physical contact among probably infected people

and healthy people.

According to the norms of WHO [4–6], people must

manage a minimum of six feet space between each indi-

vidual to maintain social distancing. According to the

current study, social distancing is a significant containment

measure and important to avoid SARSCoV-2, since people

with no or slight symptoms might fortuitously transfer

corona epidemic and affect others [7–9]. Epidemiology is a

research of various motives for the transmission of conta-

gious diseases. To examine the phenomena of epidemiol-

ogy, analytical models are the utmost desired choice.

In April 2020 [10, 11], it was declared that the foun-

dation of Artificial intelligence (AI) device can observe

social distancing at workstations. Landing AI Company

appealed that the forthcoming devices can identify whether

the folks are sustaining secure physical distance by
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scrutinizing live videos from the camera. Moreover, this

device can effortlessly combine with existing surveillance

cameras present at various workstations to sustain the

distance between the workers. The proposed work aims to

compare and examine the work of person recognition and

tracking procedures for observing social distancing. The

major contributions of the proposed work are observed as:

• A novel idea of integrating bird eye view with deep

learning algorithm is implemented for monitoring the

social distancing at populated areas.

• Bird eye view helps our idea to improve the scalability

of a system to calculate the social distancing as the

camera will not be needed to be set up in a specific

manner i.e., the height of the camera need not be fixed

nor the angle of inclination.

• A person-specific social-distance evaluation metric is

employed utilizing surveillance video to directly cal-

culate the distance between people without any camera

parameters involvement.

• The simulation results demonstrate that the proposed

work achieves superior performance than other existing

emerging methods like Faster RCNN, SSD, and YOLO

V3.

The remaining paper is structured as follows: the work

related to this field is given in Sect. 2. Further, Sect. 3

provides detail of the proposed bird eye view-based

method to observe social distancing. Later, Sect. 4 gives a

conclusion and the future scope.

2 Related work

The corona-virus epidemic is the chief instantaneous

challenge to public health at present. Throughout the

research, approximately 3 million individuals have recog-

nized positive tests for this severe disease and about

150,000 have passed away. The most reliable procedure to

stop the transmission of this contagious disease is social

distancing. Consequently, it was chosen as an unparalleled

measure in January 2020, when COVID-19 developed in

Wuhan, China [12]. Initially, in the first week of February,

the epidemic in China achieved a peak of approx. 2,000

new cases each day. Further, an indication of relief was

noticed with no new cases by sustaining distancing [13]. It

is obvious that initially social distancing methods were

achieved in China, and further accepted globally to handle

COVID-19.

The consequences of social distancing procedures on the

transmission of COVID-19 endemic were studied by Prem

et al. [14]. The authors employed fake area-specific inter-

action outlines to pretend the current path of the epidemic

via susceptible-exposed-infected-removed (SEIR) models.

Adolph et al. [15] emphasized the USA’s situation, where

owing to the deficiency of common agreement between all

politicians it was not able to embrace primarily, which

caused damage to the public fitness. Further, Kylie et al.

[16] studied the severity of social distancing, and it spec-

ified that few actions can be allowed through evading an

enormous epidemic. As the corona-virus disease com-

menced, several nations have taken the benefit of tech-

nology to hold the epidemic [17–19].

Several countries have utilized GPS for recording the

activities of doubted or diseased people, to observe any

probability of their contact with fit people. Arogya Setup

App is used by the government of India, which utilizes

Bluetooth and GPS for localizing the existence of COVID-

19 patients in the neighborhood [20]. In contrast, drones

and other surveillance cameras have been used by law

enforcement sectors for detecting a massive crowd of

public, and actions are taken to scatter the mass [21, 22].

Researchers are employing machine learning algorithms

for vision-based monitoring system for monitoring crow-

ded areas [23, 24] but very less work has been done in

implementation of efficient framework using deep learn-

ing-based algorithms.

This physical involvement in such life-threatening cir-

cumstances may help to smooth the curve, however, it

Fig. 1 Potential spread of virus

without social distancing
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carries an exclusive fear to the community and is thought-

provoking to workers. All discovered literature undoubt-

edly creates an image that utilization of human exposure

can simply extend to numerous applications to provide the

condition that rises currently for example to check sug-

gested standards for sanitization, work practices, social

distancing, etc.

3 Experimental investigation

This section presents the data used in the research work

along with explaining the experimental setup.

3.1 Dataset

The data are collected from Oxford Town Center data [25]

which contains the CCTV video of pedestrians in a crow-

ded market area at Oxford, England. This data are available

purely for research purpose in the domain of activity

recognition. The video is generated using surveillance

camera which includes 2200 people.

3.2 Experimental setup

The training is performed using Python programming.

Tensor Flow-based version of YOLOv3 for object

detection.

3.3 Computer vision deep learning models

Recently, the emergence of deep learning in the domain of

computer vision has provided many promising solutions.

Numerous important tasks of computer vision like human

activity recognition, object detection, human pose detec-

tion, etc., can be improvised using deep learning algo-

rithms. Object detection is the domain of recognizing

semantic objects in digital image and videos. The major

research contributions of detecting the objects leveraging

deep learning algorithm are the variants of convolution

neural network (CNN). It usually creates a large set of

windows known as bounded boxes that are in the sequel

and classified by convolution neural network features.

3.4 Camera resolution

The system can be integrated and applied on all types of

CCTV surveillance cameras with any resolution from VGA

to Full-HD, with real-time performance. The proposed

system used video data with a resolution of 1920 9 1080

sampled at 25 FPS. The video was down sampled to a

standardized resolution of 1280 9 720 before it was fed to

the object detection models.

The models implemented for object detection are:

1. YOLO V3: It is fully convolutional network. This

object detection model forms a deep neural network

level from residual network structure [26]. The output

is generated eventually by applying a 1 9 1 kernel on a

feature map. It predicts the objectness score of each

bounding box using logistic regression as shown in the

Fig. 2.

2. Faster RCNN: This model focuses on calculating

regional of interest (ROI) region for finding convolu-

tion. YOLO v3 performs better than Faster RCNN as it

performs fully end to end training along with employ-

ing classification and detection at the same time [27].

3. Single Shot Multibox Detector (SSD): This model was

initially developed for object detection which

employed deep neural network for solving the prob-

lems of computer vision and object detection. It is

different in the terms that it does not resample features

for bounding box hypothesis [28].

4 Proposed framework

The proposed framework is explained well in detail in this

section:

The abstract view of the proposed framework is pre-

sented in Fig. 3. It shows the three major implemented

modules in the proposed work and explained in detail.

1. Calibration: This the first step, we will have to

calibrate the camera such that all the people walking

on the road can be assumed to be on the same plain

road, such that the distance calculated between each

person will be w.r.t the bird eye view. For the

calibration, we need to find the bird eye view of the

perspective that is seen by the camera. That bird eye

view will be converted using four-point perspective.

Finally, we also find the scale factor to convert the

Euclidean distance into real life distance.

2. Detection: The second step contains the detection of

people walking on the road. For this, an efficient

computer vision YOLOv3 object detection model is

implemented.

3. Distance calculation: Once the persons are detected,

bounding box of the persons is received. After the

detection, Euclidean distance is calculated. The calcu-

lated distance is multiplied with the scaling factor to

get the distance in real life metrics such as feet. If d is

the Euclidean distance which is defined as 6 feet for

real-time social distancing is defined as:

D (Euclidean distance) = 6 feet (real life metric) 1

(Euclidean distance) = 6/D feet
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Then, X is used for curbing social distancing as:

X (Euclidean distance) = (6/D) * X feet

If [ (6/D)*X] is less than 6, this implies the social dis-

tancing is not being maintained, and red signal will be

given.

The detailed view of the proposed framework is pre-

sented in this Section.

Figure 4 presents the proposed workflow diagram. The

system starts by capturing the video feed from the CCTV

camera and calculate the frame number if the frame

number is first then that means that the system is being

calibrated and the bird eye view of the frame will be cal-

culated and then pedestrians will be detected but if the

frame number is not one then the system directly starts

detecting pedestrians once the pedestrians are detected, and

bounding boxes are obtained the next step is to find the

distance between people, for that the mid-point of the

bottom of the bounding boxes are taken, and distance

between those points are taken in the bird eye view, if the

respective distance is less than six feet than alert will be

generated else not.

The novelty in our approach is that we have calculated

social-distance after finding the bird eye view of the frame.

This bird eye computer vision is useful in the ways that it

brings the people walking on the road on the same plane so

that the distance that we calculate between them does not

depend on their relative position to the camera.

Bird eye view helps our idea to improve the scalability

of a system to calculate the social distancing as the camera

will not be needed to be set up in a specific manner i.e., the

height of the camera need not be fixed nor the angle of

inclination. Our first step i.e., the calibration step is used to

make it easy for the people to calibrate the system they just

need to click on 4 points the system is calibrated. If this

system is turned to a product it can be very easily adopted.

Fig. 2 Architecture of YOLO v3

Calibration
usingBird Eye

View

Object
Detection using

YOLO V3

Distance
calculation using

Eucledian Distance

Fig. 3 Abstract view of Proposed Framework
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5 Results and discussion

This section presents the discussion of results and com-

parison of the proposed framework with state-of-the-art

methods. An efficient computer vision YOLOv3 is imple-

mented for object detection model. Simulation results are

presented in Fig. 5.

The performance of the proposed version of YOLO v3

using bird eye view is using three important evaluation

parameters i.e., framerate, mAP, and inference time are

explained below:

1. Framerate: This evaluation metric is used in the

computer vision for object detection to record frames

per seconds processing speed (FPS). It is another way

to test the processing speed of model. The results of the

proposed YOLO v3 are compared with two state-of-

the- art models i.e., Faster RCNN and SSD using

Framerate are presented in Fig. 6. It can be observed

that SSD is performing very well, and the proposed

YOLO v3 is not leading much in the speed. For testing

further, mean Average Precision is compared.

2. Mean Average Accuracy (mAP): It is a very popular

parameter to evaluate the accuracy of object detection

models. The rationale is to find the average precision

value for recall value over 0 to 1. Precision helps in

testing how accurate the model is performing the

predictions and recall focuses on how well the trained

model is predicting the positive samples.

3. Inference time: This evaluation metric helps measuring

the predictive performance of an already training

model. The inference time for the trained model

should be as low as possible.

The results of the proposed YOLO v3 are compared

with two state-of-the-art models i.e., Faster RCNN and

SSD using Framerate and mAP are depicted in Fig. 6.

Observing Fig. 6, both SSD and YOLOv3 can be used to

detect pedestrians on the same Oxford Town Center

Dataset and the model which performs better on the data-

set. In order to avoid confusion, Inference time is also

compared. Figure 7 shows the results of the proposed

YOLO v3 with two Faster RCNN and SSD models using

Inference time. The inference should be as low as possible

and as we can observe the inference time of improved

YOLOv3 is the lea stand SSD is not that far behind but

faster RCNN is way too slow. In order to check the com-

prehensive performance of improved version of YOLO V3

with bird eye vision, it can be observed that the proposed

model is far better than the SSD and Faster RCNN and

hence, proposed method is established to be efficacious

than the existing state-of-the-art models.

Start
Read CCTV

Feed
Calculate the
frame number

Genera�ng
Bird-Eye View

frame > 1

Yes

Detec�ng
Pedestrian

Calcula�ng Distance
between people

End Generate
Alert

Yes Distance > Threshold

No

Fig. 4 Proposed workflow
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Figure 8a and b presents the performance of model in

terms of mAP on standard benchmark dataset with normal

and dim light conditions. Light conditions have been

checked on six sets of different populations, and experi-

mental results show that the proposed model exhibits good

performance with balanced mean average precision (mAP)

score. Frame rate is also varied w.r.t. populations, but no

major change has been observed with normal and dim light

conditions. The inference time gives minimal change with

normal and dim light conditions, and hence proves

robustness of the proposed model.

Fig. 5 Simulation results on a dataset using YOLO v3

Fig. 6 Frame rate comparison of proposed YOLO v3 with faster

RCNN and SSD model

Fig. 7 Inference time comparison of proposed YOLO v3 with faster

RCNN and SSD
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6 Conclusion

COVID-19 is not only limited to cause the burden on

sufferers and healthcare services, it also advances the world

to a significant economic loss. This paper presents and fast

and efficient framework for monitoring the social distanc-

ing through object recognition and deep learning models.

The proposed framework first performs calibration using

bird eye view. In second step, YOLOv3 convolutional

neural network-based object detection model is trained.

The third step employs bounding boxes to detect the

individuals violating the social distancing norms. The

comprehensive performance of proposed framework is

validated using real-time data of surveillance video with

different evaluation metrics like mAP, FPS score, and

inference time and is established to be outperformed than

the existing object detection model like SSD and Faster

RCNN. As the proposed approach is extremely sensitive to

the spatial position of the camera, it can also be modified to

adjust better with an equivalent field of view.

For future work, an entire system will be created to curb

the spread of corona-virus in the containment zones to keep

an eye on the massive crowd by integrating a crowd density

detection module for monitoring approximate people in the

public and checking whether an individual is wearing a

mask or not.
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