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From an abstract, informational perspective, protein domains ap-
pear analogous to words in natural languages in which the rules
of word association are dictated by linguistic rules, or grammar.
Such rules exist for protein domains as well, because only a small
fraction of all possible domain combinations is viable in evolution.
We employ a popular linguistic technique, n-gram analysis, to
probe the “proteome grammar”—that is, the rules of association
of domains that generate various domain architectures of pro-
teins. Comparison of the complexity measures of “protein lan-
guages” in major branches of life shows that the relative
entropy difference (information gain) between the observed do-
main architectures and random domain combinations is highly
conserved in evolution and is close to being a universal constant,
at ∼1.2 bits. Substantial deviations from this constant are ob-
served in only two major groups of organisms: a subset of Archaea
that appears to be cells simplified to the limit, and animals that
display extreme complexity. We also identify the n-grams that
represent signatures of the major branches of cellular life. The
results of this analysis bolster the analogy between genomes
and natural language and show that a “quasi-universal grammar”
underlies the evolution of domain architectures in all divisions of
cellular life. The nearly universal value of information gain by the
domain architectures could reflect the minimum complexity of sig-
nal processing that is required to maintain a functioning cell.
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Ever since the inception of the human genome project, the
metaphorical expression “book of life,” denoting the genome

sequence, has captured imaginations of both scientific and lay
communities (1–3). Extending the analogy of a genome to a book
(a text, or a corpus in linguistics), we can think of amino acid
residues as letters, protein domains as words, and proteins as
sentences consisting of ordered arrangements of protein do-
mains (domain architectures) (4).
Genomes show remarkable similarities to natural languages.

Like all cellular life forms, all natural languages are believed to
have descended from a single ancestor (5) and have evolved
through mechanisms comparable to biological evolution (6). In a
written language, individual letters cannot carry semantic in-
formation; the smallest unit of information, therefore, is a word
(7, 8). Protein domains are structural, functional, and evolutionary
units of proteins (9, 10) and are thus analogous to words. This
analogy is reflected in the statistical properties of the domain
repertoires of diverse organisms. The frequency distribution of
domains encoded in any genome follows a power law (9, 11–13).
Power-law distributions have been found in numerous natural and
social contexts, including a broad variety of biological systems (14–
16). An important variant of power-law distributions is Zipf’s law,
which describes the frequency distribution of words in natural
languages (17). The slope of the curve in Zipf’s law for a natural
language is approximately −1 (7), which is close to the slope of
domain frequency distribution in a genome (1). Additionally,
bigram (defined as two consecutive words; nonconsecutive two
word combinations that co-occur in a sentence do not count as
bigrams) frequency distributions in natural languages also follow

power laws; in this case, with a slope of approximately −2 (18). A
similar value has been reported for protein domain bigrams (19).
The function of a protein, to a large extent, is determined by

the arrangement of its constituent domains—that is, its domain
architecture (13, 19). All life forms possess many multidomain
proteins, but both the number of unique domains and the fraction
of multidomain proteins increase with the organismal complexity
(defined as the number of unique cell types in an organism):
Eukaryotes have more multidomain proteins than prokaryotes (4,
9, 20–25), and animals have more multidomain proteins than
unicellular eukaryotes (26). This trend of increased multidomain
protein formation with increasing organismal complexity is known
as domain accretion (27) and apparently plays a major role in
evolution, particularly in major evolutionary transitions such as
the origin of multicellularity (28–33). Of the numerous possible
domain combinations, only a limited subset is actually represented
in genomes, suggesting that domain architectures are shaped by
natural selection (10, 19, 34). It is, therefore, imperative to de-
cipher the rules of association of protein domains.
The smallest information unit in a language is a word, and a

grammar is the set of rules regulating the association of words.
Given that protein domains are analogous to words, the rules of
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association, or the “grammar” of proteins, can be investigated
using tools borrowed from linguistics. The simplest way to explore
the grammar of an unknown language is to perform an n-gram
analysis, a probabilistic language-modeling technique whereby
consecutive words in sentences are treated as a unit to identify
meaningful word associations. Depending on the number of words
(n) in the unit, the analysis can be unigram (n = 1), bigram (n = 2),
trigram (n = 3), and so forth. Such modeling allows determination
of the conditional probabilities of a word, given the previous word
(s). n-Gram language modeling has been widely employed in
various text processing applications and speech recognition (7, 8).
Previously, we introduced an informal bigram analysis to ex-

plore the evolution of protein domain promiscuity—that is, the
tendency of some domains to participate in many different do-
main architectures. A pair of domains on a protein sequence was
considered a bigram, and bigram frequencies were calculated to
measure promiscuity of domains in all major branches of the
eukaryotic evolutionary tree (13, 19). The concept of bigrams, as
applied to protein domains, has since been widely employed in
studies on the evolution of protein domain architectures (35–38).
A formal n-gram modeling of domains provides a probabilistic

framework for deciphering the rules of domain combination in
multidomain protein architectures. Here, we analyze bigram
models from all major branches of cellular life and probe the
evolutionary characteristics of these models. Such modeling
yields an objective measure of genome complexity from the in-
formation theory perspective and provides tools to study the
evolution of complexity. Domain rearrangements and, in partic-
ular, domain accretion made major contributions to evolutionary
transitions such as the origin of eukaryotes and, subsequently, the
origin of multicellular organisms. Estimation of entropy (a mea-
sure of complexity) changes accompanying these events provides a
quantitative framework for the analysis of these crucial aspects of
evolution. We show that the loss of entropy (information gain)
resulting from domain arrangements in genomes is nearly con-
stant across the entire course of cellular life evolution and identify
both similarities and dissimilarities between the “language” of
proteins and natural languages.

Results and Discussion
Domain n-Gram Modeling. Complete proteome data from the
three superkingdoms of life (Bacteria, Archaea, and Eukaryota—
often called domains of cellular life, a term that we do not use
here to denote taxa so as to avoid confusion with protein do-
mains), were downloaded from the UniProt (39) database (see
Methods and Datasets S1 and S2), and domains were mapped
onto the sequence of each protein using HMMER3 (40) and the
Pfam database (41). Altogether, we identified about 23 million
domains across 4,794 species. The domain maps were filtered
(see Methods) to generate nonoverlapping orders of domains for
each protein. Having constructed these domain maps, we pro-
ceeded to generate n-gram models for these genomes.
The n-gram models are made by calculating the conditional

probability of one word (domain), given the proximal adjacent
words. Depending on the number of words considered (the order),
n-gram models are called unigrams (one word), bigrams (two
words), trigrams (three words), and so forth. In this work, we used
only bigram models, not only because these are the easiest to
analyze computationally but also because the fractions of proteins
with three or more domains are low in most organisms, particu-
larly in prokaryotes (42). Thus, the higher-order n-gram models
would include many missing probabilities and therefore become
uninformative. The bigram models were constructed using Eq. 1,
after adding the faux markers “N” and “C” to the beginning and
end of each protein sequence, respectively. We also made models
without the additional markers to control for the effect of these
additions. Unless otherwise stated, the results are from the models
with the N and C markers. In addition, we shuffled the domains in

each genome and constructed bigram models from these shuffled
genomes (see Methods).
Domains are present in restricted contexts; only a small subset of

the conditional probabilities of all possible bigrams assume nonzero
values. More than 95% of all possible bigrams are not found in any
genome (Dataset S3). Thus, for the analyses in which normalized
data are important, such as phylogenetic tree calculation (see be-
low), we used Good–Turing smoothing (43, 44) (see Methods) to
assign nonzero probability values to all possible bigrams.

Entropy of n-Gram Models and Their Evolutionary Trends. There are
∼7,000 languages in the world, divided into 19 linguistic families
(45, 46). Notwithstanding the differences, linguistic universals
have been identified in the grammar and vocabularies among all
these languages (47). In a natural language, the symbols are
concatenated under the constraints of syntactic rules of gram-
mar. The resulting sequence shows a balance between order and
disorder. A rigorous measure of the degree of order can be
obtained by calculating the entropy of such sequences (48).
Entropic concepts are intimately linked to the concept of

complexity in biology (49, 50), which has been defined in various
ways. Entropic measurements of nucleotide and protein sequences
have shown that entropy increases in the course of evolution (51),
and this increase has been explained as a by-product of genome
evolution via a largely nonadaptive, stochastic process (52). This
view of evolution is buttressed by the existence of “universal
laws”—that is, conserved patterns of evolutionary change that
recur in all major divisions of life and do not appear to represent
direct adaptations (53, 54).
We calculated the entropy of the protein language model from

each of the analyzed genomes (Dataset S3). We considered
unigram models as null models, whereby the entropies are de-
termined by the frequencies of individual domains in the ge-
nome. The entropies of the unigram and bigram models were
calculated using Eqs. 3 and 4, respectively. We then investigated
the relationships between the obtained entropies and various
characteristics of proteomes—such as the number of unique
domain families in a genome, domain count, protein count, and
amino acid count—in each of the three superkingdoms of cel-
lular life (Fig. 1 and SI Appendix, Figs. S1 and S2) and in five
major kingdoms (SI Appendix, Figs. S3 and S4). The relation-
ships were nonlinear in many cases, most prominently in Bac-
teria, but converting the values of the proteomic variables to the
log10 scale resulted in a significant improvement of the linear
regression coefficients (Fig. 1, SI Appendix, Fig. S1, and Dataset
S4). As expected, for all three superkingdoms, the unigram en-
tropy shows significant positive correlations with the number of
domain families, total count of domain, number of proteins, and
total amino acid count, each of which can be considered a proxy
for the proteome size (and the genome size in prokaryotes) (Fig.
1 and SI Appendix, Fig. S1). Similarly, the entropy of natural
languages is known to increase with the vocabulary size (8).
For unigram entropies, the slopes of the regression lines are

much greater for the number of domain families (or types) than
they are for the other variables (Fig. 1 and SI Appendix, Fig. S1)
because the entropy of the n-gram models, by design, is primarily
determined by the diversity of domains in a genome. All re-
gression slopes in Archaea are greater than the respective slopes
in Bacteria, suggesting that, in archaeal evolution, increase in the
genome size typically leads to a more pronounced innovation in
the domain repertoire as compared to bacteria. This effect might
be linked to the massive influx of bacterial genes that is thought to
have occurred independently in several major groups of Archaea
(55). The slope of the regression curve of the unigram entropy on
the number of unique domain families in eukaryotes is consider-
ably greater than in prokaryotes, indicating that the growth of the
domain repertoire in eukaryotes results in more uniform domain
frequency distributions than in either Bacteria or Archaea (Fig. 1).
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However, all of the other regression lines (SI Appendix, Fig. S1)
for unigram entropies are notably flatter in eukaryotes than they
are in prokaryotes, which is likely to reflect the substantially
greater contribution of gene duplication to the increase of the
proteome size in eukaryotes compared with prokaryotes (56–60).
Analysis of individual phyla of Bacteria and Archaea shows the
same trends as the bulk analysis, whereas among the eukaryotic
kingdoms, unigram entropies decrease with the increase in ge-
nome size both in fungi and in plants (SI Appendix, Figs. S3 and
S4). This trend is likely to stem from the major contribution of
whole-genome duplications that are common in fungi and plants
(61).
The bigram entropy regressions show clear differences between

the two prokaryotic superkingdoms and eukaryotes (Fig. 1 and SI
Appendix, Fig. S1). In prokaryotes, the bigram regression lines are
roughly parallel to those for the unigrams, indicating that the di-
versification of domain combinations follows the growth of the
domain repertoire which, at least in principle, is compatible with
the notion that multidomain architectures evolve through random
domain combination (11). In contrast, in eukaryotes (in bulk and
in all individual kingdoms; SI Appendix, Figs. S1 and S4), the
bigram entropy regression slopes are slightly negative, indicating
that, with the increasing size of the proteomes, they tend to be-
come more ordered—that is, the distributions of domain archi-
tectures become increasingly skewed. Most likely, this pattern is
due to the proliferation of favorable domain combinations by gene
duplication in complex multicellular eukaryotes, such as animals
and plants. A striking example of such a bigram is the extensive
amplification of nucleotide-binding and leucine-rich repeat pro-
teins that combine an NTPase domain with an array of leucine-
rich repeats (and, in some cases, additional domains), which are
essential for both plant and animal innate immunity but, appar-
ently, have evolved independently in plants and animals (62).

Relative Entropy of Protein Language Models. The entropy of a
language model indicates how much information is carried by the
symbols of a given language in a particular text. The higher the
entropy, the more uncertain we are about the information car-
ried by the text (7, 8). The symbols can be alphabets, words, lines,
or even the full corpus. A surprising and yet unexplained ob-
servation is that all known natural languages possess a nearly
constant relative entropy, which is a measure of entropy loss
(information gain) between a text written in the given language
following the strict rules of grammar and a random sequence of
words (63–66). It has been observed that for all natural lan-
guages, the information gain is about 3.6 bits, which is compat-
ible with the existence of a universal grammar, despite some
distinct, language-specific variations (46, 63).
We compared the relative entropy values (Hg in Eq. 5) of protein

languages across the major prokaryotic and eukaryotic taxa (Data-
set S3). Because the unigram entropy is derived from frequencies of
individual domains in a genome, it can be considered the entropy of

a random disorganized genome. Thus, we calculated the relative
entropy (information gain) by subtracting the bigram entropy from
the unigram entropy for each genome (Hg in Eq. 5). The difference
between the unigram and bigram entropy measures the amount of
information that is gained upon transition from a random collection
of domains in the genome (unigrams) to the observed domain ar-
chitectures (bigrams). This difference in entropy is a measure of the
order imposed on the domain architectures by the rules of domain
association forced by the biological functions that are relevant for
the particular organism—that is, the grammar of the protein lan-
guage. Clearly, the relative entropy calculated using only bigrams is
but an approximation that ignores the information gain from more
complex domain architectures (trigrams, tetragrams, etc.). How-
ever, given the relatively low fraction of proteins with more than two
domains in proteomes (9), these relative entropy values can be
expected to accurately reflect proteomic complexity.
In both the unigram and the bigram entropy distributions, the

median values increase in the following order: Archaea < Bac-
teria < Eukaryota (Fig. 2A and Dataset S5). This trend is not
surprising because archaeal genomes are typically smaller in size
and encode fewer domain families than bacterial, let alone
eukaryotic genomes (67). The median values of the relative en-
tropy (Hg) follow the same order: Archaea (1.13 bits) < Bacteria
(1.21 bits) < Eukaryota (1.28 bits) (Fig. 2A and Dataset S5). The
differences between these median values of the relative entropy
for the three superkingdoms are statistically significant according
to the permutation test (Dataset S6). Nevertheless, the three
distributions strongly overlap as shown by counting discordant
points and calculating Bhattacharyya coefficients (68) for pairs
of distributions (Fig. 2A and Dataset S6).
For both Archaea and Eukaryota, the distributions of relative

entropies are bimodal. The bimodality of the distribution in Ar-
chaea is mainly due to the difference between two groups, one
of which consists of Euryarchaeota and Nanoarchaeota, and
the other consisting of Crenarchaeota and other archaeal taxa.
Euryarchaeota and Nanoarchaeota show an information gain
value close to that in Bacteria, ∼1.2 bits (Fig. 2B and Dataset S5),
whereas the rest of the archaea have a lower value of ∼1.04 bits.
Thus, these archaea are characterized by anomalously low pro-
teomic complexity. In eukaryotes, the two peaks correspond to
plants and fungi (∼1.2 bits) and animals (>1.6 bits) (Fig. 2B and
Dataset S5). Thus, animals show the highest information gain
among the analyzed groups, in accord with the notion that domain
architectures in animals are more elaborate and evolve under
stronger constraints than those in other organisms (27). In con-
trast to archaea and eukaryotes, bacterial phyla exhibit remarkable
conservation of relative entropy: Except Tenericutes, all analyzed
bacteria have similar relative entropy close to ∼1.2 bits.
The above calculations of entropies are based on n-gram

models with added N and C markers that potentially could bi-
as the entropy calculations, especially for smaller genomes. To
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Fig. 1. Log-linear regression of the unigram and
bigram entropies with domain families (unique do-
main types in the genome) in the three super-
kingdoms of life: Bacteria (A), Archaea (B), and
Eukaryota (C). Each point represents a genome.
Some points are removed to keep all the figures in
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control for any such effect, we calculated the relative entropies
without using the end markers (Dataset S3). As expected, this
approach resulted in a substantial increase in unigram, bigram,
and relative entropy. Nevertheless, the relative entropy values
across all taxa were closely similar, ∼7 bits; moreover, all of the
clade-specific trends noticed with the first approach remained
valid (SI Appendix, Fig. S5).
Thus, apart from the two notable deviations, namely, the low

information gain (low complexity) in a subset of Archaea and the
high information gain (high complexity) in animals, the median
relative entropies lie within a narrow range between ∼1.1 and
∼1.3 bits in many groups of highly diverse organisms. Together,
these findings suggest the existence of a “quasi-universal” gram-
mar of protein domain architecture.
The difference in entropy between the unigram and the bigram

distributions comes from two constraints on the bigram distribu-
tions: first, the genome-specific distribution of proteins by the
number of domains (relative frequencies of single- and multido-
main proteins); and second, the biologically permissible and pre-
ferred domain combinations in the multidomain proteins. To
differentiate between these two effects, we shuffled the domains in
each genome, keeping constant the number of proteins and the
number of domains in each protein (see Methods). This shuffling
procedure does not change the unigram entropies of the genomes

because the frequencies of domains do not change, but the shuf-
fling changes the bigram entropies because the domain combi-
nations are randomized. We then subtracted the shuffled bigram
entropy (Hs) from the unigram entropy (Hr) to estimate the rel-
ative shuffled entropy (Hgs in Eq. 6) and subtracted the bigram
entropy before shuffling (Hw) from the shuffled bigram entropy
(Hs) to derive the relative bigram entropy (Hgb in Eq. 7) (Fig. 2
and Dataset S5). The bigram entropies calculated from these
shuffled genomes (Hs) are, as expected, lower than the corre-
sponding unigram entropies (Hr) but higher than the empirical
bigram entropies (Hw) (Fig. 2). The only exception is Nano-
archaeota, where Hs is equal to or even slightly less than Hw. The
bigram entropy gain due to randomization (relative bigram en-
tropy; Hgb in Eq. 7) should be less in smaller genomes with fewer
multidomain proteins. This is indeed the case, with Eukaryota
having higher Hgb (0.56 bits), compared with Archaea (0.17 bits)
and Bacteria (0.24 bits) (Fig. 2 and Dataset S5). This difference
measures the information gain due to nonrandom, biologically
meaningful domain combinations that are maintained by selec-
tion. In contrast, the difference between the unigram and shuffled
bigram entropies (relative shuffled entropy; Hgs in Eq. 6) reflects
the contribution of the global domain architecture—that is, the
distribution of domains among the existing number of proteins.
We found these values to be lower in Eukaryota (0.77 bits) than in
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distributions are marked with dotted lines. The me-
dian values are indicated with solid lines. The me-
dian values of relative entropies (Hg) are marked
with solid red lines. The x axis represents entropy in
bits. (B) Box plots of the unigram, bigram, and the
three relative entropies in three eukaryotic king-
doms (green plants, fungi, animals); two archaeal
phyla (Crenarchaeota and Euryarchaeota); and six
bacterial phyla (Tenericutes, Actinobacteria, Bacter-
oidetes, Firmicutes, Proteobacteria, and Cyanobac-
teria). For the full list of median entropy values in all
of the groups, see Dataset S5. The dashed horizontal
red line represents the near-universal relative en-
tropy of 1.2 bits.
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Archaea (0.92 bits) and Bacteria (0.96 bits). Thus, in complex
organisms, the effect of the global domain architecture, although
greater than the contribution from specific domain combinations,
plays a relatively less important role.

Using Cross-Entropy of Bigram Models to Build an Evolutionary Tree.
Several studies, including our own earlier work, have shown that
domain frequency as well as domain architectures carry phylo-
genetic information (19, 69, 70). Therefore, it could be expected
that this signal strengthens with the refinement of models of
domain architecture. A domain-based phylogeny might be help-
ful to address certain long-standing questions in evolution, such
as finding the root of the eukaryotic tree. Such problems are
difficult to solve using traditional phylogenetic methods, and
there is considerable interest in harnessing rare genomic changes
(RGCs) for this purpose (71), given that they are less prone to
various phylogeny-construction artifacts (71–73). Such RGCs
could include diagnostic domain architectures—that is, taxon-
specific domain combinations that are features for specific taxa.
A probabilistic language model can be used to determine the

probability of a given genome by computing the conditional
probabilities of all domain combinations it encodes. Given a set
of n-gram models, we can calculate which model predicts the
highest probability for a given genome. This value can be cal-
culated directly by measuring perplexity, or the cross-entropy (7,
8), of a given genome under all the models. Perplexity is a
measure of how well a given n-gram model describes a language.
The model that has the maximum prediction power (lowest
cross-entropy or lowest perplexity) is considered optimal.
Given two n-gram models generated from two separate ge-

nomes and a target genome, the cross-entropy calculation allows
one to select the model that has a higher probability, or lower
perplexity, for the target genome (see Eq. 8 and Methods). Do-
main models created from phylogenetically closer taxa are
expected to possess higher predictive power (lower perplexity)
compared with distant taxa. Thus, the pairwise cross-entropies
can be represented as distances and, accordingly, can be used to
create a whole-genome phylogenetic tree.
We calculated pairwise cross-entropies for 37 selected eukary-

otic genomes (Dataset S2; see Methods for the selection pro-
cedure), and the resulting values were used to build a distance tree
(Eq. 9 and Fig. 3). We focused on eukaryotes because of the well-
defined topology of the main clades as opposed to the case of
prokaryotes. The tree (Fig. 3) exhibits a near-perfect separation of
the established major groups of eukaryotes. Depending on the
placement of the root, the tree can be interpreted as being com-
patible with the unikont–bikont topology (74, 75). Under this root
placement, the eukaryotic tree consists of three major clades: (i)
bikonts, which include Archaeplastida (Viridiplantae and Rho-
dophyta) and Apicomplexa; (ii) unikonts (Amoebozoa, fungi, and
animals); and (iii) Excavata (Diplomonadida and Kinetoplastida)
(74, 76). The internal branching in the tree is also compatible with
modern phylogenies. Examples include monophyly of mammals
(human and mouse), insects (Apis mellifera, Drosophila mela-
nogaster, and Anopheles gambei), fungi (Aspergillus nidulans,
Neurospora crassa, Schizosaccharomyces pombe, Saccharomyces
cerevisiae, Allomyces macrogynus, and Spizellomyces punctatus),
angiosperms (Oryza sativa, Arabidopsis thaliana, and Zea mays),
choanoflagellates (Monosiga brevicollis and Salpingoeca rosetta),
and excavates (diplomonads and kinetoplastids). Furthermore,
the tree correctly positions Choanozoa and Ichthyosporea at the
base of the animal clade.
The congruence of the resulting tree with traditional, sequence-

based phylogenies indicates that the language models of domain
architectures indeed carry robust phylogenetic information and
that the models generally coevolve with the core genes that are
used for phylogeny construction. However, the tree also shows
some notable deviations from the accepted phylogeny; in par-

ticular, the apparent monophyly of Rhodophyta and angio-
sperms (Fig. 3). Such deviations from the species tree could reflect
anomalous changes in domain architectures and, in this particular
case, probably in Chlorophyta.

Clade-Specific Signatures of Domain Architecture. Formation of new
domain combinations, particularly domain accretion that leads
to increased functional complexity, is an important avenue of
protein evolution (27). In our previous analyses, we investigated
the evolution of eukaryotes based on domain architecture evo-
lution by measuring promiscuity of protein domains (13, 19). The
results revealed that the repertoires of promiscuous domains
(and especially domain architectures) are specific to major
clades of eukaryotes and apparently reflect distinct biological
functionalities. To a large extent, the evolution of domain ar-
chitectures appears to be governed by natural selection (19, 34).
We identified signature bigrams for different major branches of

organisms and examined their potential functional implications. To
this end, we analyzed bigram language models of major subdivi-
sions of life (bacteria, archaea, green plants, fungi, and animals) by
using sparse partial least squares discriminant analysis (sPLS-DA)
(77) to identify the bigrams that contributed maximally to the dif-
ferentiation of each clade from the rest. The bigram entropy values
(Eq. 10) were weighted as features for species of Proteobacteria
(n = 1,345), Crenarchaeota (n = 36), Euryarchaeota (n = 111),
Viridiplantae (n = 57), Fungi (n = 187), and Metazoa (n = 154),
with each proteome containing at least 1,000 proteins.
We used the splsda method from the R package mixOmics

(78) and performed feature selection after variable tuning. Two
methods were employed for feature selection, one using multiclass
and the other using binary classes. The first method included a
recursive technique by eliminating one clade at a time from the
datasets and repeating sPLS-DA on the remaining clades (SI
Appendix, Fig. S6). Under this method, sPLS-DA was carried out
using the multiclass output. In the second method, we used binary
classes for each partition and merged classes based on their tax-
onomic supergroup (Fig. 4). In the first method, the first round of
sPLS-DA was run on the entire dataset, with six classes as output
(Proteobacteria, Crenarchaeota, Euryarchaeota, Viridiplantae,
Fungi, and Metazoa) (SI Appendix, Fig. S6A). Based on the
component showing the maximum difference, the second round of
sPLS-DA was run on two datasets, one of which included the
three prokaryotic groups (SI Appendix, Fig. S6B) and the second
including the three eukaryotic groups (SI Appendix, Fig. S6D). The
process was iterated until all of the groups selected for the analysis
were classified (SI Appendix, Fig. S6 C and E). In the second
method, the output classes were always kept binary. In the first
round, the sPLS-DA merged the prokaryotes (Bacteria and
Archaea) as one combined output class, and eukaryotes (green
plants, fungi, and metazoans) as the other (Fig. 4A). In subse-
quent rounds of sPLS-DA, prokaryotes and eukaryotes were split
into the corresponding subdivisions: prokaryotes were split into
Proteobacteria and Archaea (Fig. 4B), and eukaryotes were
split into Viridiplantae and Opisthokonta (Fig. 4D). An addi-
tional round of sPLS-DA was carried out with Archaea (Fig. 4C)
and Opisthokonta (Fig. 4E) to classify all of the groups. These
guided, nested sPLS-DA analyses allowed us to identify the do-
main bigrams that are characteristic in each clade.
In both methods, we visually selected the components that

showed maximum separation between the classes and extracted
the features that contributed to these components using the
selectVar function of mixOmics package (Fig. 5 and SI Appendix,
Fig. S7). In most cases, features selected using multiclass sPLS-
DA were identical to or comprised a subset of the features se-
lected using binary classes. In the resulting clustering, prokary-
otes are perfectly separated from eukaryotes along component 1
(Fig. 4A, SI Appendix, Fig. S6A, and Dataset S7). We identified
15 bigrams (Fig. 5A, SI Appendix, Fig. S7A, and Dataset S7) that
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differentiate the two clusters. All these bigrams are overrepresented in
eukaryotes, indicating that eukaryotes and prokaryotes are separated
mostly through gain of new domain architectures (and, by in-
ference, new functions) in eukaryotes. The proteins that contain
these bigrams are involved in signature eukaryotic functions such
as ubiquitin signaling pathways and splicing (Dataset S8). In
particular, the three top bigrams are CL0229 (RING)-CL0125
(Peptidase_CA), CL0221 (RRM)-CL0221(RRM), and CL0229
(RING)-CL0229 (RING). The first and the third of these are
involved in the ubiquitin network, whereas the second is repre-
sented in spliceosome subunits.
Within the prokaryotic cluster (Fig. 4B and SI Appendix, Fig.

S6B), Proteobacteria and Archaea are also clearly separated
along component 1, with 15 bigrams differentiating the archaeal
and bacterial clusters, of which 13 are shared by the binary and
multiclass sPLS-DA (Fig. 5, SI Appendix, Fig. S7B, and Dataset

S7). Many of these domain combinations are involved in cell-wall
biogenesis (Dataset S8), which is biologically plausible, given the
distinct molecular structures of the cell walls of archaea and
bacteria (79).
Crenarchaeota and Euryarchaeota also form nonoverlapping

clusters separated on component 1 (Fig. 4C and SI Appendix, Fig.
S6C), with 15 discriminating bigrams that are common in both
the binary and multiclass sPLS-DA (Fig. 5C, SI Appendix, Fig.
S7C, and Dataset S7). These domain combinations are mostly
involved in ATP hydrolysis, DNA replication, and proteolysis,
apparently related to heat-shock response (Datasets S7 and S8).
Comparing green plants (Viridiplantae) with fungi/metazoans

(Opisthokonta), we found that the discriminating bigrams are all
plant specific, indicating gain of function in plants (Figs. 4D and 5D
and SI Appendix, Figs. S6D and S7D). Altogether, there are 10 such
bigrams (Dataset S7), five of which are common to both multiclass
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and binary sPLS-DA. The discriminating domain combinations
mostly included NTPases and protein kinases (Dataset S8).
Finally, Fungi and Metazoa are distinguished by 15 bigrams

(Fig. 4E, SI Appendix, Fig. S6E, and Dataset S7), most of which
are dominant in Metazoa (Fig. 5E and SI Appendix, Fig. S7E).
The Metazoa-specific bigrams are related to cell–cell adhesion,
including the hedgehog family proteins and various membrane
proteins, channels, and kinases—that is, functions mostly asso-
ciated with metazoan multicellularity (Dataset S8).
Together, these findings indicate that domain bigram models

readily and cleanly distinguish between the major divisions of
cellular life. Following the linguistic metaphor, the protein lan-
guages in different divisions of cellular life are clearly distinct,
the quasi-universal grammar notwithstanding.

Conclusions
The similarities between natural languages and genomes are
apparent when domains are treated as functional analogs of
words in natural languages. Here, we investigated these simi-
larities using modifications of methods employed by computa-
tional linguistics. Using domain bigram models, we show that for
most groups of organisms (both prokaryotes and eukaryotes), the
information gain in the observed domain architectures lies within
the narrow interval between 1.1 and 1.3 bits. As shown by our
analysis of shuffled-genome entropy, these nearly universal val-
ues can be decomposed into distinct contributions from the
global domain architecture and the specific domain combina-
tions. This finding implies the existence of a quasi-universal
grammar of domain architectures. The nature of the rules that
underlie this universal grammar remains to be further in-

vestigated. Generally, multidomain architectures are most com-
mon among proteins that are involved in signal transduction,
regulatory processes, and immune functions (19, 80). Conceiv-
ably, the near-universal value of information gain by the genome-
wide domain architectures represents the minimum complexity
that is required to maintain a functioning cell capable of ade-
quately processing internal and external signals. The significant
deviations from the universal value of the information gain in a
subset of archaeal phyla seem to represent streamlining under
extreme conditions to the lowest limit of complexity sustainable
for autonomous cells. Conversely, in animals, the high value of
the information gain reflects the exceptional complexity that is
incumbent in multicellular organisms with differentiated tissues.
The near-universal information gain relates the protein languages

of biology to human natural languages. However, the characteristic
values of the information gain are substantially different, namely,
∼1.2 bits in biology and ∼3.6 bits in linguistics. Thus, both the
protein and the human (and formal) languages seem to be based on
quasi-universal grammars, but the complexity (orderliness) of the
latter is substantially greater than that of the former. This difference
could be expected because, unlike human languages, all proteomes
are rich in single-domain proteins (one-word sentences) (4, 25) and
because the role of the stochastic component in the evolution of
protein languages appears to be much greater than it is in the
evolution of natural languages (9, 11).
We also show that domain bigram models can be used to

generate evolutionary trees by measuring the probability of a ge-
nome, given the language models from other genomes. This cross-
entropy largely accurately reflects the topology of the currently
accepted sequence-based trees, showing that domain architectures
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(languages) mostly coevolve with the core components of ge-
nomes. Along similar lines, using feature selection, we identified
the sets of bigrams that discriminate between the major clades and
indeed seem to correspond to clade-specific functions such as
ubiquitin signaling and splicing in eukaryotes. Under the linguistic
metaphor, these bigrams are signature phrases of the respective
protein languages, and the tree generated using cross-entropy
values as distances reflects the evolution of these languages.

Methods
Genomes Used in the Study. Reference proteome FASTA files were downloaded
from UniProt (www.uniprot.org/proteomes/) consisting of 4,159 bacterial,
187 archaeal, and 448 eukaryotic genomes. The eukaryotic genomes were a
subset selected based on whether the genome has an isoform file. Only ge-
nomes with isoforms were used in the analysis (n = 448; Dataset S1). However,
isoform data were not included in this analysis. Only the canonical proteins
were used for all further calculations. A subset of the eukaryotic genomes (n =
37) was manually selected for phylogenetic analysis to maximize coverage of
the main branches of the eukaryotic tree topology (Dataset S2).

Domain Structure Determination. We used HMMER (v. 3.1b) (40) and Pfam-A
database (release 30) (41) to identify domains in each genome. The details
are provided in SI Appendix, Supplementary Methods.

The n-Gram Model of a Protein Language. Modeling domains under a first-
order Markov process, in which the probability of a domain ðdnÞ depends
only on the one preceding domain ðdn−1Þ, is called a bigram model, and the
domain pair ðdn−1,dnÞ is called a bigram. We estimated the conditional
probability of the domain ðdnÞ, given the preceding domain ðdn−1Þ, using
maximum likelihood estimation (MLE) (see SI Appendix for details):

PMLEðdnjdn−1Þ=Cðdn−1,dnÞ
Cðdn−1Þ , [1]

where Cðdn−1,dnÞ is the count of the bigram ðdn−1,dnÞ in the genome, and

Cðdn−1Þ is the count of all bigrams in which the first domain is dn−1, which is
equivalent to the count of domain dn−1 in the genome.

In bigram models of natural languages, the beginnings and the ends of
sentences are marked with faux word markers (7, 8). Similarly, the start and
the end of protein sequences were marked with the two artificial domain
markers N and C, respectively. The addition of the end markers allows us to
include all domains in the analysis, including those that solely occur in the
single-domain proteins; otherwise, bigram models can only be constructed
for multidomain proteins. The addition of these markers is a common
practice in n-gram modeling in linguistics that makes these models proba-
bilistic and generative (7, 8). However, the addition of these markers has
large effects on small genomes; therefore, we also analyzed models without
these additional markers. In this case, although models are not truly prob-
abilistic, we could compare them against models created without additional
markers to measure the effect of these markers on small genomes.

Good–Turing Smoothing. The biggest problem with n-gram models is the
sparsity of the data. Most of the domains are present in strictly constrained
contexts and participate only in a restricted number of domain pairs.
Therefore, a large number of the conditional probabilities are 0 in a ge-
nome. We used a smoothing technique called Simple Good–Turing (SGT) (43)
to assign counts to missing bigrams in the genomes (SI Appendix). Once the
SGT counts were estimated, these counts were used to calculate the condi-
tional probabilities as shown in Eq. 1.

Entropy and Relative Entropy of n-Gram Language Models. In general, entropy
of a probabilistic system, as defined by Shannon (81) is

H=−
X

i

PðXiÞ× log2 PðXiÞ, [2]

where PðXiÞ is the probability of the event Xi. In this equation, entropy is the
sum of weighted log probabilities converted to a positive value.

Entropy of a unigram model (a random genome) is calculated by simply
replacing PðXiÞ in Eq. 2 with the frequency of the domains in a genome,
which can be simplified as follows:
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Fig. 5. Discriminating bigrams selected using sPLS-DA. (A–E) For each analysis in Fig. 4, the bigram variables were selected for the component that showed
maximum separation between the binary classes. For multiclass selection, see SI Appendix, Fig. S7. The bar plots show loading values on the x axis for each
selected bigram on the y axis. The color of the bar indicates the group shown in the legend. The bar plots show the selected bigrams and their loading weights
for the following binary classes: eukaryotes vs. prokaryotes (A), Bacteria vs. Archaea (B), Crenarchaeota vs. Euryarchaeota (C), Viridiplantae (green plants) vs.
Opisthokonta (fungi plus animals) (D), and Fungi vs. Metazoa (animals) (E).
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Hr =−
1
N

X 
CðdnÞ× log2 PðdnÞ, [3]

where dn is a domain, CðdnÞ is its count, PðdnÞ is its frequency, and N is the
total number of domains in the genome. This entropy calculation effectively
gives the entropy of the genome after a random shuffling of all of the
domains in the genome, disregarding the protein structures. In other words,
it is a “bag of words” model in which the probability of a domain in the
genome is proportional to its frequency.

According to Eq. 2, the entropy of a system is the sum of weighted
probabilities of the events. The entropy of a bigram model is defined as a
weighted average branching factor of a language (7, 8), where each con-
ditional probability is weighted by the frequency of the particular bigram in
the genome. This can be simplified as follows:

Hw =−
1
Nb

X
Cðdn−1,dnÞ× log2

Cðdn−1,dnÞ
Cðdn−1Þ , [4]

where Cðdn−1,dnÞ is the count of the bigram, Cðdn−1Þ is the count of the first
domain in the bigram domain pair, and Nb is the total count of bigrams in
the genome.

The loss of entropy resulting from the transition from the completely
random version of the genome to the observed domain architectures can,
therefore, be calculated as

Hg =Hr −Hw , [5]

where Hg is the entropy loss (information gain), Hr is the entropy of the
unigram (random) model, and Hw is the entropy of the bigram model.

Entropy of a Shuffled Genome. We also estimated the entropy of a genome
after shuffling all its constituent domains. The domains encoded in a ge-
nome were shuffled in such a way that the total numbers of proteins,
domains, and domain families, as well as the number of domains in each
protein and the positions of the N and Cmarkers were kept unchanged, but
all of the n-grams were randomized. We then estimated the bigram en-
tropy from this shuffled genome following the procedure described
above. The shuffling was repeated 100 times and the average bigram
entropy from these 100 runs was taken as the shuffled bigram entropy
ðHsÞ. This entropy value for each genome was then subtracted from the
corresponding unigram ðHrÞ entropy to derive the relative shuffled en-
tropy ðHgsÞ:

Hgs =Hr −Hs [6]

The bigram entropy ðHw Þ before shuffling for each genome were then
subtracted from Hs to derive relative bigram entropy ðHgbÞ:

Hgb =Hs −Hw [7]

Cross-Entropy (Perplexity). Given that n-gram language models are genera-
tive, cross-entropy or perplexity is a measure of how well a given language
model describes a language (8). Perplexity can be utilized to evaluate the
probability of a genome given a bigram model, where the conditional
probabilities of the bigrams come from the model, but the weight for
each bigram is derived from the genome being evaluated. The better
the model describes the genome, the higher the probability and the
lower the perplexity (see SI Appendix for details). Given a language
model from a source genome M, the cross-entropy of a target genome G
can be calculated as

Hw ðG,MÞ≈−
1
NG

XNG

i=1

CGðdi−1,diÞ× log2½PMðdi jdi−1Þ�

≈−
1
NG

XNG

i=1

CGðdi−1,diÞ× log2
CMðdi−1,diÞ
CMðdi−1Þ ,

[8]

where the function CG is the count of the bigram ðdi−1,diÞ in the target
genome G, the function PM is the conditional probability of the same bigram
in the source genome provided by the modelM from the source genome, CM

is the count of the bigram in the source genome, and NG is the number of
bigrams in the target genome G.

Phylogeny Construction Using Cross-Entropy Data. A phylogenetic tree was
built from the cross-entropy data from all-vs.-all comparison of 37 selected
species representing all major divisions of the eukaryotes. Because cross-

entropy requires assigning probability to a genome, given the bigram
model from another genome, missing bigrams in the target genome have to
be taken into consideration. We used SGT-smoothed bigrams for this anal-
ysis. We first normalized the pairwise cross-entropy values (Eq. 8) using the
self-entropy (entropy calculated using the models created from the same
genome). Given genomes G1⋯Gi with models M1⋯Mi and target genomes
G1⋯Gj, the distance between the two genomes is calculated as

D
�
Gi ,Gj

�
=
Hw

�
Gj ,Mi

�

Hw ðGi ,MiÞ − 1, [9]

where Hw ðGj ,MiÞ is the cross-entropy of genome Gj (under the bigram
model Mi), and Hw ðGi ,MiÞ is the self-entropy (the model is derived from the
same genome for which the entropy is being calculated). Because self-
entropy is the lowest for any genome, the self-distance DðGi ,GjÞ= 0,
where i= j. The cross-entropy value is unidirectional; therefore, we took the
average of DðGi ,GjÞ and DðGj ,GiÞ to derive the final distance between the
two genomes. The pairwise distance table created in this manner was used
to build a neighbor-joining tree using the R package APE (82).

sPLS-DA. After creating the cross-entropy tree, we sought to identify the sets
of bigrams defining the major branches in the tree. To this end, supervised
feature selection classifying each clade was performed using sPLS-DA (77) as
implemented in the R package mixOmics (78). For this analysis, we only used
bigrams that were actually present in the genome (N and C markers were
removed from the analysis). We also used only species having more than
1,000 proteins in the genomes taken from the following major subdivi-
sions of each superkingdom: Proteobacteria (n = 1,345), Crenarchaeota
(n = 36), Euryarchaeota (n = 111), Fungi (n = 187), Viridiplantae (n = 57),
and Metazoa (n = 154).

For each genome, all bigram conditional probabilities were weighted by
their counts in the genome to calculate entropy values for individual bigrams
using the following formula:

Hðdn−1,dnÞ=−
1
N
Cðdn−1,dnÞ× log2 Pðdnjdn−1Þ, [10]

where Pðdnjdn−1Þ is calculated as in Eq. 1, and Cðdn−1,dnÞ is the count of
bigram ðdn−1,dnÞ in the genome. This was divided by the total number of
domains (N) in the genome to normalize this value across all species. The
formula calculates individual entropy of a given bigram Hðdn−1,dnÞ mea-
suring the uncertainty that a particular domain dn−1 chooses the next do-
main dn with the probability Cðdn−1,dnÞ=Cðdn−1Þ.

sPLS-DA uses a feature matrix (X) and a group or outcome vector (Y). The
feature matrix in this case was the bigram entropy values (Eq. 10) of each
bigram on rows and of each species on columns. Absent bigrams in a ge-
nome were all given 0 values. We performed two types of analyses using
two types of Y vectors. In the first category, each species in the study was
assigned its known clade, and sPLS-DA was carried out using this multiclass
outcome vector. In the second analysis, we performed a binary classification
using sPLS-DA, whereby each species was preclassified into two supergroup
clades.

We tuned (tune.splsda function in the mixOmics package) sPLS-DA runs
using fivefold cross-validation repeated 10 times to determine the best
parameters of the classification (optimum number of components). After
each run, we determined the classification accuracy using the area under
the receiver operating characteristic curve (AUROC). We visually selected
the components that maximally separated each clade from the rest of the
clades and selected features (bigrams) using the selectVar function from
the mixOmics package.

Ontology Analysis of Domains. After the feature selection, we performed
ontology analysis of the bigrams to find the functional significance of each
bigram. First, we identified all the proteins in the clades that were used in the
analysis that contained the identified bigrams. We then searched the UniProt
database using the REST application programming interface (https://www.
uniprot.org/help/programmatic_access) to identify Gene Ontology (GO) terms
corresponding to those proteins. We then calculated the frequency of each GO
term in the result and kept only the most frequent GO terms.
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