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Abstract: Artificial intelligence (AI) is widely recognised as a transformative innovation and is 
already proving capable of outperforming human clinicians in the diagnosis of specific medical 
conditions, especially in image analysis within dermatology and radiology. These abilities are 
enhanced by the capacity of AI systems to learn from patient records, genomic information and 
real-time patient data. Uses of AI range from integrating with robotics to creating training 
material for clinicians. Whilst AI research is mounting, less attention has been paid to the 
practical implications on healthcare services and potential barriers to implementation. AI is 
recognised as a “Software as a Medical Device (SaMD)” and is increasingly becoming a topic of 
interest for regulators. Unless the introduction of AI is carefully considered and gradual, there are 
risks of automation bias, overdependence and long-term staffing problems. This is in addition to 
already well-documented generic risks associated with AI, such as data privacy, algorithmic 
biases and corrigibility. AI is able to potentiate innovations which preceded it, using Internet of 
Things, digitisation of patient records and genetic data as data sources. These synergies are 
important in both realising the potential of AI and utilising the potential of the data. As machine 
learning systems begin to cross-examine an array of databases, we must ensure that clinicians 
retain autonomy over the diagnostic process and understand the algorithmic processes generating 
diagnoses. This review uses established management literature to explore artificial intelligence as 
a digital healthcare innovation and highlight potential risks and opportunities. 
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Introduction
Artificial intelligence (AI) is conventionally defined as the ability of a computer system to 
perform acts of problem solving, reasoning and learning.1 Of these processes, indepen-
dent learning is most important as it mitigates the need for human intervention to 
continually enhance the performance of the system. AI is recognised as an emergent 
enabling technology, with the potential to enable multidisciplinary innovation.2 There is 
potential for AI systems to work more efficiently, with increased reliability, and for 
longer hours, than paid human workers. This is a significant area of innovation to many 
healthcare organisations which currently suffer from staff shortages, increasing demand 
pressures and strict financial constraints. Experts in the field have described the scope of 
AI to address longstanding deficiencies in healthcare and improve patient care.3

AI also has the potential to enhance medical devices, especially by working 
synergistically with robotic technologies in enhancing the rate and scope of their 
iterative improvements. Broadly speaking, medical devices work more effectively 
when they are dynamic and able to respond to individual patient needs, which is 
facilitated by AI integration. AI is beginning to be recognised as a “software as 
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a medical device” (SaMD) and one which requires parti-
cular attention to be paid to post-market performance.4 

Due to its ability to facilitate innovation at device, net-
work, service and contents layers of care pathways, imple-
mentation of AI systems requires much consideration as to 
how they should sustainably be introduced. In the US, the 
Food and Drug Administration (FDA) is introducing 
a fresh set of regulation for AI-enhanced medical 
devices.4 Whilst there has been much research into the 
uses of AI in healthcare and abstract discussion about its 
potential, there has been limited study into how AI may 
practically be incorporated with healthcare systems, regu-
lated and monitored after market entry. As a digital inno-
vation, AI presents several challenges to healthcare 
systems looking to realise its potential, many of which 
have been noted in the wider innovation literature.

This paper employs recognised management literature 
to conceptualise AI as a digital innovation, referring to 
established uses within healthcare. In doing so, it will offer 
an insight into the potential of AI to transform healthcare 
systems, by showing its uses and practical implications.

Medical Uses of Artificial 
Intelligence
Potential uses of artificial intelligence are well described in 
literature, some of which are proven and some which are 
speculative. Thus far, studies have shown that AI can outper-
form human doctors in a number of specific tasks, affecting 
a range of fields such as dermatology, cardiology and 
radiology.5–7 The deep learning capacity of AI would enable 
systems to detect characteristics and patterns unrecognisable 
to humans. This was evident with the Deep Patient initiative, 
in which a research group at Mount Sinai Hospital, 
New York trained a program using the electronic health 
records of 700,000 patients and then used the program to 
predict disease in another sample of 76,214 patients.8 They 
noted that the results “significantly outperformed” those 
obtained from raw health record data and alternative feature 
learning strategies. However, since the program teaches itself 
patterns, it is difficult to understand how these types of 
programs yield the results they do.9 There are numerous 
other similar projects which have attracted sensational 
media headlines about AI replacing doctors.

Media headlines and recent research have focussed on 
the diagnostic capabilities of machine learning systems. 
However, as illustrated in Figure 1, there are many uses of 
AI which will not be immediately visible to patients. These 

uses require “deductive” AI systems, which can analyse 
data to reveal patterns which would be infeasible for 
humans to recognise. It is important to note that “genera-
tive” AI systems are also emerging, which can create syn-
thetic data after being trained on a pre-existing dataset, 
though their use in clinical practice is limited. They do, 
however, have the potential to improve patient outcomes 
indirectly, such as through creating training material for 
clinicians.10 As AI becomes increasingly capable, research 
progressively aims to integrate different technologies to 
realise synergies, eg with robotics, Internet of Things and 
patient record management systems. AI has the potential to 
exhibit substantial generativity and as the technology 
evolves, novel uses will certainly emerge. Some have 
even speculated about the possibility that AI may be used 
to iteratively enhance itself and that its ability to do so may 
eventually outperform the ability of human programmers. 
This may initiate a recursive self-improvement cycle, 
whereby improvements also improve the improvement 
process.11 Experts in the field refer to this possibility as an 
intelligence explosion, or “singularity”.12 At this point, it is 
important to note a criticism of the practical implications of 
this prediction. Thus far, applied AI has proved extremely 
capable at performing focussed tasks, but progress towards 
artificial general intelligence (AGI) has been less ground- 
breaking. It can be argued that the growing amount of 
speculation about “singularity” is premature and diverts 
our attention from more immediate social and ethical issues 
resulting from current day machine intelligence.13

Artificial Intelligence as 
a Transformational Innovation
The wide range of uses of AI within the healthcare sector 
highlight its aforementioned role as an enabling technol-
ogy. When conceptualising the innovation, it is important 
to consider the pronounced generativity and scope for 
future innovation. This can be achieved by applying 
a layered architecture model, as proposed by Yoo et al 
(2010).14 A version of this model, applied to AI in health-
care, is shown in Figure 2 which illustrates multiple layers 
of the technology. Separation of layers of the technology 
facilitates innovation at each layer, which could include:

● Innovation at the contents layer to integrate a wide 
range of forms of patient data.

● Innovation at the service layer to extend diagnostics 
to different diseases.
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● Innovation at the network layer to integrate infor-
mation from different hospitals and expand 
datasets.

● Innovation at the device layer to develop physical 
machinery as well as AI logical capability. AI technol-
ogy itself could even be used to perpetuate innovation.

Figure 1 Overview of uses of AI in the healthcare industry.
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AI diagnostic systems rely on machine learning to identify 
patterns which would be infeasible to program. These 
systems require large and representative datasets to pro-
duce accurate outcomes. There is a credible threat of AI 
systems yielding biased decisions, either as a result of 
unrepresentative datasets or biased algorithms used to 
analyse those datasets. Before AI systems can be fully 
implemented, it must be ensured that training datasets are 
appropriate for the population that the algorithms will 
ultimately serve. For example, in dermatology, it has 
been noted that most algorithms are trained on Caucasian 
or Asian patients, but that these may yield inaccurate 
results if used for patients of other ethnicities unless the 
algorithms have been trained accordingly.15 A wealth of 
information regarding individual patients is used by 
human doctors to assist decision making, including medi-
cal records, prescription history and real-time data. Much 
of the information, especially patients’ symptoms, is not 
easily codifiable and therefore cannot easily be analysed. 
This issue of data homogenisation will be particularly 
difficult to overcome, especially considering that there is 
variability across healthcare systems in the form and style 
of medical records. Yoo et al (2010) argue that digital 
technologies possess three key characteristics (Figure 2): 
homogenisation of data, reprogrammability and a self- 

referential nature. If homogenisation of data is achieved, 
this will permit reprogrammability as the logical capability 
of the technology can be altered to apply to a range of 
diseases. The self-referential nature of AI arises from its 
need to integrate with existing computer systems. As the 
technology diffuses and more data are acquired, the effec-
tiveness of the technology will increase.14 This adoption 
phase is a crucial stage of the innovation process, which is 
strongly affected by network effects. In this context, the 
term ‘network effects’ refers to the phenomenon by which 
if one healthcare facility begins to use a new system, the 
marginal benefit accrued by a second facility looking to 
incorporate the same system may increase as it can now 
benefit from a larger source of data being available. Vast 
change to existing IT infrastructure may be required before 
AI can be implemented. For example, in the United 
Kingdom, it has been noted that existing IT infrastructure 
is unfit for incorporating AI in the National Health Service 
(NHS) and fresh systems with relevant standards must be 
developed.16 In this context, network effects may act 
against the adoption of new technologies, as organisations 
may be locked-in to old technologies.17

The scale of the innovation, in practical terms, can be 
assessed by considering the effect of the innovation on 
existing value chains. Innovations can be categorised as 

Figure 2 Application of the layered architecture model proposed by Yoo et al (2010),14 illustrating the relevance of each proposed layer to AI as a digital healthcare 
innovation. The relevance of three key characteristics (homogenisation of data, reprogrammability and a self-referential nature) are also noted.
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innovations which change a product being delivered or 
innovations which change the process along a value 
chain. The use of AI in healthcare could be considered 
as both a product and process innovation. Indeed, the 
separation between the two types of innovation is inher-
ently ambiguous, with Simonetti et al (1995) finding that 
96.9% of innovations they studied fell into a “grey zone” 
between the two.18 With these extensive effects on existing 
value chains, AI holds the potential to redefine capabilities 
of the healthcare industry in patient care and blur the 
boundaries of the industry as we see continued intrusion 
from large technological companies such as Google and 
Microsoft. In this way, there is potential for disruption of 
processes, markets and organisations within the healthcare 
industry, which Lucas et al (2013) emphasise as being 
characteristic of transformative innovations.19

Barriers to Adoption
As explored by Fichman et al (2014), digital process 
innovations offered by AI have the potential to change 
the administrative core, as well as the technical core, of 
large-scale healthcare organisations.20 This may even lead 
to some degree of reformation of healthcare structures, or 
at least considerable changes to organisational practices. 
However, in order to fully appreciate the effects, we must 
consider the implementation period from the perspectives 
of the organisation, the state, the public and commercial 
companies. Contention between the priorities of these 
groups has the potential to delay the diffusion of innova-
tion during the implementation period. Whilst all stake-
holders may designate patient safety as a high priority, the 
balance of cost and ethical issues may heterogeneously 
affect decisions of the stakeholders.

The implementation period is well documented as 
being a key stage in the innovation process.21 In this 
sense, it is not enough to simply invent a new product, 
we must also consider the wider surrounding organisa-
tional factors.21 Technological innovation within the 
healthcare field is well represented by the punctuated 
model of equilibrium, as proposed by Loch and 
Huberman (1997).22 This states that there are long periods 
of stability, punctuated by periods of rapid innovation. 
This is in part due to the long periods of testing that are 
required before innovations are recognised as safe and 
ethical as well as the slow rate of diffusion of technology. 
It is difficult to estimate the likely trajectory of AI; how-
ever, it can be predicted to surpass the advancements 
facilitated by technologies such as genetic sequencing, 

electronic patient records and digital consultations which 
preceded it. AI will require cooperation with these pre-
vious technologies to realise its full potential. The ability 
of AI to cross-examine genomic information, patient his-
tories and real-time patient data is critical to its ability to 
provide the most accurate diagnoses.

The rate of diffusion of electronic networks is consider-
ably slower within healthcare systems than within society at 
large.23 This is also complicated by the fact that AI imple-
mentation might require considerable reconfiguration of IT 
systems. It is difficult to allocate sufficient IT system invest-
ment to hospitals when there are competing demands for 
equipment and staff.23 It is well recognised within the field 
that there is a moral imperative towards innovation in the 
healthcare industry, due to likely improvements in patient 
care.24 However, even when IT systems indirectly improve 
patient outcomes, investment may be viewed less favourably 
than for items which directly improve patient care at the 
point of contact. For the politicians who make these deci-
sions, cutting investment into staffing and equipment could 
be met with an unfavourable public response.

The economic effects of technologies such as artificial 
intelligence dictate that decisions regarding their implemen-
tation must be made at a national level.25 In state-funded 
healthcare systems, the government’s role is balancing the 
desire for the highest possible care standards with strict 
financial constraints. Relevant government policy and regu-
lation is often influenced heavily by public opinion with 
input from stakeholders within the health service. In this 
way, it is not enough for companies to simply prove that 
their AI system is capable of reducing morbidity and mortal-
ity, they must gain the advocacy of key stakeholders and be 
acceptable to the public. The recent COVID-19 pandemic 
has accelerated implementation of tele- and digital health 
systems, which may assist in the drive towards digitalised 
healthcare delivery.

Practical Implications of Artificial 
Intelligence Implementation
Risks of privacy, control and dependence on IT systems 
are well characterised as general risks associated with the 
use of AI.26 In the field of healthcare, this corresponds to 
data privacy concerns, ambiguous accountability of deci-
sion making and automation bias. As the diagnostic cap-
ability of the technology improves, supervision becomes 
increasingly difficult. If the diagnostic capability of tech-
nology does begin to outperform that of human doctors, 
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this introduces a risk of clinicians becoming susceptible to 
automation bias. Automation bias is a well-studied phe-
nomenon which prevails when the doctor has more trust in 
the diagnostic ability of the technology than their own 
judgement.27 This would confound occasions when there 
is a disagreement between the human doctor and the 
system. The doctor would likely have the right to overrule 
the system but would have to justify this to the patient. On 
that basis, doctors should have at least a basic understand-
ing of the algorithms, probabilities and datasets that are 
responsible for suggested diagnoses. This would help them 
to identify the causes of incorrect diagnoses and facilitate 
direct alterations to the system. We can assume that the 
doctor should have some degree of control over the sys-
tem, but this is difficult with no experience in statistics or 
computer programming. The literature also notes a risk 
that AI algorithms may perpetuate and amplify healthcare 
inequalities through biased algorithms.28 Within the wider 
machine learning literature, there are two recognised steps 
that must be taken to ensure that AI acts to reduce, or at 
least not exacerbate, inequalities:29,30

1. Datasets should be representative of the general 
population, with existing biases noted and 
accounted for. Effort should be spent on ensuring 
that there are data available for minority groups and 
those who are less served by existing systems.

2. Active measures should be taken to ensure that AI 
algorithms do not perpetuate existing biases.

Corrigibility, interruptibility and interpretability are widely 
recognised as important traits to incorporate with AI 
technology.31,32 These traits do not insist that clinicians 
develop the systems themselves, but they must have suffi-
cient understanding to be able to interpret, interrupt and 
correct computer systems if necessary. Thus, in order to 
prepare clinicians for the introduction of AI, we should 
pay attention to coding and data techniques that may 
become important for its correct use. In the long term, 
doctors may also need to develop some statistical expertise 
to communicate probabilities generated by AI software to 
patients, in order that they may continue to communicate 
effectively to patients in the wider context of their disease.

Where AI systems have been used so far, the “black 
box” problem has been raised as a potential obstacle.33,34 

The “black box” phenomenon is so-called as machine 
learning algorithms leading to diagnoses are suggested to 
resemble a “black box”, with no way of looking inside to 

see exactly how an answer is reached. One effort to over-
come the black box problem is the development of 
a system, by researchers at DeepMind and Moorfields 
Eye Hospital, to interpret optical coherence tomography 
(OCT) scans, triage patients and recommend treatments.35 

The system developed clearly illustrates the decision- 
making process of the machine learning system that led 
it to a decision and this can be scrutinised by the clinician 
interpreting the results.35,36 This inspection and verifica-
tion by clinicians is particularly important for artificial 
intelligence as a medical device because of the risk of 
systematic iatrogenic harm if the algorithms are flawed. 
It has been noted that machine learning algorithms must be 
extensively scrutinised, audited and debugged if they are 
to be used in clinical practice.3 Indeed, it is recognised that 
whilst AI is unlikely to replace human doctors, it will 
facilitate the emergence of data-driven high-performance 
medicine with clinicians retaining some degree of control 
over the systems.3

Concluding Remarks
Conceptualisation of AI as a digital healthcare innovation, 
and the use of recognised frameworks to do so, reveals 
insight into the positive potential and the risks that AI 
offers. Whilst much of what has been discussed may 
appear to be hyperbolic, in places optimistic and in others 
pessimistic, it is important to acknowledge these as the 
two polarised viewpoints that shape 21st century AI 
debate. The optimism is sufficiently plausible that it war-
rants further research and the pessimism such that it war-
rants a cautious approach. AI has the potential to improve 
healthcare delivery through altering clinical practice as 
well as optimising workflows. As an innovation, AI exhi-
bits three key characteristics: it is self-referential, repro-
grammable and capable of pronounced generativity. There 
are a number of potential barriers which may delay adop-
tion of emerging AI technologies and several risks asso-
ciated with their use. It is important that this is considered 
before the technology is adopted, considering the path 
dependency typically exhibited in patterns of innovation 
diffusion. On this basis, we should proactively adapt orga-
nisational practices in order to cope with the transforma-
tional impacts of AI. Whilst the timescales for these 
impacts are uncertain, we should not assume that they 
are far away.
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