
Access this article online

Website:
www.cmj.org

Editorial

Quick Response Code:

Fixed-effect and random-effects models in meta-analysis

Chunjuan Zhai1,2, Gordon Guyatt2

1Department of Cardiology, Shandong Provincial Hospital Affiliated to Shandong First Medical University, Jinan, Shandong 250021, China;
2Department of Health Research Methods, Evidence and Impact, McMaster University, Hamilton L8S 4L8, Ontario, Canada.

A systematic review synthesizes evidence addressing a 
structured clinical question using systematic and explicit 
methods to search, identify, screen, critically appraise, 
and extract and analyze data from relevant studies.[1] A 
meta-analysis, on the other hand, is a statistical method 
that combines the quantitative results of available 
primary studies addressing the same question to generate a 
pooled summary estimate and confidence interval (CI).[2] 
Meta-analyses can increase statistical power, enhance 
precision, and answer questions that single trials are 
underpowered to address. Although there are systematic 
reviews where meta-analyses are not appropriate, when 
they are well-conducted and reported, systematic reviews 
combined with meta-analyses provide valuable informa-
tion for clinicians, researchers, and policymakers.

To better understand fixed-effect and random-effects 
models, the following analogy is drawn. Fifty teachers 
are enrolled in a study of a new math curriculum. For 
each teacher, the classes are randomized so that half the 
classes receive the old curriculum and half receive the 
new curriculum. The researcher then evaluates the effec-
tiveness of the curricula in optimizing test scores.

What is this research trying to address? There are two 
questions with two underlying assumptions.

Question 1. Among these 50 teachers and no others, 
what is the impact of these two curricula on student 
examination scores? (Assumption 1: The effect of the 
new vs. the old curriculum is the same in all teachers.)

Question 2. Among all teachers who might ever teach 
this math course, of whom these 50 teachers are a 
random sample, what is the impact of these two curri-
cula on student examination scores? (Assumption 2: The 
effect of the new vs. the old curriculum differs among 
teachers. For example, some teachers are better suited to 
the new curriculum than others.)

The differences between these two scenarios: In terms of 
the questions: Are we interested in the effect of the curri-
cula in these 50 teachers or the effect in all teachers? In 
terms of assumptions: The relative effect of the old vs. 
the new curricula is the same or different across teachers.

Substitute “studies” for teachers and “therapies” for 
curricula and you get the questions and assumptions for 
fixed-effect (question 1) and random-effects (question 2) 
models.

Data from eligible studies can be combined in a meta-
analysis using either a fixed-effect model or a random-
effects model.[3] The choice of model is not straightfor-
ward and remains controversial: eminent biostatisticians 
disagree on the optimal approach. Table 1 presents a 
summary of the differences between these two models 
based on conceptual, statistical, and practical consider-
ations.

A fixed-effect model focuses only on the included 
studies in a meta-analysis and assumes that there is a 
single true effect size (hence, the term fixed-effect) that 
is shared by all the included studies. The variation 
among observed effects is due to random error.[4] Hypo-
thetically, if all studies had an infinite sample size and 
were completely free of bias, they would generate iden-
tical estimates of the effect. This assumes that any differ-
ences in the population enrolled, implementation of 
interventions, the way the outcome was measured, and 
follow-up length have no (or minimal) impact on the 
magnitude of the effect. Therefore, the error term in a 
fixed-effect model comes only from within-study varia-
tion.

A fixed-effect model aims to estimate this common true 
effect size and the uncertainty around this estimate. 
Thus, one can argue that a fixed-effect model is most 
appropriate when studies have the same design and 
methodology, or when the variability in results between 
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studies is small, and the variance is thought to be due to 
random error.

A random-effects model assumes that the included 
studies are a random sample of a population of hypo-
thetical studies. Further, the model assumes no single 
true effect size exists, but rather the true effect size in 
each study varies (hence, the term random-effects). 
Thus, even if all studies had an infinitely large sample 
size, the observed study effects would still vary because 
of the real differences in treatment effects across 
studies.[5] If it was possible to perform a large enough 
number of studies, the effect estimates of all the studies 
would follow a normal distribution.

The random-effects model takes into account both 
within-study variability and between-study variability 
(heterogeneity). The statistical test for heterogeneity 
addresses the null hypothesis that all studies in a meta-
analysis have the same underlying magnitude of effect. 
The goal of a random-effects model is to estimate not a 
single effect size but the mean effect size of the interven-
tion across the included studies.[6] Statisticians choose 
random effects models when the studies are assumed to 
differ in underlying effects, even if a heterogeneity test 
that addresses whether chance can explain differences in 
study results from study to study does not show a signifi-
cant result (i.e., differences are consistent with chance).[7]

The effect of model choice on precision: Under the fixed-
effect model, the only source of error in our estimate of 
the combined effect is the random error within studies. 
Under the random effects model, we need to take into 
account two sources of error. So the random-effects 
model includes both within- and between-study variabili-
ties, and when results vary substantially across studies, 
the CI of the combined (summary) estimate will be 
wider [Table 1] than that of a fixed-effect model. In this 
sense, the random-effects model generally produces a 
more conservative assessment of the precision of the 
summary estimate than the fixed-effect model.

Figure 1A shows four studies of equal sample size (you 
can tell because the width of the CI is the same in all 
four studies). When results do not vary much among 
studies (i.e., low heterogeneity), the CIs of the two 
models will be similar or the same. Figure 1B shows 
hypothetical data with a large amount of variability 
among studies. As a result, the CI is much wider in the 
random-effects model than in the fixed-effect model.

The effect of model choice on the point estimate: A 
meta-analysis presents a summary estimate by weighting 
each study according to the amount of information each 
study contributes. The weights are calculated based on 
the variance of each study, which is closely related to the 
sample size.[8] Generally, larger studies with smaller vari-
ance or more precise results will receive larger weight 

Table 1: Differences between fixed-effect and random-effects models.

Parameters

Conceptual 
considerations

Statistical 
considerations

Practical 
considerations

Fixed-effect model

Estimates effect in this 
sample of studies

Assumes effects are the 
same in all studies

Variance is only derived 
from within-study variance

Narrow CI
Large studies have much more 

weight than small studies

Random-effects model

Estimates effect in a population of studies from which 
the available studies are a random sample

Assumes effects differ across studies and the pooled estimate is the mean 
effect

Variance is derived from both within-study and between-study variances

Wider CI
Large studies have more weight than small studies, but the gradient is 

smaller than in fixed-effects models

CI: Confidence interval.

Figure 1: Hypothetical examples. (A) Minimal variability: Fixed and random models yield identical results. (B) The effect of model choice on precision. (C) The effect of model choice on 
the point estimate and precision.
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than smaller ones that have larger variance and less 
precise results.[9] However, while random-effects models 
give large studies greater weight than smaller studies, 
the difference in weight between large and small studies 
is substantially smaller than in fixed-effect models 
[Table 1]. Thus, the weights assigned under a random-
effects model are more balanced between large and 
small studies, and smaller studies will contribute rela-
tively more to the direction and magnitude of the 
summary estimate in random-effects than fixed-effect 
models. Random-effects models, therefore, generate 
summary estimates closer to the smaller study results 
than fixed-effect models.

Figure 1C shows the effect of small studies on the 
summary estimate using both models. The point esti-
mate of the random-effects model is closer to small 
studies than that of the fixed-effect model.

Differences in results from fixed-effect and random-
effects models in real-world examples: Consider a 
systematic review and meta-analysis that compared 
calcium channel blockers (CCBs) with other classes of 

drugs on major cardiovascular events in patients with 
hypertension.[10] In one comparison, the authors 
addressed the effect of CCBs vs. beta-blockers. In this 
comparison, the studies showed very similar results; the 
variability can be fully explained by chance, heteroge-
neity P values will be relatively high (P = 0.45), and I2 
(which is a measure of the variability among studies and 
ranges from 0 to 100%) is zero. In this case, the fixed 
and random effects models will yield identical results 
[Figure 2A].

In another comparison between CCBs and angiotensin-
converting enzyme (ACE) inhibitors, the heterogeneity is 
small and I2 is relatively moderate at 45.5%. In such a 
situation, both models provide similar results [Figure 2B]. 
But in some other meta-analyses, the heterogeneity is 
large, and under such a circumstance, these two models 
would generate quite different results [Figure 2C].

If you are a physician treating a patient with anemia and 
acute myocardial infarction. The patient needs a red 
blood cell transfusion now. You have two transfusion 
strategies: restrictive transfusion and liberal transfusion. 

Figure 2: Real-world examples. (A) Meta-analysis comparing CCBs and beta-blockers on major cardiovascular events in patients with hypertension. (B) Meta-analysis comparing CCBs 
and ACE inhibitors on major cardiovascular events in patients with hypertension. (C) Meta-analysis comparing restrictive and liberal transfusion on 30-day mortality in patients with 
anemia and acute myocardial infarction. ACE: Angiotensin-converting enzyme; CCBs: Calcium channel blockers; CI: Confidence interval; RR: Risk ratio.
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The restrictive transfusion threshold uses a lower hemo-
globin concentration as a threshold for transfusion 
(most commonly, 7.0–8.0 g/dL), and the liberal transfu-
sion threshold uses a higher hemoglobin concentration 
as a threshold for transfusion (most commonly, 
9.0–10.0 g/dL).

You are interested in the relative impact of each of the 
two strategies on 30-day mortality in patients with 
anemia and acute myocardial infarction. A systematic 
review and meta-analysis compared these two strategies 
for mortality in these patients [Figure 2C].[11] This meta-
analysis included only three trials.[12–14] Two trials were 
relatively small (Carson et al[12] with 110 patients and 
Cooper et al[13] with 44 patients), and one was larger 
(Ducrocq et al[14] with 666 patients). This analysis was 
associated with substantial heterogeneity (I2 = 59.1%, P 
value for the heterogeneity test = 0.09).

Under the random-effects model, the point estimate 
suggests a markedly increased mortality with the restric-
tive transfusion strategy, but chance can easily explain 
the difference (risk ratio [RR]: 1.61, 95% CI: 0.38–6.88, 
P = 0.52). Using the fixed-effect model, the point esti-
mate is very close to the null, and chance can of course 
easily explain the extremely small difference results (RR: 
0.99 with 95% CI: 0.59–1.65 and P = 0.96).

From the forest plot, we can see that the points estimate 
in the random-effects model is closer to the smaller 
study results and the CI is wider than that of the fixed-
effect model.

In this case, we are inclined to believe the results of the 
larger studies. The random-effects model results are 
therefore misleading. The figure also shows the relative 
weight of each trial. For example, the largest trial 
(Ducrocq et al[14]) has a relative weight of 92.62% 
under the fixed-effect model but 51.00% under the 
random-effects model.

Meta-analysts can choose a fixed-effect or a random-
effects model to combine the results in a meta-analysis. 
If there is minimal heterogeneity among the included 
studies, these two models will present very similar 
results. If there is large heterogeneity, the random-effects 
model will generate wider CI than the fixed-effect 
model. If the results are different in large and small 
studies, the point estimate in the random-effects model 
will be closer to small studies than in the fixed-effect model.

Meta-analyses often include trials with substantially 
different results and, when that is the case, results from 
fixed and random effects models can differ substantially. 
The choice between fixed-effect and random-effects 
models should never be only based on the statistical 
tests of heterogeneity. Understanding the implications 
associated with the choice of the model will help clini-

cians make sense of situations in which large variability 
in study results exists.

Acknowledgments

Kameshwar Prasad (Rajendra Institute of Medical Sciences, 
India) contributed greatly to developing the idea of the 
analogy.

Conflicts of interest

None.

References
1. What is a systematic review? Temple University Libraries, 2022. 

Available from: https://guides.temple.edu/c.php?g=78618&p=4178713. 
[Last accessed on January 17, 2023].

2. Morgan RL, Florez ID. Principles of systematic reviews and meta-
analyses. Methods Mol Biol 2022;2345:1–15. doi: 10.1007/978-
1-0716-1566-9_1.

3. Flegal KM, Ioannidis JPA. A meta-analysis but not a systematic 
review: An evaluation of the Global BMI Mortality Collabora-
tion. J Clin Epidemiol 2017;88:21–29. doi: 10.1016/j.jclinepi.2017.
04.007.

4. Borenstein M, Hedges LV, Higgins JP, Rothstein HR. A basic intro-
duction to fixed-effect and random-effects models for meta-analysis. 
Res Synth Methods 2010;1:97–111. doi: 10.1002/jrsm.12.

5. Riley RD, Higgins JP, Deeks JJ. Interpretation of random effects 
meta-analyses. BMJ 2011;342:d549. doi: 10.1136/bmj.d549.

6. Lau J, Ioannidis JP, Schmid CH. Summing up evidence: One 
answer is not always enough. Lancet 1998;351:123–127. doi: 
10.1016/S0140-6736(97)08468-7.

7. Ahn E, Kang H. Introduction to systematic review and meta-
analysis. Korean J Anesthesiol 2018;71:103–112. doi: 10.4097/
kjae.2018.71.2.103.

8. Egger M, Smith GD, Phillips AN. Meta-analysis principles and 
procedures. BMJ 1997;315:1533–1537. doi: 10.1136/bmj.315.7121.
1533.

9. Barza M, Trikalinos TA, Lau J. Statistical considerations in meta-
analysis. Infect Dis Clin North Am 2009;23:195–210. doi: 10.1016/
j.idc.2009.01.003.

10. Zhu J, Chen N, Zhou M, Guo J, Zhu C, Zhou J, et al. Calcium 
channel blockers versus other classes of drugs for hypertension. 
Cochrane Database Syst Rev 2021;10:CD003654. doi: 10.1002/
14651858.CD003654.pub5.

11. Carson JL, Stanworth SJ, Dennis JA, Trivella M, Roubinian N, 
Fergusson DA, et al. Transfusion thresholds for guiding red blood 
cell transfusion. Cochrane Database Syst Rev 2021;12:CD002042. 
doi: 10.1002/14651858.CD002042.pub5.

12. Carson JL, Brooks MM, Abbott JD, Chaitman B, Kelsey SF, 
Triulzi DJ, et al. Liberal versus restrictive transfusion thresholds 
for patients with symptomatic coronary artery disease. Am Heart 
J 2013;165:964–971.e1. doi: 10.1016/j.ahj.2013.03.001.

13. Cooper HA, Rao SV, Greenberg MD, Rumsey MP, McKenzie M, 
Alcorn KW, et al. Conservative versus liberal red cell transfusion 
in acute myocardial infarction (the CRIT Randomized Pilot 
Study). Am J Cardiol 2011;108:1108–1111. doi: 10.1016/j.amjcard.
2011.06.014.

14. Ducrocq G, Gonzalez-Juanatey JR, Puymirat E, Lemesle G, 
Cachanado M, Durand-Zaleski I, et al. Effect of a restrictive vs 
liberal blood transfusion strategy on major cardiovascular events 
among patients with acute myocardial infarction and anemia: The 
REALITY randomized clinical trial. JAMA 2021;325:552–560. doi: 
10.1001/jama.2021.0135.

How to cite this article: Zhai CJ, Guyatt G. Fixed-effect and random-
effects models in meta-analysis. Chin Med J 2024;137:1–4. doi: 10.1097/
CM9.0000000000002814

4

https://guides.temple.edu/c.php?g=78618&p=4178713

	p1-CMJ-2023-474
	Fixed-effect and random-effects models in meta-analysis
	Acknowledgments
	Conflicts of interest
	References





