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Abstract: The receptor-binding domain (RBD) of the SARS-CoV-2 spike protein (RBDCoV2) has a
higher binding affinity to the human receptor angiotensin-converting enzyme 2 (ACE2) than the SARS-
CoV RBD (RBDCoV). Here, we performed molecular dynamics (MD) simulations, binding free energy
(BFE) calculations, and interface residue contact network (IRCN) analysis to explore the mechanistic
origin of different ACE2-binding affinities of the two RBDs. The results demonstrate that, when
compared to the RBDCoV2-ACE2 complex, RBDCoV-ACE2 features enhanced dynamicsand inter-
protein positional movements and increased conformational entropy and conformational diversity.
Although the inter-protein electrostatic attractive interactions are the primary determinant for the high
ACE2-binding affinities of both RBDs, the significantly enhanced electrostatic attractive interactions
between ACE2 and RBDCoV2 determine the higher ACE2-binding affinity of RBDCoV2 than of RBDCoV.
Comprehensive comparative analyses of the residue BFE components and IRCNs between the two
complexes reveal that it is the residue changes at the RBD interface that lead to the overall stronger
inter-protein electrostatic attractive force in RBDCoV2-ACE2, which not only tightens the interface
packing and suppresses the dynamics of RBDCoV2-ACE2, but also enhances the ACE2-binding
affinity of RBDCoV2. Since the RBD residue changes involving gain/loss of the positively/negatively
charged residues can greatly enhance the binding affinity, special attention should be paid to the
SARS-CoV-2 variants carrying such mutations, particularly those near or at the binding interfaces
with the potential to form hydrogen bonds and/or salt bridges with ACE2.

Keywords: molecular dynamics; binding free energy calculations; electrostatic interactions; amino
acid residue changes; protein-protein binding affinity; binding interfaces

1. Introduction

The severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) [1,2], which shares
a high homology with SARS-CoV (about 80% identical at the genome level) in the 2002–2003
outbreak [3], causes the ongoing coronavirus disease 2019 (COVID-19). As of January 2022,
SARS-CoV-2 has caused over 480 million cases of COVID-19 and more than 6.1 million
deaths worldwide (https://www.who.int/emergencies/diseases/novel-coronavirus-2019
(accessed on 29 March 2022)).

Both SARS-CoV and SARS-CoV-2 belong to the Sarbecovirus subgenus of betacoron-
aviruses [4] and utilize the same receptor, angiotensin-converting enzyme 2 (ACE2) for
cell entry. The infection process is triggered by the attachment of the CoV spike protein
to the cell-surface receptor [5,6]. The CoV spike protein is a class I membrane fusion
glycoprotein [7] composed of three identical protomers protruding from the surface of
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lipid-enveloped CoV particles [8,9]. Each protomer consists of two subunits, S1 and S2,
which are post-translationally cleaved products from the single-chain polypeptide spike
precursor. Furthermore, S1 and S2 are responsible for virus attachment to cells and for the
fusion of the viral and cellular membranes, respectively [7,10–12]. In the spike trimer, the N-
and C-terminal portions of a S1 subunit fold independently as two large domains, known
as the N-terminal domain (NTD) and C-terminal domain (CTD). The latter serves as the
receptor-binding domain (RBD) in SARS-CoV and SARS-CoV-2 [11,13–17]. The S1 subunit,
especially the RBD, is also the immunodominant target of the humoral response, and hence,
is the uppermost component of both mRNA and adenovirus-based vaccines [18,19].

The spike trimer does not present as a single rigid conformation but rather as an
ensemble of different conformations/states (i.e., the closed state with all RBDs in the
down orientation and the open states with one, two, or three erect RBD(s)) that coexist in
equilibrium with different population distributions [16,17,20]. In the closed conformation,
the ACE2-binding surface (i.e., partial surface of the receptor binding motif (RBM)) on
RBDs is buried inside the trimer, inaccessible to the ACE2 because of the down orientations
of the three RBDs and their tight packing against one another [16]. The closed state can
spontaneously convert to the open states through a hinge-like motion that progressively
lifts RBDs up, thus allowing binding to the ACE2 due to the full exposure of RBM [21].
Upon binding, the first ACE2-bound RBD is stabilized in the up orientation, and this
promotes the other two RBDs to consecutively lift up and bind to the ACE2 until reaching
the fully open, three-ACE2-bound conformation, which is responsible for priming the spike
trimer for S2 unsheathing and the following membrane fusion [17].

Although the erection of the RBD is a prerequisite for ACE2 binding, the RBD is an
independently folded domain and its erection has only a marginal impact on its overall
conformation [17]. As a result, the binding affinity of the spike protein to the ACE2 was
usually evaluated using the RBD rather than the spike trimer, although previous compu-
tational studies showed that certain mutations outside the SARS-CoV-2 spike RBD were
capable of influencing an affinity to the ACE2 through altering the spike conformational
dynamics [22,23]. Interestingly, multiple earlier experimental and simulation studies have
collectively demonstrated that the SARS-CoV-2 RBD (RBDCoV2) has a higher ACE2-binding
affinity than the SARS-CoV RBD (RBDCoV) [16,24–29]. To a large extent this explains
why SARS-CoV-2 manifests an increased infectivity and transmissibility in comparison
to SARS-CoV.

The crystal structures of RBDCoV and RBDCoV2 in complex with human ACE2 have
been determined at high resolution [13,14], revealing that the two RBDs share not only
overall similar conformations (with Cα root mean square deviation (RMSD) of 0.47 Å)
but also nearly identical modes of binding to ACE2 (Figure 1A–C). Both RBDs have two
subdomains: a core and a RBM. The former is a twisted five-stranded antiparallel β-sheet
connected by short helices and loops, while the latter is composed of a short two-stranded
antiparallel β-sheet, two short helices, and several long loops. The core contains few
residues capable of making contacts with ACE2, and most of the ACE2-contacting residues
are from RBM. The sequence identity shared by the RBDCoV and RBDCoV2 is 73.2%, which
explains why they have highly similar overall structures. However, the sequence identity
of the cores increases to 88.0%, and that of the RBMs falls to 47.8%. This drastic contrast
may partially explain the difference between the ACE2-binding affinities of the two RBDs,
as being due to more residue changes and much more ACE2-contacting residues in the
RBM than in the core (Figure 1D).

Although multiple previous studies have provided insight into the structural and
molecular basis responsible for the different binding affinities of RBDCoV and RBDCoV2 to
human ACE2 [24,25,30–33], the underlying mechanisms modulating the mechanics and
energetics of RBD-ACE2 interactions still remain to be elucidated. In order to explore
the mechanistic reasons for the experimentally observed difference in the ACE2-binding
affinities of the two RBDs, we performed multiple-replica MD simulations on the structures
of the RBDCoV-ACE2 and RBDCoV2-ACE2 complexes. The study included comparative
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analyses in terms of dynamics and thermodynamics, calculations of the protein-protein and
per-residue binding free energies (BFEs), constructions of the interface residue contact net-
works (IRCNs), and comprehensive comparative analyses of IRCNs, interface interactions,
and BFE components of individual residues. The new results shed light on the dynamics
and energetic aspects of the modulation mechanisms of RBD-ACE2 interactions, and they
further explain why RBDCoV2 enhances its ACE2-binding affinity compared with RBDCoV,
which may help the surveillance of novel SARS-CoV-2 variants.
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both RBDs are colored cyan and red, respectively. (C) Backbone superposition of RBDCoV-ACE2 (red) and RBDCoV2-
ACE2 (green). (D) Structure-based sequence alignment of RBDCoV and RBDCoV2. The identical residues are white on 
a red background and the similar residues are red on a white background; the negatively and positively charged 
residues are indicated by red and blue triangles, respectively. The ACE2-contacting residues (or RBD interface 
residues) identified in this work are indicated by black dots; RBM (residues 438-506 according to residue number-
ing of RBDCoV2) is highlighted by enclosure with a red box. 
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Figure 1. Structures of the RBDCoV-ACE2 and RBDCoV2-ACE2 complexes and sequence alignment
of RBDCoV and RBDCoV2. (A,B) Cartoon representations of the complete complex structures of
RBDCoV-ACE2 (modeled based on the crystal structure with PDB ID 2AJF [13]) and RBDCoV2-ACE2
(PDB ID: 6M0J [14]), respectively. ACE2 is colored gray, with Zn2+ and Cl− ions represented as
spheres in yellow and green, respectively; cores and RBMs of both RBDs are colored cyan and red,
respectively. (C) Backbone superposition of RBDCoV-ACE2 (red) and RBDCoV2-ACE2 (green). (D)
Structure-based sequence alignment of RBDCoV and RBDCoV2. The identical residues are white on a
red background and the similar residues are red on a white background; the negatively and positively
charged residues are indicated by red and blue triangles, respectively. The ACE2-contacting residues
(or RBD interface residues) identified in this work are indicated by black dots; RBM (residues 438–506
according to residue numbering of RBDCoV2) is highlighted by enclosure with a red box.
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2. Materials and Methods
2.1. Structural Preparation

The X-ray crystallographic structures of the RBDCoV-ACE2 and RBDCoV2-ACE2 com-
plexes were obtained from the Protein Data Bank (PDB; http://www.rcsb.org (accessed on
8 August 2021)) with PDB IDs 2AJF [13] and 6M0J [14], respectively, which were chosen
because of their high resolutions (2.90 and 2.45 Å, respectively) and the wild-type (WT)
binding partners in both complex structures. The hetero atoms and crystallographic water
molecules were removed, whereas the atomic coordinates for ACE2, RBD, and ACE2-
bound Zn2+ and Cl− ions were retained. For the RBDCoV-ACE2 complex, the missing
atomic coordinates of the RBDCoV residues 320-322, 376-381, and 503-512 were modeled
using the SWISS-MODEL server [34] with the RBDCoV2 structure as the template. For the
two RBDs, the structure-based sequence alignment was performed using the Dali server
(http://ekhidna.biocenter.helsinki.fi/dali/ (accessed on 12 August 2021)) [35] and visu-
alized by ESPript 3.0 (https://espript.ibcp.fr/ESPript/cgi-bin/ESPript.cgi (accessed on
12 August 2021)) [36]. RBDCoV2 numbering was used throughout for simplicity.

2.2. MD Simulations

All MD simulations were performed using the GROMACS 5.1.4 software package [37].
The AMBER99SB-ILDN force field [38] was employed because its performance is usually
considered among the best of currently available all-atom force fields for protein MD
simulations due to the improvement in side-chain torsion potentials of amino acids [38–41].
The pKa values of all titratable residues were calculated using the PropKa server (https:
//www.ddl.unimi.it/vegaol/propka.htm (accessed on 15 August 2021)) [42] to assign their
protonation states at pH 7.4. The predicted pKa values of all lysines and arginines and
all glutamate and aspartate residues are greater and less than 7.4, respectively; therefore,
they were protonated (positively charged) and deprotonated (negatively charged), respec-
tively. Since His374 of ACE2 (hereafter referred to as ACE2:His374) in both complexes and
ACE2:His493 in RBDCoV2-ACE2 have predicted pKa values greater than 7.4, their imidazole
Nδ1 and Nε2 atoms were both protonated (positively charged). All the other histidines
have pKa values less than 7.4, and hence, were treated as the uncharged neutral ones, with
their imidazole rings being protonated automatically on either Nδ1 or Nε2 based on the
optimal hydrogen-bonding conformation using the GROMACS tool ‘gmx pdb2gmx’.

After protonation, each complex structure was solvated with the TIP3P water model [43]
in a periodic dodecahedron box with a minimum solute-box wall distance of 1.2 nm. The
net charges of both systems were neutralized with a 0.15 M concentration of NaCl to
mimic the physiological conditions. Each system was subjected to the steepest descent of
energy minimization until no significant energy change could be detected. To effectively
‘soak’ the solute into the solvent, four consecutive 100-ps NVT MD simulations were
conducted at 310 K, with the protein heavy atoms restrained by decreasing harmonic
potential force constants of 1000, 100, 10, and 0 kJ/mol/nm2. To improve the sampling of
the conformational space, each system was subjected to 10 independent 15-ns production
MD simulations, with each replica initialized with different initial atomic velocities assigned
from a Maxwell distribution at 310 K. In the production MD runs, the LINear Constraint
Solver (LINCS) algorithm [44] was used to constrain all bonds to equilibrium lengths,
thus allowing a time step of 2 fs. The particle-mesh Ewald (PME) method [45] was used
to treat the long-range electrostatic interactions, with a real-space cut-off of 1.0 nm, grid
spacing of 0.12 nm, and interpolation order of 4. The van der Waals (vdW) interactions were
treated using the Verlet scheme with a cut-off distance of 1.0 nm. The system temperature
was controlled at 310 K using the velocity-rescaling thermostat [46] with a time constant
of 0.1 ps. The system pressure was maintained at 1 atm using the Parrinello–Rahman
barostat [47], with a time constant of 2.0 ps. System coordinates were saved every 2 ps.

http://www.rcsb.org
http://ekhidna.biocenter.helsinki.fi/dali/
https://espript.ibcp.fr/ESPript/cgi-bin/ESPript.cgi
https://www.ddl.unimi.it/vegaol/propka.htm
https://www.ddl.unimi.it/vegaol/propka.htm
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2.3. MD Trajectory Analysis

For the 10 replica trajectories of each complex, the time dependent Cα RMSD values,
relative to the starting structure, were calculated using the GROMACS tool ‘gmx rms’. For
each complex, the equilibrated trajectory portion for each of the 10 replicas was concate-
nated into a single joined equilibrium trajectory using the GROMACS tool ‘gmx trjcat’.
The principal component analysis (PCA) was performed on the Cα atoms of the single
joined equilibrium trajectory using the GROMACS tools ‘gmx covar’ and ‘gmx anaeig’.
The selection of the Cα, rather than the backbone atoms, is sufficient to provide reliable
information about the large concerted protein motions during simulations while reducing
the computation cost. Then, the first two eigenvector projections were used as the reaction
coordinates to reconstruct the two-dimensional free energy landscape (FEL) [48–50] with
the following equation:

F(s) = −kBTln(Pi/Pmax) (1)

where kB is the Boltzmann’s constant, T is the simulation temperature, Pi is the probability
of finding the system in state i that is characterized by the two reaction coordinates (i.e., the
first two eigenvectors), and Pmax is the probability of the most probable state. An in-house
Python script (File S1) was used to implement the above model for generating FELs of the
two complexes.

For each complex, 100 conformations were randomly extracted from the global free en-
ergy minimum of FEL and were treated as the representative structures for the subsequent
BFE calculation and interaction/contact network analysis.

2.4. Binding Free Energy Calculation

The BFEs of RBDCoV-ACE2 and RBDCoV2-ACE2 were evaluated using the molecular
mechanics Possion–Boltzmann surface area (MM-PBSA) method, as implemented in the
GROMACS tool g_mmpbsa [51]. MM-PBSA is an endpoint approach capable of estimat-
ing the protein-protein/ligand BFE based merely on the structure or structural ensemble
of the bound complex without considering either the physical or the non-physical inter-
mediates [52]. Here, the BFE was estimated with the single trajectory approach, which
assumes that the conformations of the free RBD and free ACE2 are identical to those in the
protein–protein complex.

In MM-PBSA, the BFE (∆Gbinding) of a single protein–protein complex was calculated
as follows:

∆Gbinding = ∆EMM + ∆Gsolvation − T∆S = (∆Ebonded + ∆EvdW + ∆Eelec) + (∆Gpolar + ∆Gnon-polar) − T∆S (2)

where ∆EMM, ∆Gsolvation, and T∆S are the changes in the vacuum molecular mechanics
potential energy, solvation free energy, and solute entropy, respectively, upon the complex
formation of two proteins. ∆EMM is further decomposed into the bonded energy change
(∆Ebonded) and changes in the vdW (∆EvdW) and electrostatic (∆Eelec) potential energies.
The ∆Ebonded value is zero due to the single trajectory approach, and 4EvdW and ∆Eelec
are the vdW and electrostatic interaction energies between the two binding partners,
respectively. ∆Gsolvation is decomposed into the polar (∆Gpolar) and non-polar (∆Gnon-polar)
solvation free energy contributions, with ∆Gpolar actually representing the electrostatic
desolvation of free energy, and ∆Gnon-polar representing the hydrophobic effect arising from
the solvent entropy gain upon binding [52–54]. The term T∆S, which is often approximated
using the normal mode method [55], was not included in our calculations for two reasons:
the first is that the estimation of the solute entropy change is a time-consuming task,
often resulting in highly uncertain results with a larger standard error than those of the
other energy terms [56–58], and the second reason is that omitting the solute entropy term
likely has only a minor impact on the comparison between the relative BFEs of different
ligands/proteins to the same receptor protein [51,56]. The calculated BFE values in our
work are the ones of the relative binding energies, which, although unphysical due to the



Cells 2022, 11, 1274 6 of 20

neglect of the solute entropy change, can be used to compare binding affinities of different
ligands to a common receptor.

For each complex, MM-PBSA calculations were performed on a structural ensemble of
100 representative conformations. The g_mmpbsa default parameters were used with the
exceptions for calculating the polar solvation free energy (Gpolar). Gpolar was calculated by
solving the nonlinear PB equation (PBsolver = npbe) with the following settings: (i) grid
resolution (gridspace) of 0.4 Å, (ii) ionic strength (NaCl concentration) of 0.15 M with radii
for Na+ and Cl− of 0.95 and 1.81 Å, respectively, (iii) dielectric constants of the solute (pdie),
solvent (sdie), and vacuum (vdie) of 4, 80, and 1, respectively, and (iv) temperature (temp)
of 310 K.

Per-residue contribution to the total BFE (hereafter referred to as the residue BFE)
was obtained by implementing the ‘binding energy decomposition’ module of g_mmpbsa.
This module decomposes the total BFE into contributions from individual residues by
calculating each atom’s energy components (i.e., EMM, Gpolar, and Gnonpolar) of a residue in
both the free and bound forms.

2.5. Interface Interaction/Contact Analyses

The IRCN was constructed based on the numbers of close inter-atomic contacts of
involved residues from RBD and ACE2. A close inter-atomic contact is considered to exist
if the “overlap” value between any two atoms is greater than −4.0 Å. The overlap between
atoms i and j (overlapij) is defined as:

overlapij = rvdWi + rvdWj − dij (3)

where rvdWi and rvdWj represent the vdW radii of atoms i and j, respectively, and dij denotes
the distance between their nuclei. A hydrogen bond (HB) is considered to exist when the
distance between the donor and acceptor atoms is less than 3.5 Å and the angle from the
donor atom over the hydrogen to the acceptor atom is greater than 120◦. A salt bridge
(SB) is considered to be formed if the distance between any side-chain oxygen atom from a
negatively charged residue (Asp or Glu) and any side-chain nitrogen atom from a positively
charged residue (Arg or Lys) is less than 4.0 Å.

For each representative structure of the RBDCoV-ACE2 and RBDCoV2-ACE2 complexes,
close inter-atomic contacts, HBs, and SBs were identified using the Chimera ‘Find Contacts’
tool [59] and VMD plugins ‘Hydrogen Bonds’ and ‘Salt Bridge’ [60], respectively. The
average number of close inter-atomic contacts in a given contacting residue pair was
calculated over the 100 representative structures; only the residues with an average contact
number greater than 1.0 were considered as the binding interface residues. The occupancy
of a HB or SB was calculated as the fraction of the structures, within which a specified
HB/SB exists out of the 100 representative structures; only those with occupancy greater
than 20% were considered as the stable HBs/SBs. Finally, the IRCN and interface HB were
generated from the 100 representative structures of each complex by Chimera 1.14 [59]
and visualized by Cytoscape 3.8.1 [61]. The distance of a given residue to the binding
interfaces, which is defined as the minimum distance between any pair of atoms from the
given residue and from the interface residues, was calculated over the 100 representative
structures using the GROMACS tools ‘gmx pairdist’.

3. Results
3.1. Structural Fluctuations during Simulations

Figure 2 shows the time dependent Cα RMSD values of the two complexes, relative to
their respective starting structures during the multiple-replica simulations. All 10 replicas
of RBDCoV2-ACE2 require only a few ps to reach relatively stable RMSD values (Figure 2B).
Whereas some replicas of RBDCoV-ACE2 require more than 1.3 ns to reach a relative
plateau of RMSD values (Figure 2A). In order to ensure the temporal consistency of the
two simulation systems, we arbitrarily treated the 2–15-ns trajectory of each replica as
the equilibrated portion. It is clear that (i) the equilibrated portions of the 10 RBDCoV-
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ACE2 replicas span a wider RMSD range (0.14–0.49 nm) than those of the 10 RBDCoV2-
ACE2 replicas (0.11–0.31 nm) and, (ii) RBDCoV-ACE2 has more replicas with a fluctuation
amplitude greater than 0.15 nm than RBDCoV2-ACE2. These observations indicate that
during equilibrium, RBDCoV-ACE2 deviated more from its starting conformation and
experienced larger global structural fluctuations than RBDCoV2-ACE2. Nevertheless, visual
inspection of all replica trajectories revealed that both RBDCoV and RBDCoV2 remained
stably associated with ACE2 throughout the 15-ns simulations.
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In order to further evaluate the structural fluctuations of the two binding partners
and their relative mobility with respect to each other, we calculated the time dependent
Cα RMSD values of the RBD and ACE2 using two ways of the least-squares fitting (i.e.,
fitting to their respective structures (self-fitting) and to the structure of the other partner
(non-self-fitting) in the starting complex). For both complexes, the self-fitting RMSD
values of RBDs (Figure S1A,B) and ACE2s (Figure S1C,D) are clearly lower than their
respective non-self-fitting values (Figure S1E–H). However, the self-fitting RMSD curves
for RBD and ACE2 span a wider width and have a larger fluctuation amplitude in RBDCoV-
ACE2 (Figure S1A,C) than in RBDCoV2-ACE2 (Figure S1B,D), respectively. This implies
that the two binding partners have a larger structural variability in the former complex.
Interestingly, for both complexes, although their non-self-fitting RMSD curves of RBD and
ACE2 collectively show drastic fluctuations, the obviously wider curve widths observed for
RBDCoV-ACE2 indicate that its two binding partners experienced larger relative positional
movements than the two partners in RBDCoV2-ACE2.

Taken together, when compared to the RBDCoV2-ACE2 complex, RBDCoV-ACE2 expe-
rienced not only more drastic structural fluctuations at both the levels of the entire complex
and individual binding partners, but also larger relative positional movements between the
two partners. Thus, RBDCoV-ACE2 has a lower structural stability and a less stable binding
orientation between the two partners than RBDCoV2-ACE2.

3.2. Principal Components and Free Energy Landscapes

For each complex, PCA analysis was performed on its single joined equilibrium trajec-
tory to extract the most important PCs or eigenvectors. For both complexes, the first two
eigenvectors possess the largest eigenvalues (Figure S2), and their cumulative eigenvalues
contribute 62.0% and 48.5% to the total mean square fluctuation values of RBDCoV-ACE2
and RBDCoV2-ACE2, respectively (Figure S2, inset). Since the conformational space is
spanned by 3N (N is the number of Cα atoms; 790 and 791 in RBDCoV-ACE2 and RBDCoV2-
ACE2, respectively) eigenvectors, it is reasonable to believe that the first two eigenvectors
contribute substantially to the overall conformational freedom in the space; therefore, the
essential subspace formed by the first two eigenvectors contains the main conformational
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states/substates sampled by the MD simulations, from which the most representative
conformations can be identified through reconstructing the FEL.

Figure 3 shows the two-dimensional FELs of the two complexes. It is clear that the
FEL of RBDCoV-ACE2 (Figure 3A) covers a larger region in the essential subspace than
RBDCoV2-ACE2’s FEL (Figure 3B), indicating a larger conformational entropy of the former
complex. Furthermore, the FEL of RBDCoV-ACE2 features a rough/rugged surface because
it contains two large basins (with a free energy level lower than −10 kJ/mol), within
which multiple local minima (with a free energy level lower than −11 or −12 kJ/mol) are
presented. The FEL of RBDCoV2-ACE2 shows a typical funnel-like shape characterized
by a continuous falling of free energy until reaching the global free energy minimum
(−14 kJ/mol), but without local minima observed on the funnel wall; therefore, it may be
considered that during simulations, RBDCoV-ACE2 and RBDCoV2-ACE2 sampled two and
one conformational states, respectively, with the former’s two states containing multiple
metastable substates and the latter’s single state (in the global minimum) being its most
stable state. Nevertheless, the global free energy minima in both FELs have the same free
energy level (−14 kJ/mol), which is indicative of the equivalent thermostability of the
two complexes. Interestingly, the global minimum has a larger size in RBDCoV2-ACE2’s
FEL than in RBDCoV-ACE2’s FEL, which is indicative of a larger population of the most
thermostable conformations sampled by RBDCoV2-ACE2.
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In summary, although RBDCoV-ACE2 has a larger conformational entropy and richer
conformational diversity than RBDCoV2-ACE2, these two complexes present the equivalent
thermostability; therefore, it is reasonable to take the most thermostable conformations as
the representative structures of the two complexes. As a result, for each complex, 100 con-
formations/structures were randomly extracted from the global free energy minimum for
the subsequent BFE calculation and IRCN construction.

3.3. Binding Free Energy Calculation

Table 1 shows the calculated average values and corresponding standard deviations
(SDs) of the BFE components for the two complexes. The average values of the total
BFE (∆Gbinding) for RBDCoV-ACE2 and RBDCoV2-ACE2 are −2289.2 and −2455.0 kJ/mol,
respectively. Although the ranges of the ∆Gbinding values of the two complexes are overlap-
ping when taking the SDs into account, the p-value of 2.1 × 10−19 by the one-sided t-test
indicates that the BFE of RBDCoV2-ACE2 is statistically significantly lower than that of
RBDCoV-ACE2, which is consistent with previous experimental observations demonstrating
that the RBDCoV2 has a higher ACE2-binding affinity than RBDCoV [16,24,28,29].
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Table 1. Average values and corresponding standard deviations (shown in parentheses) of various
MM-PBSA energy terms (kJ/mol) for the RBDCoV-ACE2 and RBDCoV2-ACE2 complexes calculated
over the respective 100 representative structures.

Energy Term a RBDCoV-ACE2 RBDCoV2-ACE2

∆EvdW −360.2 (27.8) −376.0 (24.0)
∆Eelec −2338.4 (146.8) −2597.0 (146.7)

∆Gpolar 452.3 (85.5) 561.9 (84.8)
∆Gnon-polar −42.9 (4.2) −43.9 (3.4)
∆Gbinding −2289.2 (129.2) −2455.0 (103.2)

a For detailed explanations of the energy terms, see Equation (2) in Section 2.4.

For both complexes, the electrostatic interaction potential energy (∆Eelec) contributes
most significantly to lowering BFE, so that this term alone can overcompensate for the
large negative contribution from the electrostatic desolvation energy term (∆Gpolar). The
difference in the average values of ∆Gbinding from RBDCoV-ACE2 to RBDCoV2-ACE2 is
−165.8 kJ/mol. The differences in the average values of ∆EvdW, ∆Eelec, ∆Gpolar, and
∆Gnon-polar are −15.9, −258.6, 109.6, and −1.0 kJ/mol, respectively. Therefore, the higher
ACE2-binding affinity of RBDCoV2 primarily originates from the considerably stronger
inter-protein electrostatic attractive interactions in RBDCoV2-ACE2 than in RBDCoV-ACE2.
Interestingly, RBDCoV-ACE2 has larger SDs for all the energy terms than RBDCoV2-ACE2,
indicating a larger dispersion around the respective energy average values in the for-
mer complex. This is in agreement with the comparative analysis of the non-self-fitting
RMSD values, which reveals a less tight inter-protein association in RBDCoV-ACE2 than in
RBDCoV2-ACE2.

Figure 4A shows the ACE2 residues with the average BFE values greater than 20.0
or lower than −20.0 kJ/mol in both complexes. All these residues are charged ones, with
the positively charged and negatively charged residues making the negative and positive
contributions, respectively, to the binding affinity of ACE2 to both RBDs. The magnitudes
of the BFE values depend on the residue distances to the binding interfaces. The residues
located far from the binding interfaces (marked by light or lighter gray rectangles) generally
have a smaller magnitude of the absolute values (lower than 40 kJ/mol) than those located
near/at the interfaces (greater than 40 kJ/mol). Figure 4C shows the per-residue BFE
difference from the RBDCoV-bound ACE2 to RBDCoV2-bound ACE2. All the residues with
significant energy differences (greater than 20 or lower than −20 kJ/mol) are charged ones
and reside near/at the binding interfaces with the exception of H493. Notably, His493 has
a net charge of 0 and +1 in the RBDCoV-bound and RBDCoV2-bound ACE2s (for details; see
Section 2.2), respectively. Despite its remote distance to interfaces (greater than 3.0 nm; see
Figure 4A), the change in the charge property of His493 leads to a considerable difference in
its BFE. This indicates the importance of the long-range electrostatic interactions in affecting
a residue’s contribution to the binding affinity. For the charged residues located near/at the
interfaces, the large changes in the BFE also arise from the differences in the electrostatic
interactions. For example, D30 contributes to enhancing ACE2’s affinity to RBDCoV2 due to
its stronger electrostatic attractive interactions with RBDCoV2 (−226.5 kJ/mol; see Table S1)
than with RBDCoV (−66.5 kJ/mol). In contrast, K353 contributes to reducing ACE2’s
affinity to RBDCoV2, due to its stronger electrostatic repulsive interactions with RBDCoV2
(46.6 kJ/mol) than with RBDCoV (9.4 kJ/mol).

On the side of RBDs, the residues with the BFE average values greater than 20 or lower
than −20.0 kJ/mol can be either the charged or the uncharged ones (Figure 4B). However,
the BFE absolute values of the charged residues (in a range of about 240–550 kJ/mol) are
one order of magnitude greater than those of the uncharged residues (in a range of about
24–47 kJ/mol). The positively and negatively charged residues make the positive and
negative contributions to the ACE2-binding affinities of both RBDs, respectively, whereas
the uncharged residues contribute positively to the ACE2-binding affinities of both RBDs.
Interestingly, for the charged residues, those with absolute values greater than 400 kJ/mol
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are all located at/near the binding interfaces (marked by black/dark gray rectangles), and
those with absolute values lower than 300 kJ/mol are located distally from the binding
interfaces (gray to lighter gray rectangles). For the uncharged residues, they are all located
at the RBD interface (marked by black rectangles).
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Figure 4. Residue binding free energy (BFE) average values and their differences between the
RBDCoV-ACE2 and RBDCoV2-ACE2 complexes. (A) Residue BFE average values of the RBDCoV-
bound (black) and RBDCoV2-bound (red) ACE2s. (B) Residue BFE average values of RBDCoV (black)
and RBDCoV2 (red). In (A,B), only the residues with BFE values greater than 20 kJ/mol or lower
than −20 kJ/mol are shown. The distances of residues to the binding interfaces are marked by small
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rectangles of different shades of gray along the top horizontal axis, with the black rectangles repre-
senting the distance of 0 nm (corresponding to the interface residues identified in this work) and
those of reduced gray representing the increased distance to the binding interfaces as indicated
by the gray bar. Residue labels in (B) are shown as single-letter amino acid codes along with the
residue number according to RBDCoV2 numbering if the two residues are identical at the structurally
equivalent positions of the two complexes (see Figure 1D), and if different ones are shown as RBDCoV

residue/RBDCoV2 residue, plus the residue number of RBDCoV2. (C) Per-residue BFE difference
calculated by subtracting the value of the residue in the RBDCoV-bound ACE2 from that in the
RBDCoV2-bound ACE2. (D) Per-residue, the BFE difference is calculated by subtracting the value
of the residue in the ACE2-bound RBDCoV from that of the structurally equivalent residue in the
ACE2-bound RBDCoV2. Residue changes that result in a significant energy difference are labeled as
“mutation” representation (e.g., E354N from K354 in RBDCoV to N354 in RBDCoV2) but without the
implication of residue mutation.

Figure 4D shows the per-residue BFE difference from RBDCoV to RBDCoV2. Clearly,
all the significant differences occur during the residue changes involved in the charge
changes. The loss of the negatively charged residues (i.e., E354N, D476G, and D494S)
and the gain of the positively charged residues (i.e., V417K, T444K, and H458K) result
in the negative difference values and contribute to enhancing the ACE2-binding affinity
of RBDCoV2. The loss of the positively charged residues (i.e., R439N, K452L, K460N, and
K478T) and the gain of the negatively charged residues (i.e., V471E and P484E) result in the
positive difference values and contribute to reducing the ACE2-binding affinity of RBDCoV2.
For all the above residue changes, their significant differences in BFE arise from the changes
in the electrostatic interaction strength with ACE2 (Table S1), irrespective of their structural
locations. For example, E354N, despite being distal from the binding interfaces, leads to a
significant loss in the electrostatic repulsive interactions with ACE2 (305.7 vs. 0.8 kJ/mol),
and hence, contributes to enhancing the ACE2-binding affinity of RBDCoV2.

In summary, our BFE calculations reveal that (i) the enhanced binding affinity of
RBDCoV2-ACE2 compared to RBDCoV-ACE2 primarily originates from the significantly
strengthened inter-protein electrostatic attractive forces in the former complex, (ii) the
negatively charged residues in ACE2 and positively charged residues in RBDs make
considerable positive contributions to the binding affinity due to their strong electrostatic
attractive interactions with the other binding partners, (iii) the positively charged residues
in ACE2 and negatively charged residues in RBDs make considerable negative contributions
due to their strong electrostatic repulsive interactions, (iv) for the charged residues, their
magnitudes of contributions to the binding affinity exhibit a trend of dependence on
residue’s distance to the binding interfaces, and (v) the RBD residue changes involved
in the charge property changes can greatly impact the ACE2-binding affinities of RBDs
through altering the strength of electrostatic interactions with ACE2.

3.4. Interface Residue Contact Networks and the Related Interactions

In order to further investigate how the RBD residue changes affect the interface
interactions and protein–protein binding affinity, IRCNs were constructed based on the
representative structures of the two complexes (Figure 5). The IRCN of RBDCoV2-ACE2
(Figure 5B) contains more nodes and edges than that of RBDCoV-ACE2 (Figure 5A). In
addition, there is a higher average number of interface close contacts in RBDCoV2-ACE2
(142.3 ± 20.5) than in RBDCoV-ACE2 (127.0 ± 19.0). These results reveal a tighter interface
packing and more intensive interface interactions in RBDCoV2-ACE2 than in RBDCoV-ACE2.
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There are eight conserved RBD nodes/residues (dark red) in the two IRCNs (Figures 
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close contacts made by the conserved nodes is slightly higher in the IRCN of RBDCoV-
ACE2 (73.5) than in that of RBDCoV2-ACE2 (68.1). For the conserved RBD residues in the 
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Figure 5. Interface residue contact networks (IRCNs) and special interactions across the binding inter-
faces of the RBDCoV-ACE2 and RBDCoV2-ACE2 complexes. (A,B) IRCNs constructed over the 100 rep-
resentative structures of the RBDCoV-ACE2 and RBDCoV2-ACE2 complexes, respectively. Nodes are
colored as follows: shared ACE2 residues between the two IRCNs: green; non-shared ACE2 residues:
light green; conserved RBD residues between the two IRCNs: dark red; non-conserved/changed
RBD residue: red; non-shared RBD residues: light red. The node size represents the total number of
close inter-atomic contacts occurring on a residue/node. The edge weight represents the average
number of close inter-atomic contacts between the connected residues/nodes. (C) Interface hydro-
gen bonds (HBs) with an occupancy greater than 20%, which were identified over the respective
100 representative structures of the two complexes. HB–forming residues are colored the same as in
(A,B). HBs are represented by green dash lines connecting between the donor and/or acceptor atoms
(shown as atom names in PDB format), with the line thickness representing the degree of the HB
occupancy. (D,E) Structural locations of the interface HBs and salt bridges (SBs) in RBDCoV-ACE2
and RBDCoV2-ACE2, respectively. The representative structures of the two complexes are shown
as cartoon representations, with ACE2 and RBDs colored gray and cyan, respectively. HB-forming
and SB-forming residues are rendered as stick models, with oxygen and nitrogen atoms colored red
and blue, respectively. HBs and SBs are represented by green and yellow dashed lines, respectively.
Residue labels are colored the same as in (A,B).
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There are eight conserved RBD nodes/residues (dark red) in the two IRCNs (Figure 5A,B).
Despite their varying sizes in the two networks, the cumulative number of close contacts
made by the conserved nodes is slightly higher in the IRCN of RBDCoV-ACE2 (73.5)
than in that of RBDCoV2-ACE2 (68.1). For the conserved RBD residues in the IRCNs of
RBDCoV-ACE2 and RBDCoV2-ACE2, the cumulative values of the vdW interaction energy,
electrostatic interaction energy, and BFE are−72.8 and−68.9,−102.7 and−94.6, and−119.6
and −109.2 kJ/mol (Table S2), respectively. These results reveal a trend, that the overall
increased number of close contacts on the conserved RBDCoV residues strengthens their
vdW and electrostatic interactions with ACE2; this, in turn, enhances their contribution to
the ACE2-binding affinity when compared to the conserved RBDCoV2 residues.

With the exception of RBD:Y/L455, all the non-conserved/changed RBD residues (red
nodes) have larger node sizes in RBDCoV2-ACE2’s IRCN than in RBDCoV-ACE2’s IRCN. The
largest increase in the node size was observed for L486F (residue change from RBDCoV:L486 to
RBDCoV2:F486), which enhances the ACE2-binding affinity by−10.2 kJ/mol (Tables S1 and S2).
Since both RBDCoV:L486 and RBDCoV2:F486 are non-polar amino acids, and they form no
HB with ACE2, the enhanced affinity of L486F mainly arises from the increased or addi-
tional vdW contacts/interactions with ACE2:M82, Y83, and L79 (Figure 5A,B, Table S2).
A similar situation occurs on L456F, which ranks second in terms of node enlargement
and enhances the ACE2-binding affinity by −4.9 kJ/mol. The third ranked node enlarge-
ment occurs on N493Q. This residue change considerably enhances the binding affinity by
−36.7 kJ/mol due to the formation of three HBs between RBDCoV2:Q493 and ACE2:K31
and E35 (Figure 5C,E), which strengthens the electrostatic interactions by −49.9 kJ/mol
(Table S2). Y498Q enlarges the node size and enhances the ACE2-binding affinity (by
−17.7 kJ/mol) because of the formation of multiple additional HBs with ACE2:D38, Q42,
and K353, which strengthens the electrostatic interactions by −33.4 kJ/mol (Table S2).
P475A increases the node size due to the formation of a high-occupancy HB between
RBDCoV2:A475 and ACE2:S19 (Figure 5C), which strengthens the electrostatic interactions
by −17.3 kJ/mol. Although D476G leads to a limited increase in the node size, it leads to
an abnormal enhancement in the ACE2-binding affinity by −337.9 kJ/mol (Figure 4D). The
reason for this is the loss of the long-range electrostatic repulsive interactions (Table S2)
with ACE2.

The cumulative number of contacts made by the non-conserved RBD interface residues
is higher in RBDCoV2-ACE2’s IRCN (63.7 and 60.2 with and without RBDCoV2:G476, respec-
tively) than in RBDCoV-ACE2’s IRCN (41.3 and 39.1 with and without RBDCoV:D476, respec-
tively). For the RBDCoV-ACE2 complex, the cumulative BFE values of the non-conserved
RBD interface residues with and without RBDCoV:D476 are 248.3 and −82.3 kJ/mol, re-
spectively. For the RBDCoV2-ACE2 complex, the corresponding values with and without
RBDCoV2:G476 are −165.9 and −158.6 kJ/mol, respectively. These results indicate that, al-
though D476G plays an overwhelming role in enhancing the ACE2-binding affinity, there is
a clear trend in which the increased close contacts on the non-conserved RBDCoV2 interface
residues considerably enhance the ACE2-binding affinity of RBDCoV2.

There are non-shared nodes, either from RBDs (light red) or from ACE2 (light green), be-
tween the two IRCNs (Figure 5A,B). Two non-shared nodes, RBDCoV:R439 and RBDCoV2:K417,
are worth noting. More specifically, the direct contacts of RBDCoV:R439 with ACE2:E329
are absent in the IRCN of RBDCoV2-ACE2 due to R439N. This results in the loss of the
direct HB and SB interactions and the indirect long-range electrostatic attractive interac-
tions present in RBDCoV-ACE2 (Figure 5C,D), thus reducing the ACE2-binding affinity
of RBDCoV2 by 547.0 kJ/mol (Figure 4D and Table S2). The residues at position 417 are
RBDCoV2:K417 and RBDCoV:V417. Although both residues are located outside the RBM
region, RBDCoV2:K417 makes close contacts with ACE2:D30 and H34 due to its longer,
positively charged side chain. In particular, RBDCoV2:K417 forms two HBs and one SB
with ACE2:D30 (Figure 5C,E), which together with the long-range electrostatic forces of
attraction to ACE2, provide the most favorable contribution to the ACE2-binding affinity
(−495.1 kJ/mol) among all the RBDCoV2 residues (Figure 4B and Table S1). In addition, it is
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worth noting that among all the residue changes, V417K makes the largest contribution
to enhancing the ACE2-binding affinity of RBDCoV2 (by −487.6 kJ/mol; see Figure 4D).
Overall, the cumulative BFE values of the non-shared RBD residues in the IRCNs of
RBDCoV-ACE2 and RBDCoV2-ACE2 are −560.6 and −504.1 kJ/mol (Table S2), respectively,
indicating that the non-shared RBD residues are more conducive to enhancing the ACE2-
binding affinity of RBDCoV. Nevertheless, when taking all the RBD interface residues
(including the conserved, non-conserved, and non-shared RBD nodes) into account, the cu-
mulative BFE values are −431.9 and −779.2 kJ/mol, respectively (Table S2). This indicates
that the interface residues of RBDCoV2 are more conducive to enhancing the ACE2-binding
affinity than those of RBDCoV.

There are two (L45 and E329) and four (L79, D30, E35, and R393) non-shared ACE2 nodes
(light green) in the IRCNs of RBDCoV-ACE2 (Figure 5A) and RBDCoV2-ACE2 (Figure 5B),
respectively. Among them, the uncharged nodes (L45 and L79) only slightly enhance the
RBD-binding affinity when compared with the corresponding ACE2 residues that make no
close contact with the RBD (Table S3). In contrast, the negatively/positively charged nodes
greatly enhance/reduce the RBD-binding affinity when compared with the corresponding
non-interface ACE2 residues (Table S3). Despite more non-shared ACE2 nodes in the
IRCN of RBDCoV2-ACE2, their cumulative BFE value (−119.6 kJ/mol) is less negative
than that of the non-shared ACE2 nodes in the IRCN of RBDCoV-ACE2 (−164.4 kJ/mol).
However, when taking all the ACE2 interface residues (non-shared and shared ACE2
nodes) into account, the cumulative BFE values are−308.5 and−246.8 kJ/mol, respectively,
indicating that the ACE2 interface residues in RBDCoV2-ACE2 make an overall larger
positive contribution to the RBD-binding affinity than those in RBDCoV-ACE2.

In summary, the RBDCoV2-ACE2 complex has more close inter-atomic contacts across
the binding interfaces and a tighter interface packing than RBDCoV-ACE2. When com-
pared with RBDCoV-ACE2, RBDCoV2-ACE2 has more favorable interface vdW interactions
(Tables S2 and S3). Nevertheless, the enhanced binding affinity of RBDCoV2-ACE2 is pri-
marily determined by the significantly strengthened electrostatic attractive interactions
occurring on the interface residues (Tables S2 and S3). Several changes play crucial roles
in strengthening the electrostatic interactions between the RBDCoV2 interface and ACE2:
the gain of HBs and SB and of the long-range electrostatic attractive forces due to V417K,
the loss of the electrostatic repulsive forces due to D476G, the gain of HBs due to N493Q
and Y498Q, and the increased number of HBs formed by the ACE2 interface residues with
RBDCoV2.

4. Discussion

Although the experimentally determined crystal structures of RBDCoV-ACE2 and
RBDCoV2-ACE2 [13,14] show overall similar conformations and nearly identical binding
modes, our MD simulation-based analyses reveal their distinctly different dynamic and
thermodynamic behaviors. When compared to RBDCoV2-ACE2, RBDCoV-ACE2 features
enhanced global structural fluctuations and has larger conformational entropy and confor-
mational diversity. During MD simulations the individual binding partners also underwent
larger structural fluctuations in RBDCoV-ACE2 than in RBDCoV2-ACE2, and in particular,
the two binding partners experienced larger relative positional movements in the former
complex. This suggests that the enhanced protein–protein association could enhance the
structural stability of the individual binding partners and the entire complex. Undoubtedly,
it is the amino-acid-sequence differences between RBDCoV and RBDCoV2 and the resulting
changes in RBD physicochemical properties and in RBD-ACE2 interaction strengths that
give rise to the observed different dynamic and thermodynamic behaviors of the two
complexes, which in turn may also have impacts on interactions and binding affinities
between RBDs and ACE2.

The detailed comparison of the calculated values of various MM-PBSA energy terms
(Table 1) reveals that (i) the inter-protein electrostatic interactions determine the high-
affinity bindings of both RBDs to ACE2 and, (ii) the significantly strengthened electro-



Cells 2022, 11, 1274 15 of 20

static attractive interactions between RBDCoV2 and ACE2 determine the higher affinity of
RBDCoV2-ACE2 compared with RBDCoV-ACE2. ACE2 is heavily negatively charged at
pH 7.4 with the predicted net charges of −25 and −24 in RBDCoV-ACE2 and RBDCoV2-
ACE2, respectively, thus generating an overall extremely intense negative electrostatic
potential around itself (Figure S3). Both RBDCoV and RBDCoV2 have a net charge of +2, thus
generating an overall moderately intense positive electrostatic potential while showing
different distributions of localized positive and negative electrostatic potentials (Figure S3).
Consequently, ACE2 has strong electrostatic forces of attraction to both RBDs. The observed
difference in the inter-protein electrostatic interaction strengths between the two complexes
could be attributed to the different distributions of the positive and negative electrostatic
potentials on the two RBDs. Furthermore, the electrostatic potential distributions depend
on the structural locations of the positively and negatively charged residues. Therefore, it
is reasonable to contemplate a scenario in which the intense negative electrostatic potential
around ACE2 could accelerate the diffusion of both net positively charged RBDs toward
ACE2 through a strong electrostatic attraction. This would facilitate the initial recognition
and subsequent orientation adjustment between them. The different electrostatic interac-
tion strengths resulting from different distributions of the charged residues on RBDCoV and
RBDCoV2 determine the final difference in ACE2-binding affinities of the two RBDs.

A previous study [62] on the electrostatic features of the two complexes reveals that
the differences in distributions of the charged residues and their electric field line density
between RBDCoV and RBDCoV2 determine the stronger electrostatic attractive forces of
ACE2 to RBDCoV2, thus supporting our speculation. In the current study, we found that,
although the charged residues commonly exhibit large BFE values, there is a trend that the
magnitudes of the absolute values of BFE largely depend on the distance of the charged
residues to the binding interfaces (Figure 4A,B). In fact, it is the distance-dependent changes
in the electrostatic interaction strength of the charged residues that give rise to the different
degrees of contribution to the binding affinity (Figure S4). Although with few exceptions,
a general trend is observable that the closer the distance of the negatively charged ACE2
residues and positively charged RBD residues to the binding interfaces, the stronger the
electrostatic attractive interactions with the other partners (Figure S4C,D,F), and hence, the
greater the positive contribution to the affinity (Figure S4A,B,E). A similar trend also occurs
for the positively charged ACE2 residues and negatively charged RBD residues, in which
the electrostatic repulsive interactions increase as the distance to the interfaces decreases.

A comparison between the IRCNs of the two complexes reveals that the RBD residue
changes result in more intensive interface contacts and a tighter interface packing in
RBDCoV2-ACE2 than in RBDCoV-ACE2. On the one hand, these interface changes explain
the reduced inter-protein positional movements in RBDCoV2-ACE2, and on the other hand,
they significantly enhance the overall electrostatic interaction strength of the interface
residues with the other partners. These observations are consistent with a previous simu-
lation study showing that RBDCoV2-ACE2 has greater electrostatic complementarity and
enhanced hydrophobic packing at the interfaces than the RBDCoV-ACE2 complex [27].
Interestingly, a crystal structure of the chimeric RBD (with the core from RBDCoV and RBM
from RBDCoV2) in complex with human ACE2 also reveals a tighter ACE2 binding by the
chimeric RBD than by RBDCoV [28].

For RBDCoV2-ACE2 and RBDCoV-ACE2, the values of the inter-protein electrostatic
interaction energy are −2597.0 and −2338.4 kJ/mol (Table 1), respectively. The cumulative
values of the electrostatic interaction energy of all the IRCN-forming residues (i.e., the
interface residues) are −1258.6 and −799.8 kJ/mol (Tables S2 and S3), respectively, and
those of all the non-interface residues are −1338.4 and −1538.7 kJ/mol, respectively. There-
fore, despite the importance of the long-range indirect electrostatic attractive interactions
in promoting the high-affinity bindings of both RBDs to ACE2, the stronger electrostatic
attractive forces occurring on the interface residues of RBDCoV2-ACE2 dictate the overall
stronger inter-protein electrostatic interactions of RBDCoV2-ACE2 compared with RBDCoV-
ACE2. Further comprehensive comparative analyses of IRCNs, IRCN-related interactions,
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and energy components of IRCN-forming residues between the two complexes reveal that
the difference in the electrostatic interaction strength depends on the charge properties of
the interface residues, the number of close contacts on the charged residues, and whether
or not the close contacts involve the formation of HB and SB.

Of interest is that for the RBM residues (438-506) of the RBDCoV2 and RBDCoV, the
cumulative BFE values are −574.3 and −1313.7 kJ/mol, respectively, and the cumulative
values of the electrostatic interaction energy are −538.7 and −1300.8 kJ/mol (Table S4),
respectively. Therefore, the stronger electrostatic interactions of the RBDCoV RBM with
ACE2 determine its larger positive contribution to the ACE2-binding affinity. The net
charges of RBMs in RBDCoV and RBDCoV2 are +3 and +1, respectively, thus explaining why
RBM has stronger electrostatic forces of attraction to ACE2 in RBDCoV-ACE2. Why does the
RBDCoV2 interface have stronger electrostatic forces of attraction to ACE2 than the RBDCoV
interface (−812.2 vs. −451.9 kJ/mol; see Table S2)? The reasons for this are as follows. The
first is that the RBD interface residues (i.e., IRCN-forming residues from RBDs) identified in
this study include only a fraction of the RBM residues and most of the RBM residues make
no direct contact with ACE2 (Figure 1D). The second is that the net charges of the binding
interfaces of RBDCoV and RBDCoV2 are 0 (determined by R439 and D476; see Figure 5A)
and +1 (determined by K417 that does not belong to RBM), respectively. The third is that
RBDCoV2 interface residues form more HBs with ACE2 than RBDCoV interface residues
(Figure 5C–E). We could thus conclude that it is the effective RBD interface rather than
RBM that dominates the higher ACE2-binding affinity of RBDCoV2 than of RBDCoV. This
suggests that when estimating the changes in the ACE2-binding affinity between different
RBDs or RBD mutants, one should first pay attention to the changes in the electrostatic
interactions caused by the residue changes/mutations at the RBD interface, then those
near the interface, and finally those located distally from the interface, rather than simply
focusing on the residue changes/mutations in RBM.

Although we do not calculate the BFEs between human ACE2 and RBDs of various
variants of concern (VOC) of SARS-CoV-2, our findings can still facilitate the explanation
of the experimentally observed changes in ACE2-binding affinities of different VOC RBDs
from the perspective of the electrostatic interaction change principle. For example, RBD of
the Delta variant (B.1.617.2 lineage) contains two residue mutations, L452R and T478K [63],
which result in the gain of two positively charged residues near the binding interfaces, and
hence, could greatly strengthen the electrostatic forces of attraction to ACE2. Of interest is
that in RBDCoV the corresponding residues are positively charged K452 and K478, which,
compared with RBDCoV2:L452 and T478, enhance the ACE2-binding affinity of RBDCoV (by
−408.8 and−306.3 kJ/mol, respectively; see Figure 4D) through significantly strengthening
their electrostatic forces of attraction to ACE2 (by −413.3 and −301.9 kJ/mol, respectively;
see Table S4). These observations may help explain the experimentally observed 1.2-4.6-fold
increase in the ACE2 affinity of the Delta RBD compared to the WT RBDCoV2 [64–66].

The recently emerged VOC Omicron (B.1.1.529 lineage) contains 37 residue mutations
in the spike protein, of which 15 are in the RBD and 11 are near/at the binding inter-
faces [67,68]. Of the four mutations (G339D, S371L, S373P, S375F) with locations far from
the binding interfaces, G339D would largely reduce the ACE2 affinity due to the long-range
electrostatic repulsion of D339 with ACE2 (as observed for E340 in both RBDCoV and
RBDCoV2; see Figure 4B), whereas the effects of the other three mutations could be ignored.
Of the 11 mutations (K417N, N440K, G446S, S477N, T478K, E484A, Q493R, G496S, Q498R,
N501Y, and Y505H) located near/at the RBD interface, six (K417N, N440K, T478K, E484A,
Q493R, and Q498R) involve charge changes and could greatly impact the ACE2 affinity.
Specifically, E484A would overcompensate for the negative effect of G339D because the dis-
tance of residue 484 to the binding interfaces is shorter than that of residue 339 (Figure 4B).
Thus, E484A could lead to a greater loss of the electrostatic repulsion with ACE2 compared
with the added electrostatic repulsion by G339D. Although all the other five mutations
involve either the gain or loss of the positively charged residues, they lead to a net gain of
three positive charges, thus increasing the number of net positive charges from +2 in the WT
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RBDCoV2 to +5 in the Omicron RBD. This, in conjunction with the close distances/contacts
of all the newly acquired positively charged residues to/with ACE2, could greatly enhance
the ACE2-binding affinity of the Omicron RBD. The above inference is confirmed by the
experimental measurements showing that the Omicron RBD enhances the ACE2 affinity by
1.4–2.4 folds compared to the WT RBDCoV2 [64–66]. In addition, a computational study [69]
shows that (i) the mutations involving the gain of the positively charged residues (N440K,
T478K, Q493R, and Q498R) and loss of the negatively charged residue (E484A) collectively
enhance, although to different extents, the ACE2-binding affinity, and (ii) the gain of the
negatively charged residue (G339D) reduces the ACE2 affinity to an extent that can be
over-compensated for with the increased affinity contributed by E484A, in line with our
electrostatic interaction change principle-based inference. In addition, it is worth noting
that a Cryo-EM study reveals [65] that Q493R and Q498R lead to the formation of new HBs
and SBs with ACE2:E35 and D38, respectively. This can over offset the local electrostatic
repulsion with ACE2:K31 and K353, respectively, and ultimately results in a large increase
in the electrostatic interaction strength with ACE2 and enhances the affinity.

5. Conclusions

Through comprehensive comparative analysis of our computational results, we con-
clude that it is the RBD residue changes at the binding interface that lead to the overall
stronger electrostatic force of attraction of ACE2 to RBDCoV2 than to RBDCoV. The strength-
ened electrostatic force, on the one hand tightens the interface packing and reduces the
structural fluctuations of RBDCoV2-ACE2, and on the other hand, enhances the ACE2-
binding affinity of RBDCoV2. Although the RBD residue changes involved in the charge
changes can significantly impact the inter-protein electrostatic interaction strength, and
hence, the binding affinity, the extent of the impact largely depends on the distance of
the residue to the binding interfaces (i.e., the extent of the impact increases/decreases
as the distance decreases/increases). Furthermore, the formation or destruction of the
interface HBs and SBs caused by RBD residue changes can largely impact the inter-protein
electrostatic interactions. Our findings not only shed light on the mechanical and energetic
mechanisms responsible for modulating the inter-protein interaction strengths and binding
affinities of the two RBD-ACE2 complexes, but they can also help predict the binding
affinity changes of different VOC RBDs to ACE2.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/cells11081274/s1, Figure S1: Time dependent Cα RMSD values
of RBD and ACE2 after least-squares fitting to either RBD or ACE2 in the starting complex structure
during the multiple-replica MD simulations; Figure S2: Eigenvalues of the first 30 eigenvectors
(main plot) and cumulative contribution of all eigenvectors to the total mean square fluctuations
(inset plot) for the RBDCoV-ACE2 (black line) and RBDCoV-2-ACE2 complexes (red line); Figure S3:
Three-dimensional structures and electrostatic potential maps of the RBDCoV-ACE2 and RBDCoV2-
ACE2 complexes; Figure S4: The trends of the binding free energy and electrostatic energy of
the charged residues in RBDCoV-ACE2 and RBDCoV2-ACE2 at different distances to the binding
interfaces; Table S1: Average values of the per-residue binding free energy and energy components in
the RBDCoV-ACE2 and RBDCoV2-ACE2 complexes calculated over their respective 100 representative
structures (see the file Table_S1.xlsx); Table S2: Values of the residue binding free energy and
energy components (kJ/mol) for IRCN-forming residues from RBDCoV and RBDCoV2; Table S3:
Values of the residue binding free energy and energy components (kJ/mol) for the ACE2 residues
that participate in the formation of IRCNs of the RBDCoV-ACE2 and RBDCoV2-ACE2 complexes;
Table S4: Values of the residue binding free energy and energy components (kJ/mol) for RBM residues
from RBDCoV and RBDCoV2; File S1: Python script for constructing free energy landscapes of the
RBDCoV2-ACE2 and RBDCoV2-ACE2 complexes (see the file File_S1.py). Reference [70] are cited in
the supplementary materials.

https://www.mdpi.com/article/10.3390/cells11081274/s1
https://www.mdpi.com/article/10.3390/cells11081274/s1


Cells 2022, 11, 1274 18 of 20

Author Contributions: Conceptualization, Y.-X.F. and S.-Q.L.; methodology, Z.-B.Z. and Y.-L.X.;
validation, Z.-B.Z., Y.-L.X., J.-X.S. and W.-W.D.; formal analysis, Z.-B.Z. and Y.-L.X.; investigation,
Z.-B.Z., Y.-L.X., J.-X.S. and W.-W.D.; data curation, Z.-B.Z. and Y.-L.X.; writing—original draft prepa-
ration, Z.-B.Z.; writing—review and editing, S.-Q.L. and Y.-X.F.; visualization, Z.-B.Z. and Y.-L.X.;
supervision, Y.-X.F. and S.-Q.L.; project administration, S.-Q.L.; and funding acquisition, Y.-X.F. and
S.-Q.L. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the National Natural Science Foundation of China (91631304),
Donglu Scholar in the Yunnan University, and the Joint Special Funds for the Department of Science
and Technology of Yunnan Province-Kunming Medical University (grant number 2018FE001(-195)).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: All data are contained within the article or its supplementary materials
as Figures or Tables.

Acknowledgments: We also thank Sara Barton for editorial assistance.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or
in the decision to publish the results.

References
1. Wu, F.; Zhao, S.; Yu, B.; Chen, Y.-M.; Wang, W.; Song, Z.-G.; Hu, Y.; Tao, Z.-W.; Tian, J.-H.; Pei, Y.-Y.; et al. A new coronavirus

associated with human respiratory disease in China. Nature 2020, 579, 265–269. [CrossRef] [PubMed]
2. Zhou, P.; Yang, X.-L.; Wang, X.-G.; Hu, B.; Zhang, L.; Zhang, W.; Si, H.-R.; Zhu, Y.; Li, B.; Huang, C.-L.; et al. A pneumonia

outbreak associated with a new coronavirus of probable bat origin. Nature 2020, 579, 270–273. [CrossRef] [PubMed]
3. Zhong, N.S.; Zheng, B.J.; Li, Y.M.; Poon, L.L.M.; Xie, Z.H.; Chan, K.H.; Li, P.H.; Tan, S.Y.; Chang, Q.; Xie, J.P.; et al. Epidemiology

and cause of severe acute respiratory syndrome (SARS) in Guangdong, People’s Republic of China, in February, 2003. Lancet
2003, 362, 1353–1358. [CrossRef]

4. Li, W.; Shi, Z.; Yu, M.; Ren, W.; Smith, C.; Epstein, J.H.; Wang, H.; Crameri, G.; Hu, Z.; Zhang, H.; et al. Bats Are Natural Reservoirs
of SARS-Like Coronaviruses. Science 2005, 310, 676–679. [CrossRef] [PubMed]

5. Li, W.; Moore, M.J.; Vasilieva, N.; Sui, J.; Wong, S.K.; Berne, M.A.; Somasundaran, M.; Sullivan, J.L.; Luzuriaga, K.; Greenough,
T.C.; et al. Angiotensin-converting enzyme 2 is a functional receptor for the SARS coronavirus. Nature 2003, 426, 450–454.
[CrossRef]

6. Wan, Y.; Shang, J.; Graham, R.; Baric, R.S.; Li, F. Receptor Recognition by the Novel Coronavirus from Wuhan: An Analysis Based
on Decade-Long Structural Studies of SARS Coronavirus. J. Virol. 2020, 94, e00127-20. [CrossRef]

7. Harrison, S.C. Viral membrane fusion. Virology 2015, 479–480, 498–507. [CrossRef]
8. Delmas, B.; Laude, H. Assembly of coronavirus spike protein into trimers and its role in epitope expression. J. Virol. 1990, 64,

5367–5375. [CrossRef]
9. Tortorici, M.A.; Veesler, D. Structural insights into coronavirus entry. Adv. Virus Res. 2019, 105, 93–116. [CrossRef]
10. Belouzard, S.; Chu, V.C.; Whittaker, G.R. Activation of the SARS coronavirus spike protein via sequential proteolytic cleavage at

two distinct sites. Proc. Natl. Acad. Sci. USA 2009, 106, 5871–5876. [CrossRef]
11. Walls, A.C.; Park, Y.-J.; Tortorici, M.A.; Wall, A.; McGuire, A.T.; Veesler, D. Structure, Function, and Antigenicity of the SARS-CoV-2

Spike Glycoprotein. Cell 2020, 181, 281–292.e6. [CrossRef] [PubMed]
12. Millet, J.K.; Whittaker, G.R. Host cell proteases: Critical determinants of coronavirus tropism and pathogenesis. Virus Res. 2015,

202, 120–134. [CrossRef] [PubMed]
13. Li, F.; Li, W.; Farzan, M.; Harrison, S.C. Structure of SARS Coronavirus Spike Receptor-Binding Domain Complexed with Receptor.

Science 2005, 309, 1864–1868. [CrossRef] [PubMed]
14. Lan, J.; Ge, J.; Yu, J.; Shan, S.; Zhou, H.; Fan, S.; Zhang, Q.; Shi, X.; Wang, Q.; Zhang, L.; et al. Structure of the SARS-CoV-2 spike

receptor-binding domain bound to the ACE2 receptor. Nature 2020, 581, 215–220. [CrossRef]
15. Song, W.; Gui, M.; Wang, X.; Xiang, Y. Cryo-EM structure of the SARS coronavirus spike glycoprotein in complex with its host cell

receptor ACE2. PLoS Pathog. 2018, 14, e1007236. [CrossRef]
16. Wrapp, D.; Wang, N.; Corbett, K.S.; Goldsmith, J.A.; Hsieh, C.-L.; Abiona, O.; Graham, B.S.; McLellan, J.S. Cryo-EM structure of

the 2019-nCoV spike in the prefusion conformation. Science 2020, 367, 1260–1263. [CrossRef]
17. Benton, D.J.; Wrobel, A.G.; Xu, P.; Roustan, C.; Martin, S.R.; Rosenthal, P.B.; Skehel, J.J.; Gamblin, S.J. Receptor binding and

priming of the spike protein of SARS-CoV-2 for membrane fusion. Nature 2020, 588, 327–330. [CrossRef]

http://doi.org/10.1038/s41586-020-2008-3
http://www.ncbi.nlm.nih.gov/pubmed/32015508
http://doi.org/10.1038/s41586-020-2012-7
http://www.ncbi.nlm.nih.gov/pubmed/32015507
http://doi.org/10.1016/S0140-6736(03)14630-2
http://doi.org/10.1126/science.1118391
http://www.ncbi.nlm.nih.gov/pubmed/16195424
http://doi.org/10.1038/nature02145
http://doi.org/10.1128/JVI.00127-20
http://doi.org/10.1016/j.virol.2015.03.043
http://doi.org/10.1128/jvi.64.11.5367-5375.1990
http://doi.org/10.1016/bs.aivir.2019.08.002
http://doi.org/10.1073/pnas.0809524106
http://doi.org/10.1016/j.cell.2020.02.058
http://www.ncbi.nlm.nih.gov/pubmed/32155444
http://doi.org/10.1016/j.virusres.2014.11.021
http://www.ncbi.nlm.nih.gov/pubmed/25445340
http://doi.org/10.1126/science.1116480
http://www.ncbi.nlm.nih.gov/pubmed/16166518
http://doi.org/10.1038/s41586-020-2180-5
http://doi.org/10.1371/journal.ppat.1007236
http://doi.org/10.1126/science.abb2507
http://doi.org/10.1038/s41586-020-2772-0


Cells 2022, 11, 1274 19 of 20

18. Piccoli, L.; Park, Y.-J.; Tortorici, M.A.; Czudnochowski, N.; Walls, A.C.; Beltramello, M.; Silacci-Fregni, C.; Pinto, D.; Rosen, L.E.;
Bowen, J.E.; et al. Mapping Neutralizing and Immunodominant Sites on the SARS-CoV-2 Spike Receptor-Binding Domain by
Structure-Guided High-Resolution Serology. Cell 2020, 183, 1024–1042.e21. [CrossRef]

19. Liu, L.; Wang, P.; Nair, M.S.; Yu, J.; Rapp, M.; Wang, Q.; Luo, Y.; Chan, J.F.; Sahi, V.; Figueroa, A.; et al. Potent neutralizing
antibodies against multiple epitopes on SARS-CoV-2 spike. Nature 2020, 584, 450–456. [CrossRef]

20. Yuan, Y.; Cao, D.; Zhang, Y.; Ma, J.; Qi, J.; Wang, Q.; Lu, G.; Wu, Y.; Yan, J.; Shi, Y.; et al. Cryo-EM structures of MERS-CoV and
SARS-CoV spike glycoproteins reveal the dynamic receptor binding domains. Nat. Commun. 2017, 8, 15092. [CrossRef]

21. Wrobel, A.G.; Benton, D.J.; Xu, P.; Roustan, C.; Martin, S.R.; Rosenthal, P.B.; Skehel, J.J.; Gamblin, S.J. SARS-CoV-2 and bat RaTG13
spike glycoprotein structures inform on virus evolution and furin-cleavage effects. Nat. Struct. Mol. Biol. 2020, 27, 763–767.
[CrossRef] [PubMed]

22. Bello, M.; Hasan, M.K.; Hussain, N. Energetic and structural basis for the differences in infectivity between the wild-type and
mutant spike proteins of SARS-CoV-2 in the Mexican population. J. Mol. Graph. Model. 2021, 107, 107970. [CrossRef] [PubMed]

23. Sixto-López, Y.; Correa-Basurto, J.; Bello, M.; Landeros-Rivera, B.; Garzón-Tiznado, J.A.; Montaño, S. Structural insights into
SARS-CoV-2 spike protein and its natural mutants found in Mexican population. Sci. Rep. 2021, 11, 4659. [CrossRef] [PubMed]

24. Wang, Q.; Zhang, Y.; Wu, L.; Niu, S.; Song, C.; Zhang, Z.; Lu, G.; Qiao, C.; Hu, Y.; Yuen, K.Y.; et al. Structural and Functional Basis
of SARS-CoV-2 Entry by Using Human ACE2. Cell 2020, 181, 894–904.e9. [CrossRef] [PubMed]

25. Peng, C.; Zhu, Z.; Shi, Y.; Wang, X.; Mu, K.; Yang, Y.; Zhang, X.; Xu, Z.; Zhu, W. Computational Insights into the Conformational
Accessibility and Binding Strength of SARS-CoV-2 Spike Protein to Human Angiotensin-Converting Enzyme 2. J. Phys. Chem.
Lett. 2020, 11, 10482–10488. [CrossRef] [PubMed]

26. Amin, M.; Sorour, M.K.; Kasry, A. Comparing the Binding Interactions in the Receptor Binding Domains of SARS-CoV-2 and
SARS-CoV. J. Phys. Chem. Lett. 2020, 11, 4897–4900. [CrossRef]

27. Wang, Y.; Liu, M.; Gao, J. Enhanced receptor binding of SARS-CoV-2 through networks of hydrogen-bonding and hydrophobic
interactions. Proc. Natl. Acad. Sci. USA 2020, 117, 13967–13974. [CrossRef]

28. Shang, J.; Ye, G.; Shi, K.; Wan, Y.; Luo, C.; Aihara, H.; Geng, Q.; Auerbach, A.; Li, F. Structural basis of receptor recognition by
SARS-CoV-2. Nature 2020, 581, 221–224. [CrossRef]

29. Walls, A.C.; Park, Y.J.; Tortorici, M.A.; Wall, A.; McGuire, A.T.; Veesler, D. Deep mutational scanning of SARS-CoV-2 receptor
binding domain reveals constraints on folding and ACE2 binding. Cell 2020, 182, 1295–1310.e20. [CrossRef]

30. Delgado, J.M.; Duro, N.; Rogers, D.M.; Tkatchenko, A.; Pandit, S.A.; Varma, S. Molecular basis for higher affinity of SARS-CoV -2
spike RBD for human ACE2 receptor. Proteins Struct. Funct. Bioinform. 2021, 89, 1134–1144. [CrossRef]

31. Nguyen, H.L.; Lan, P.D.; Thai, N.Q.; Nissley, D.A.; O’Brien, E.P.; Li, M.S. Does SARS-CoV-2 Bind to Human ACE2 More Strongly
Than Does SARS-CoV? J. Phys. Chem. B 2020, 124, 7336–7347. [CrossRef] [PubMed]

32. Rosario, P.A.; McNaughton, B.R. Computational Hot-Spot Analysis of the SARS-CoV-2 Receptor Binding Domain/ACE2 Complex.
ChemBioChem 2021, 22, 1196–1200. [CrossRef] [PubMed]

33. Laurini, E.; Marson, D.; Aulic, S.; Fermeglia, M.; Pricl, S. Computational Alanine Scanning and Structural Analysis of the
SARS-CoV-2 Spike Protein/Angiotensin-Converting Enzyme 2 Complex. ACS Nano 2020, 14, 11821–11830. [CrossRef] [PubMed]

34. Waterhouse, A.; Bertoni, M.; Bienert, S.; Studer, G.; Tauriello, G.; Gumienny, R.; Heer, F.T.; De Beer, T.A.P.; Rempfer, C.; Bordoli, L.;
et al. SWISS-MODEL: Homology modelling of protein structures and complexes. Nucleic Acids Res. 2018, 46, W296–W303.
[CrossRef] [PubMed]

35. Holm, L. DALI and the persistence of protein shape. Protein Sci. 2020, 29, 128–140. [CrossRef] [PubMed]
36. Robert, X.; Gouet, P. Deciphering key features in protein structures with the new ENDscript server. Nucleic Acids Res. 2014, 42,

W320–W324. [CrossRef]
37. Abraham, M.J.; Murtola, T.; Schulz, R.; Páll, S.; Smith, J.C.; Hess, B.; Lindahl, E. GROMACS: High performance molecular

simulations through multi-level parallelism from laptops to supercomputers. SoftwareX 2015, 1–2, 19–25. [CrossRef]
38. Lindorff-Larsen, K.; Piana, S.; Palmo, K.; Maragakis, P.; Klepeis, J.L.; Dror, R.O.; Shaw, D.E. Improved side-chain torsion potentials

for the Amber ff99SB protein force field. Proteins Struct. Funct. Bioinform. 2010, 78, 1950–1958. [CrossRef]
39. Wickstrom, L.; Okur, A.; Simmerling, C. Evaluating the Performance of the ff99SB Force Field Based on NMR Scalar Coupling

Data. Biophys. J. 2009, 97, 853–856. [CrossRef]
40. Ouyang, Y.; Zhao, L.; Zhang, Z. Characterization of the structural ensembles of p53 TAD2 by molecular dynamics simulations

with different force fields. Phys. Chem. Chem. Phys. 2018, 20, 8676–8684. [CrossRef]
41. Man, V.H.; He, X.; Derreumaux, P.; Ji, B.; Xie, X.-Q.; Nguyen, P.H.; Wang, J. Effects of All-Atom Molecular Mechanics Force Fields

on Amyloid Peptide Assembly: The Case of Abeta16–22 Dimer. J. Chem. Theory Comput. 2019, 15, 1440–1452. [CrossRef] [PubMed]
42. Li, H.; Robertson, A.D.; Jensen, J.H. Very fast empirical prediction and rationalization of protein pKa values. Proteins 2005, 61,

704–721. [CrossRef] [PubMed]
43. Price, D.J.; Brooks, C.L. A modified TIP3P water potential for simulation with Ewald summation. J. Chem. Phys. 2004, 121,

10096–10103. [CrossRef] [PubMed]
44. Hess, B.; Bekker, H.; Berendsen, H.J.C.; Fraaije, J.G.E.M. LINCS: A linear constraint solver for molecular simulations. J. Comp.

Chem. 1997, 18, 1463–1472. [CrossRef]
45. Darden, T.; York, D.; Pedersen, L. Particle mesh Ewald: An N·log(N) method for Ewald sums in large systems. J. Chem. Phys.

1993, 98, 10089–10092. [CrossRef]

http://doi.org/10.1016/j.cell.2020.09.037
http://doi.org/10.1038/s41586-020-2571-7
http://doi.org/10.1038/ncomms15092
http://doi.org/10.1038/s41594-020-0468-7
http://www.ncbi.nlm.nih.gov/pubmed/32647346
http://doi.org/10.1016/j.jmgm.2021.107970
http://www.ncbi.nlm.nih.gov/pubmed/34242876
http://doi.org/10.1038/s41598-021-84053-8
http://www.ncbi.nlm.nih.gov/pubmed/33633229
http://doi.org/10.1016/j.cell.2020.03.045
http://www.ncbi.nlm.nih.gov/pubmed/32275855
http://doi.org/10.1021/acs.jpclett.0c02958
http://www.ncbi.nlm.nih.gov/pubmed/33274945
http://doi.org/10.1021/acs.jpclett.0c01064
http://doi.org/10.1073/pnas.2008209117
http://doi.org/10.1038/s41586-020-2179-y
http://doi.org/10.1016/j.cell.2020.08.012
http://doi.org/10.1002/prot.26086
http://doi.org/10.1021/acs.jpcb.0c04511
http://www.ncbi.nlm.nih.gov/pubmed/32790406
http://doi.org/10.1002/cbic.202000562
http://www.ncbi.nlm.nih.gov/pubmed/33174669
http://doi.org/10.1021/acsnano.0c04674
http://www.ncbi.nlm.nih.gov/pubmed/32833435
http://doi.org/10.1093/nar/gky427
http://www.ncbi.nlm.nih.gov/pubmed/29788355
http://doi.org/10.1002/pro.3749
http://www.ncbi.nlm.nih.gov/pubmed/31606894
http://doi.org/10.1093/nar/gku316
http://doi.org/10.1016/j.softx.2015.06.001
http://doi.org/10.1002/prot.22711
http://doi.org/10.1016/j.bpj.2009.04.063
http://doi.org/10.1039/C8CP00067K
http://doi.org/10.1021/acs.jctc.8b01107
http://www.ncbi.nlm.nih.gov/pubmed/30633867
http://doi.org/10.1002/prot.20660
http://www.ncbi.nlm.nih.gov/pubmed/16231289
http://doi.org/10.1063/1.1808117
http://www.ncbi.nlm.nih.gov/pubmed/15549884
http://doi.org/10.1002/(SICI)1096-987X(199709)18:12&lt;1463::AID-JCC4&gt;3.0.CO;2-H
http://doi.org/10.1063/1.464397


Cells 2022, 11, 1274 20 of 20

46. Bussi, G.; Donadio, D.; Parrinello, M. Canonical sampling through velocity rescaling. J. Chem. Phys. 2007, 126, 014101. [CrossRef]
47. Parrinello, M.; Rahman, A. Polymorphic transitions in single crystals: A new molecular dynamics method. J. Appl. Phys. 1981, 52,

7182–7190. [CrossRef]
48. Li, Y.; Deng, L.; Yang, L.-Q.; Sang, P.; Liu, S.-Q. Effects of CD4 Binding on Conformational Dynamics, Molecular Motions, and

Thermodynamics of HIV-1 gp120. Int. J. Mol. Sci. 2019, 20, 260. [CrossRef]
49. Zhang, Z.-B.; Xia, Y.-L.; Dong, G.-H.; Fu, Y.-X.; Liu, S.-Q. Exploring the Cold-Adaptation Mechanism of Serine Hydroxymethyl-

transferase by Comparative Molecular Dynamics Simulations. Int. J. Mol. Sci. 2021, 22, 1781. [CrossRef]
50. Li, Y.; Deng, L.; Liang, J.; Dong, G.-H.; Xia, Y.-L.; Fu, Y.-X.; Liu, S.-Q. Molecular dynamics simulations reveal distinct differences in

conformational dynamics and thermodynamics between the unliganded and CD4-bound states of HIV-1 gp120. Phys. Chem.
Chem. Phys. 2020, 22, 5548–5560. [CrossRef]

51. Kumari, R.; Kumar, R.; Lynn, A.; Open Source Drug Discovery Consortium. g_mmpbsa—A GROMACS Tool for High-Throughput
MM-PBSA Calculations. J. Chem. Inf. Model. 2014, 54, 1951–1962. [CrossRef] [PubMed]

52. Du, X.; Li, Y.; Xia, Y.-L.; Ai, S.-M.; Liang, J.; Sang, P.; Ji, X.-L.; Liu, S.-Q. Insights into Protein–Ligand Interactions: Mechanisms,
Models, and Methods. Int. J. Mol. Sci. 2016, 17, 144. [CrossRef] [PubMed]

53. Foloppe, N.; Hubbard, R. Towards Predictive Ligand Design With Free-Energy Based Computational Methods? Curr. Med. Chem.
2006, 13, 3583–3608. [CrossRef] [PubMed]

54. Levy, R.M.; Zhang, L.Y.; Gallicchio, E.; Felts, A.K. On the Nonpolar Hydration Free Energy of Proteins: Surface Area and
Continuum Solvent Models for the Solute−Solvent Interaction Energy. J. Am. Chem. Soc. 2003, 125, 9523–9530. [CrossRef]

55. Levitt, M.; Sander, C.; Stern, P.S. Protein normal-mode dynamics: Trypsin inhibitor, crambin, ribonuclease and lysozyme. J. Mol.
Biol. 1985, 181, 423–447. [CrossRef]

56. Genheden, S.; Ryde, U. The MM/PBSA and MM/GBSA methods to estimate ligand-binding affinities. Expert Opin. Drug Discov.
2015, 10, 449–461. [CrossRef]

57. Homeyer, N.; Gohlke, H. Free Energy Calculations by the Molecular Mechanics Poisson−Boltzmann Surface Area Method. Mol.
Inform. 2012, 31, 114–122. [CrossRef]

58. Kuhn, B.; Kollman, P.A. Binding of a Diverse Set of Ligands to Avidin and Streptavidin: An Accurate Quantitative Prediction
of Their Relative Affinities by a Combination of Molecular Mechanics and Continuum Solvent Models. J. Med. Chem. 2000, 43,
3786–3791. [CrossRef]

59. Pettersen, E.F.; Goddard, T.D.; Huang, C.C.; Couch, G.S.; Greenblatt, D.M.; Meng, E.C.; Ferrin, T.E. UCSF Chimera—A visualiza-
tion system for exploratory research and analysis. J. Comput. Chem. 2004, 25, 1605–1612. [CrossRef]

60. Humphrey, W.; Dalke, A.; Schulten, K. VMD: Visual molecular dynamics. J. Mol. Graph. 1996, 14, 33–38. [CrossRef]
61. Shannon, P.; Markiel, A.; Ozier, O.; Baliga, N.S.; Wang, J.T.; Ramage, D.; Amin, N.; Schwikowski, B.; Ideker, T. Cytoscape: A

software environment for integrated models of Biomolecular Interaction Networks. Genome Res. 2003, 13, 2498–2504. [CrossRef]
[PubMed]

62. Xie, Y.; Karki, C.B.; Du, D.; Li, H.; Wang, J.; Sobitan, A.; Teng, S.; Tang, Q.; Li, L. Spike Proteins of SARS-CoV and SARS-CoV-2
Utilize Different Mechanisms to Bind with Human ACE2. Front. Mol. Biosci. 2020, 7, 392. [CrossRef] [PubMed]

63. Starr, T.N.; Greaney, A.J.; Dingens, A.S.; Bloom, J.D. Complete map of SARS-CoV-2 RBD mutations that escape the monoclonal
antibody LY-CoV555 and its cocktail with LY-CoV016. Cell Rep. Med. 2021, 2, 100255. [CrossRef] [PubMed]

64. Zhang, X.T.; Wu, S.J.; Wu, B.; Yang, Q.R.; Chen, A.C.; Li, Y.z.; Zhang, Y.W.; Pan, T.; Zhang, H.; He, X. SARS-CoV-2 Omicron
strain exhibits potent capabilities for immune evasion and viral entrance. Signal Transduct. Target. Ther. 2021, 6, 430. [CrossRef]
[PubMed]

65. Mannar, D.; Saville, J.W.; Zhu, X.; Srivastava, S.S.; Berezuk, A.M.; Tuttle, K.S.; Marquez, C.; Sekirov, I.; Subramaniam, S. SARS-
CoV-2 Omicron Variant: ACE2 Binding, Cryo-EM Structure of Spike Protein-ACE2 Complex and Antibody Evasion. bioRxiv 2021.
[CrossRef]

66. Cameroni, E.; Saliba, C.; Bowen, J.E.; Rosen, L.E.; Culap, K.; Pinto, D.; De Marco, A.; Zepeda, S.K.; di Iulio, J.; Zatta, F.; et al.
Broadly neutralizing antibodies overcome SARS-CoV-2 Omicron antigenic shift. Nature 2022, 602, 664–670. [CrossRef]

67. He, X.M.; Hong, W.Q.; Pan, X.Y.; Lu, G.W.; Wei, X.W. SARS-CoV-2 Omicron variant: Characteristics and prevention. MedComm
2021, 2, 838–845. [CrossRef]

68. Callaway, E. Heavily mutated coronavirus variant puts scientists on alert. Nature 2021, 600, 21. [CrossRef]
69. Shah, M.; Woo, H.G. Omicron: A heavily mutated SARS-CoV-2 variant exhibits stronger binding to ACE2 and potently escape

approved COVID-19 therapeutic antibodies. bioRxiv 2021. [CrossRef]
70. Guex, N.; Peitsch, M.C. SWISS-MODEL and the Swiss-PdbViewer: An environment for comparative protein modeling. Elec-

trophoresis 1997, 18, 2714–2723. [CrossRef]

http://doi.org/10.1063/1.2408420
http://doi.org/10.1063/1.328693
http://doi.org/10.3390/ijms20020260
http://doi.org/10.3390/ijms22041781
http://doi.org/10.1039/C9CP06706J
http://doi.org/10.1021/ci500020m
http://www.ncbi.nlm.nih.gov/pubmed/24850022
http://doi.org/10.3390/ijms17020144
http://www.ncbi.nlm.nih.gov/pubmed/26821017
http://doi.org/10.2174/092986706779026165
http://www.ncbi.nlm.nih.gov/pubmed/17168725
http://doi.org/10.1021/ja029833a
http://doi.org/10.1016/0022-2836(85)90230-X
http://doi.org/10.1517/17460441.2015.1032936
http://doi.org/10.1002/minf.201100135
http://doi.org/10.1021/jm000241h
http://doi.org/10.1002/jcc.20084
http://doi.org/10.1016/0263-7855(96)00018-5
http://doi.org/10.1101/gr.1239303
http://www.ncbi.nlm.nih.gov/pubmed/14597658
http://doi.org/10.3389/fmolb.2020.591873
http://www.ncbi.nlm.nih.gov/pubmed/33363207
http://doi.org/10.1016/j.xcrm.2021.100255
http://www.ncbi.nlm.nih.gov/pubmed/33842902
http://doi.org/10.1038/s41392-021-00852-5
http://www.ncbi.nlm.nih.gov/pubmed/34921135
http://doi.org/10.1101/2021.12.19.473380
http://doi.org/10.1038/s41586-021-04386-2
http://doi.org/10.1002/mco2.110
http://doi.org/10.1038/d41586-021-03552-w
http://doi.org/10.3389/fimmu.2021.830527
http://doi.org/10.1002/elps.1150181505

	Introduction 
	Materials and Methods 
	Structural Preparation 
	MD Simulations 
	MD Trajectory Analysis 
	Binding Free Energy Calculation 
	Interface Interaction/Contact Analyses 

	Results 
	Structural Fluctuations during Simulations 
	Principal Components and Free Energy Landscapes 
	Binding Free Energy Calculation 
	Interface Residue Contact Networks and the Related Interactions 

	Discussion 
	Conclusions 
	References

