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Abstract

Motivation: Breast cancer is one of the leading causes of cancer deaths among women worldwide. It is necessary to
develop new breast cancer drugs because of the shortcomings of existing therapies. The traditional discovery pro-
cess is time-consuming and expensive. Repositioning of clinically approved drugs has emerged as a novel approach
for breast cancer therapy. However, serendipitous or experiential repurposing cannot be used as a routine method.

Results: In this study, we proposed a graph neural network model GraphRepur based on GraphSAGE for drug repur-
posing against breast cancer. GraphRepur integrated two major classes of computational methods, drug network-
based and drug signature-based. The differentially expressed genes of disease, drug-exposure gene expression
data and the drug–drug links information were collected. By extracting the drug signatures and topological structure
information contained in the drug relationships, GraphRepur can predict new drugs for breast cancer, outperforming
previous state-of-the-art approaches and some classic machine learning methods. The high-ranked drugs have in-
deed been reported as new uses for breast cancer treatment recently.

Availabilityand implementation: The source code of our model and datasets are available at: https://github.com/cckamy/
GraphRepur and https://figshare.com/articles/software/GraphRepur_Breast_Cancer_Drug_Repurposing/14220050.

Contact: myzheng@simm.ac.cn or xmluo@simm.ac.cn

Supplementary information: Supplementary data are available at Bioinformatics online.

1 Introduction

Breast cancer is one of the most common cancer in women. According
to statistics in 2018, more than 2 million new cases of breast cancer
were identified, of which 0.6 million cases died. It accounted for about

15% of all cancer deaths among women worldwide (Bray et al., 2018).
The molecular profiling of breast cancer is heterogenous, which can be

classified based on the expression of estrogen receptor (ER) or proges-
terone receptor, and human epidermal growth factor receptor 2 (Her2)
(Hondermarck et al., 2001). Thus, while tremendous resources are

being invested in treatment, drugs approved for breast cancer therapy
are costly and produce numerous side effects which are unbearable for

the patients (Waks and Winer, 2019). It is necessary to develop more
drugs to treat breast cancer.

The traditional discovery process for a new drug is time-consum-

ing and expensive. It usually takes 10–15 years and 0.8–1.5 billion

dollars, and has a high loss rate (Parvathaneni et al., 2019). Many
drug candidates have failed in early clinical trials due to side effects
or poor efficacy (Arrowsmith, 2011). Drug repurposing, also known
as drug repositioning, refers to a method that identifies new indica-
tions for approved drugs or drug candidates which have failed in the
development phase (Parvathaneni et al., 2019). Compared to trad-
itional drug discovery process, drug repurposing may reduce the
drug development period to 6.5 years and the research and develop-
ment costs to $300 million (Pritchard et al., 2017). Inspired by some
successful cases, such as repurposing of thalidomide and sildenafil,
funding for drug repurposing projects has increased substantially
from 2012 to 2017 (Polamreddy and Gattu, 2019). Overall, the dis-
covery of drug repurposing has been serendipitous or experiential
historically. However, serendipity cannot be used as a routine
method. With the rapid growth of computing power and data per-
tinent to drug repurposing, computational methods play an
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important role in drug repurposing studies by utilizing cheminfor-
matics, bioinformatics and systems biology, computational
methods.

Previous methods used for drug repurposing can be broadly sep-
arated into two categories: network-based and signature-based. The
networks can be constructed based on drug–drug links information,
which include the similarity, interaction or linkages between drugs,
diseases and targets. Some studies defined the descriptors for each
drug–disease pairs based on the similarities or relationships between
drugs and diseases, and then constructed logistic regression model
or statistical model to predict new drug–disease association
(Gottlieb et al., 2011; Iwata et al., 2015). Cheng et al. presented a
powerful network-based drug repurposing tool, Genome-wide
Positioning Systems network (GPSnet). The GPSnet could predict
drug responses in cancer cell lines accurately by integration with
transcriptome profiles, whole-exome sequencing, drug–target net-
work and drug-induced microarray data into human protein–protein
interactome (Cheng et al., 2019). Several studies inferred new drug
indications by information flow or random walks on the networks
which were built by these relationships mentioned above (Liu et al.,
2016; Luo et al., 2016; Wang et al., 2014). Xuan et al. integrated di-
verse prior knowledge of drugs and diseases through non-negative
matrix factorization and then made prediction according to their
projections of in low-dimensional feature space (Xuan et al., 2019).
Individualized Network-based Co-Mutation is a network-based ap-
proach for quantifying the putative genetic interactions in cancer. It
can promote comprehensive identification of candidate therapeutic
pathways (Liu et al., 2020). Cheng et al. developed an integrative
network-based infrastructure to identify potential targets or new
indications for existing drugs by directly targeting significantly
mutated genes or their neighbors in the protein interaction network
(Cheng et al., 2016). Drug repurposing can also be modeled as a
problem of adjacency matrix completion as drugs and diseases net-
works can be represented by adjacency matrixes. Several methods
have been proposed to build drug–disease networks based on known
drug–disease relationships and then complement the adjacency
matrixes of the networks with different algorithms (Luo et al., 2018;
Yang et al., 2019a, b).

The signature-based methods have been successfully applied in
the field of drug discovery, especially in precision medicine (Antman
and Loscalzo, 2016; Dugger et al., 2018). With advances in micro-
array and next-generation sequencing techniques, massive amounts
of genomics data are accumulated. The Connectivity Map (CMap)
contains many gene expression signatures from perturbation, which
can be used to explore functional connections between diseases,
genes and therapeutics (Lamb et al., 2006). Dönertaş et al. identified
repurposing for prolongevity drugs by comparing changes in gene
expression with drug-perturbed expression profiles in the
Connectivity Map (Donertas et al., 2018). As the successor of
CMap, the Library of Integrated Network-Based Cellular Signatures
(LINCS) project consists of assay results from primary human cells
treated with or without bioactive small molecules, ligands or genetic
perturbations (Subramanian et al., 2017). Drugs and their indica-
tions often share common related genes on which drugs execute
their functions. The more common genes shared by a drug and dis-
ease, the more likely the drug is to be associated with the disease.
Some studies have been proposed to infer the association of drugs
and diseases based on their related genes or gene expressions
(Saberian et al., 2019; Sirota et al., 2011). Analogously, some meth-
ods have been proposed according to the protein complexes shared
by the drug and disease (Yu et al., 2015) and their common per-
turbed genes (Peyvandipour et al., 2018). However, the signature-
based methods cannot be applied to the drugs and diseases without
common related genes or proteins. In general, these two kinds of
methods have their advantages and disadvantages. Network-based
methods integrate the relationship between drugs but ignore prior
knowledge. The signature-based methods leverage the characteris-
tics of drugs or diseases themselves but cannot utilize the potential
mechanisms included in drug–drug links information. These two
methods have complementary advantages in drug repurposing
studies.

In this study, we proposed GraphRepur, a prediction model for
drug repurposing based on graph neural network. The model inte-
grated two categories of computational methods mentioned above
to take their advantages. We collected the drug-exposure gene ex-
pression data from LINCS project, and the drug–drug links informa-
tion from STITCH database. To obtain the signature of drugs, we
analyzed the differentially expressed genes for breast cancer. The
drug-exposure gene expression from LINCS were used as drug sig-
natures. Based on the drug–drug links information from STITCH
database and drug signatures, a drug–drug links graph has been con-
structed, with drug signatures as the node features. GraphRepur
took drug signatures and drug–drug links information as inputs and
then output repurposing score of each drug for breast cancer. To
benchmark the performance of GraphRepur, we compared the
results to other deep learning and machine learning methods:
deepDR (network-based) (Zeng et al., 2019), LLE-DML (signature-
based) (Saberian et al., 2019), BiFusion (network-based) (Wang
et al., 2020), Graph Convolutional Networks (GCN) (Kipf and
Welling, 2017), Graph Attention Networks (GATs) (Petar
Veli�ckovi�c, 2017), Deep Neural Networks (DNNs) (LeCun et al.,
2015), Random Forest (Breiman, 2001), Support Vector Machines
(SVMs) (Cortes and Vapnik, 1995) and Gradient Boosting
Machines (GBMs) (Friedman, 2001) methods. Overall, GraphRepur
can predict new drugs for breast cancer with area under the receiver
operator characteristics curve (AUROC) and area under the preci-
sion recall curve (AUPR) significantly higher than the other methods
on 5-fold cross validation. On external validation set, some of our
predictions have been confirmed by studies published.

2 Materials and methods

2.1 Dataset
All drugs with development status of ‘Approved’ from DrugBank
(V5.1.5) database were collected (Wishart et al., 2018). Only drugs
with drug-exposure gene express information in LINCS were
retained. Among them, drugs which involved breast cancer were
used as ‘positive drugs’ according to PharmaPendium (www.pharma
pendium.com). PharmaPendium is a database of providing drug
regulatory documents, adverse event, comparative safety, pharma-
cokinetic, efficacy, and metabolizing enzyme and transporter data.
All the remaining drugs were used as ‘unlabeled drugs’. Finally, 25
in all 844 drugs are positive drugs in training set. For the external
validation set, the drugs collected from PharmaPendium and
DrugBank were taken intersection with LINCS project phase II,
leading to 7 in 169 drugs are positive drugs in the external valid-
ation set. All chemical names, generic names, trade names or specific
database ids of these drugs were converted to PubChem CID. The
construction of dataset is shown in Figure 1A. All drugs are shown
in Supplementary Table S1.

2.2 Differentially expressed genes
The gene expression microarray data of breast cancer was
obtained from NCBI GEO database (ID: GSE26910). The meas-
urements were performed on an Affymetrix Human Genome U133
Plus2.0 array plate. The preprocessing procedure we used included
log2 transformation and quantile normalization (Irizarry et al.,
2003). The corresponding log2 (fold change) was calculated which
is a ratio between the disease and control expression levels. For
each gene, the P-value was calculated by a moderated t-test. Here,
2960 differentially expressed genes (P<0.05) were obtained by
comparing the gene expression levels between 6 stroma surround-
ing invasive breast primary tumors and 6 matched samples of
normal stroma.

2.3 Drug signatures
The drug-exposure gene expression profiles of the differentially
expressed genes in breast cancer cells were used as the drugs signa-
tures. The drug-exposure gene expression data was obtained from
LINCS project. LINCS phase I data was available in GEO Series
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GSE92742, and LINCS phase II data was available in GEO Series
GSE70138. The LINCS data we used was level 5 data. The entries
with MCF7 cell line, the time point of 24 h, the doses with highest
replicate correlation coefficient were used as drug-exposure gene
expression characteristics of drugs. The 978 landmark genes of
LINCS data were screened for 2960 differentially expressed genes.
Finally, drug signatures consisted of 199 drug-exposure gene
expression profiles. The generation of drug signatures shown
in Figure 1B.

2.4 Graph construction
Drug–drug links information has been widely used to study various
drug-related problems, such as anatomical therapeutic chemical
(ATC) classifiers of drugs (Chen et al., 2014; Cheng et al., 2017a,b;
Chen and Jiang, 2015; Zhou et al., 2019), adverse reactions predic-
tion (Mayr et al., 2018; Xian et al., 2018; Zhao et al., 2019) and
targets prediction (Keiser et al., 2007; Reker et al., 2014; Wan et al.,
2019). Here, links information between drugs was identified accord-
ing to the ‘combination score’ from STITCH (Szklarczyk et al.,
2015), which include drug–drug interaction, similarity and activity.
The drug–drug links graph was constructed based on datasets, drug
signatures and drug–drug links mentioned above. The nodes in the
graph indicate drugs and the edges indicate interaction relationships
between drugs. The node features in the graph are the drug signa-
tures in Section 2.3. The interaction graph consists of 844 nodes and
20037 edges. The interaction relationships are shown in
Supplementary Table S2.

2.5 Algorithm
GraphRepur was built based on GraphSAGE (Hamilton et al.,
2017), and modified the loss function of GraphSAGE to handle the
imbalance data (detailed in Section 2.6). GraphSAGE included a set
of aggregators. Each aggregator function learned to aggregate infor-
mation from drug node signatures, topological structure of each
drug node’s neighborhood and the distribution of drug node signa-
tures in the neighborhoods. Compared to original GCN,
GraphSAGE-based GraphRepur can be generalized to unseen nodes,
since full graph laplacian was replaced with learnable aggregation
functions. In the learning process, the model samples a given drug
node’s local K-hop neighborhoods with fixed-size (K means the
search depth). The embedding of given drug node was derived by
aggregating node’s neighborhoods signatures, then was propagated
to the next layer. During testing, the trained model generated

embeddings of unseen drug nodes by applying the learned
aggregation function. There are different aggregator functions which
can be used in the aggregation step:

MEAN aggregator:
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LSTM aggregator: LSTMs was operated on a random permuta-

tion of node’s neighbors, since LSTMs are not inherently symmetric.
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where k denotes current search depth, hk is a node’s representation

at this search depth, hk-1 is node’s previous layer representation, N
represents neighborhood function, hk

ðNðvÞÞ denotes the aggregated

neighborhood vectors of node v, Wk is a set of weight matrices, r
represents the activation function and CONCAT represents the con-
catenation operation. The data structure and algorithm schematic of

the GraphRepur is shown in Figure 2.

2.6 Loss function
In our datasets, the numbers of positive drugs are tiny. This imbal-

ance data causes inefficient training and degenerates models (Lin
et al., 2017). To address the issue, Focal Loss, a loss function for

dealing with class imbalance effectively, was applied in our model

Fig. 1. (A) The pipeline of dataset construction. (B) The pipeline of drug signatures generation
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(Lin et al., 2017). The focal loss is a dynamically scaled cross en-
tropy loss. The formula of focal loss is shown in Equation 8.

Lf1 ¼ �ayð1� y0Þc log y0 � ð1� aÞð1� yÞy0c logð1� y0Þ; (8)

where y and y0 are true label and predicted results, just like cross en-
tropy, and c is a tunable focusing parameter, ð1� y0Þc is a modulat-
ing factor to the cross entropy, a is a weighting factor, range from 0
to 1. When the focusing parameter c was 0 and the weighting factor
a was 0.5, the focal loss was the same as the cross-entropy.

2.7 Method comparison
In order to compare the performance of GraphSAGE with different
aggregators and loss functions by grid search (detailed in Section 3.1
and Supplementary Table S3), we selected the best model for predic-
tion drug repurposing against breast cancer, named as GraphRepur.
To evaluate the performance of the model, we compared the
GraphRepur with graph conventional network, DeepDR, BiFusion,
LLE-DML, GATs, DNN s and three machine learning methods. All
models have been optimized by grid searching to adjust hyperpara-
meters. The range of considered hyperparameters for GraphSAGE is
shown in Table 1.

GCN. GCN is a semi-supervised classification on graph-struc-
tured data which generalizes the operation of convolution from
traditional data (images or grids) to graph data. The considered
hyperparameters are shown in Supplementary Table S4.

DeepDR is a network-based approach for drug repurposing pre-
diction. This approach learned high-level features of drugs from ten
networks including one drug–disease, one drug-side-effect, one
drug–target and seven drug–drug networks by a multi-modal deep
autoencoder. To infer candidates for approved drugs, the represen-
tation of drugs together with clinically reported drug–disease pairs
are encoded and decoded through a variational autoencoder.
DeepDR outperformed conventional network-based or machine
learning-based approaches on a balance dataset in original litera-
ture. For benchmarking, the deepDR with and without fine tuning
were applied on our dataset. The adjustable hyperparameters are
shown in Supplementary Table S5.

BiFusion is a bipartite graph convolution network model
through heterogeneous information fusion which includes interac-
tions between diverse biological domains. BiFusion outperformed
conventional network-based such as GCN, DeepWalk and cVAE on
repoDB dataset. Here, BiFusion were applied on our dataset. The
adjustable hyperparameters are shown in Supplementary Table S6.

LLE-DML is a signature-based approach which incorporated a
non-linear dimensionality reduction algorithm (LLE) with the dis-
tance metric learning (DML) algorithm (Saberian et al., 2019).
Based on LLE-DML, disease gene expression profiles, large-scale

drug-exposure gene expression profiles and the clinical established
knowledge have been transformed into a space in which the disease–
drug pairs clinically effective become closer to each other.

GAT. GAT is a spatial-based graph convolution network which
incorporates the attention mechanism into the propagation step.
The attention mechanism is involved in determining the weights of a
node’s neighbors when aggregating feature information. The consid-
ered hyperparameters are shown in Supplementary Table S7.

DNN. DNN is a classical deep learning model. The considered
hyperparameters are shown in Supplementary Table S8.

SVM. Two hyperparameters were considered: the penalty par-
ameter C kernel type and kernel coefficient, with their ranges is
shown in Supplementary Table S9.

Random Forest. The considered hyperparameters are shown in
Supplementary Table S10.

GBMs. The considered hyperparameters are shown in
Supplementary Table S11.

GCN, GraphSAGE, GAT and DNN models were developed in
Tensorflow (version 1.14.0) and were performed on standard
NVIDIA GPUs. DeepDR was developed in torch (version 1.4.0).
BiFusion was developed in torch (version 1.5.0). LLE-DML was
developed in R (version 3.5.3). All machine learning models were
implemented by using scikit-learn (Pedregosa et al., 2011). All code
was implemented using Python 3.5.4.

3 Results

3.1 Model optimization and performance
To optimize the model, the dataset was divided into five sets, we
selected one of which as validation set, one as test set and the
remaining three as training set. The rectified linear unit was used as
the activation function for each layer except the output layer. We
explored different hyperparameters through a grid search, including
hidden units, sampling number, learning rate, loss function parame-
ters, L2 regularization, dropout rate and batch size. In order to pre-
vent overfitting, the loss on the validation set was monitored by
early-stopping. The training was stopped once the loss did not de-
crease 30 times continuously. The range of considered hyperpara-
meters is shown in Table 1. We considered two hidden layers with
32, 64, 128 or 256 neurons in each hidden layer. The Adam opti-
mizer with initial learning rates of 0.01, 0.005, 0.001, 0.0005 and
0.0001 was used as optimizer. We used dropout and early-stopping
for regularization during the process of training. The best models
with different loss function and aggregators were selected according
to the performance on validation set. The performance on test set
based on AUROC and AUPR is shows in Supplementary Table S3.
All performance on the testing dataset of the GraphRepur-GCN
models is shown in Supplementary Table S12.

We compared the GraphRepur based on different aggregators
with graph conventional network, DeepDR, BiFusion, LLE-DML,
GATs, deep neural networks, random forest, SVMs and GBMs.
Among them, the input of deep neural network, BiFusion, random
forest, SVM and GBM was just the drug signatures. In order to com-
pare the performance of different methods, we provided perform-
ance measures that were typical for classification: AUROC and

Fig. 2. (A) Schematic of the data structure of GraphRepur. (B) Schematic of the

GraphRepur sample and aggregate approach

Table 1. Hyperparameters space considered

Hyperparameter Values considered

Loss function Focal (a¼ 0.75, c¼ 2); Focal (a¼ 0.25, c¼ 2);

Cross-Entropy

Hidden units (32,32); (64,32); (64,64); (128,64); (128,128);

(256,128); (256,256); (512,256)

Sampling number (5,4,0); (8,5,0); (12,8,0); (16,9,0); (20,10,0);

(25,10,0)

Learning rate 0.01; 0.005; 0.001; 0.0005; 0.0001

Dropout 0.2; 0.4

Batch size 64; 128; 256; 512
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AUPR. The average performance of 5-fold cross-validation for all
models is shown in Table 2.

Among these models, the GraphRepur has the best-performing
with an AUROC and AUPR of 0.81 and 0.59, respectively. The
graph conventional network and GATs models were slightly worse.
Overall, the performance using the graph neural networks were bet-
ter than the DNN and machine learning, that models using drug sig-
natures only, especially in AUPR.

3.2 Analysis of the contribution of drug–drug links
Gene expression profile is a kind of classic Euclidean data which can
be used as input of machine learning methods and deep neural net-
works. Graph, also known as network, is a kind of non-Euclidean
structure data which consists of a set of nodes and edges. According
to Section 3.1, the performance of models using non-Euclidean
structure data, GraphRepur with different aggregators and GAT,
was much better than the models using Euclidean structure data. It
might suggest that drug–drug links data provide extremely import-
ant information in drug repurposing prediction.

To verify this guess, we compared the proportion of positive
drugs (PPD) in the first-order and second-order neighbor node of
positive and unlabeled drugs. As shown in Table 3, the PPD of posi-
tive drugs was 0.1747 in the first-order neighbor, and the PPD of un-
labeled drugs was 0.0291. The P-value was 4:302� 10�7. The PPD
of positive drugs was 0.0408 in second-order neighbor, and the PPD
of unlabeled drug was 0.0329. The P value was 0.0016. In both the
first-order and the second-order neighbor, the PPDs of positive
drugs were significantly higher than the PPD of unlabeled drugs. It
suggested that drug neighbor nodes in drug–drug links networks
provided important clues for drug repurposing prediction.

To investigate the problem further, GraphRepur was applied on
a random links network which the average node degree was the
same as the true links network. The hyperparameters range was the
same as in Section 3.1. The model was evaluated using 5-fold cross
validation, and the best performing AUROC and AUPR was 0.654
and 0.513, respectively. The performance of random links model
was worse than the real links model. It suggested that the drug–drug
links information was helpful in researching drug repurposing.

3.3 Analysis of the contribution of different links types
STITCH provides five types of drug–drug links relationships, name-
ly ‘Similarity’, ‘Experiment’, ‘Database’, ‘TextMining’ and
‘Combined Score’. The first four items were assessed by association
of the structure, activity, reactions and co-occurrence in literatures.
The last item ‘Combined Score’, the links type we used, was an inte-
grated evaluation based on the first four items. To explore the con-
tribution of each links type for drug repurposing, we compared the
performance of these five type links by using the GraphRepur
model. In addition, GraphRepur was applied on five random links
networks which the average node degrees were the same as the true

links networks. The hyperparameters range was the same as in
Section 3.1. Each type was evaluated using 5-fold cross validation.
The results are shown in Supplementary Table S13. It can be found
that all the performance of random networks was worse than the
true network. It suggested that real links relationships provided im-
portant information in prediction. Furthermore, in the performance
of real links, we found that three worse performance types (‘similar-
ity’, ‘experimental’ and ‘database’) had much lower average node
degrees than the better performance types (‘text mining’ and ‘com-
bined score’). Moreover, the number of isolated nodes in the worse
performance types was much more than in better performance types.
It suggested that the worse performance types had sparser informa-
tion distribution, and thus the topology information they provided
was limited. The characteristics of different type links graphs are
shown in Supplementary Table S14, and violin plots of degree distri-
bution for links types are shown in Supplementary Figure S1.

3.4 Analysis of the contribution of drug signatures
Although the drug–drug links information provides important clues,
it is not sufficient to ignore the gene expression profiling. To evalu-
ate the importance of drug signatures, we used the GraphRepur
model to make predictions on a dataset which contained just links
information without drug signatures. The hyperparameters range
was the same as in Section 3.1. These links networks were evaluated
using 5-fold cross validation, and the best performing AUROC and
AUPR was 0.587 and 0.505, respectively. The performance of the
model containing just links information is worse than that of the
model containing both links information and gene expression
information.

3.5 External validation set evaluation
Despite GraphRepur performs well on the internal test dataset, it is
necessary to evaluate the generalization ability of model on external
test set. Here, we built an external validation set from LINCS II.
The external validation set include seven positive drugs for breast
cancer. GraphRepur were used in prediction of the external valid-
ation set. The hyperparameters of all models were obtained from the
best performance in Section 3.1. Five sub-models trained on the 5-
fold cross validation were used in the external validation set. The
performance of each sub-model on the external test set is shown in
Supplementary Table S15. The prediction results of the GraphRepur
model on the external validation set are shown in Supplementary
Table S16.

In all 169 prediction results, drugs which not approved for breast
cancer in the top 30 were searched in clinicaltrial.gov and PubMed.
The GraphRepur predictions supporting by literature evidence are
shown in Table 4. Eight of these drugs are undergoing in clinical tri-
als for breast cancer, involving more than 40 clinical trials. The clin-
ical trials for breast cancer in all 169 predictions are shown in
Supplementary Table S17. Of all the 169 external validation set
drugs, only 30 drugs had clinical trials with ‘Completed’ or ‘Active’
status, of which 12 were in the top 30.

Selinexor is a selective inhibitor of nuclear transport (SINE). It is
approved for the treatment of multiple myeloma. In clinical studies
(ClinicalTrials.gov Identifier: NCT02402764, NCT02025985), seli-
nexor was fairly well tolerated in patients with advanced triple nega-
tive breast cancer (TNBC), and the clinical benefit rate [CBR,
Complete Response þ Partial Response þ stable disease (SD)
�12 weeks] was 30% (Shafique et al., 2019). In future studies,
researchers will focus on the combination use of selinexor and iden-
tify the patients most likely to benefit with appropriate biomarker
drivers (Shafique et al., 2019). Mycophenolic acid (MPA) is an

Table 2. Methods comparison based on AUROC and AUPR

Method AUROC AUPR

GraphRepur 0.81 6 0.03 0.59 6 0.06

Graph Convolution Network 0.75 6 0.20 0.38 6 0.15

DeepDR 0.53 6 0.11 0.07 6 0.02

DeepDR (fine tuned) 0.56 6 0.12 0.08 6 0.03

BiFusion 0.63 6 0.07 0.21 6 0.18

Graph Attention Network 0.74 6 0.11 0.54 6 0.02

LLE-DML 0.69 6 0.01 0.28 6 0.001

Deep Neural Network 0.64 6 0.04 0.16 6 0.08

Support Vector Machine 0.62 6 0.11 0.12 6 0.08

Random Forest 0.66 6 0.15 0.09 6 0.09

Gradient Boosting Machine 0.63 6 0.12 0.11 6 0.08

Note: All values are mean values 6 one standard deviation. The best per-

formance is shown in bold.

Table 3. The proportion of positive drugs (PPD) in drug neighbors

Item Positive Unlabeled P-value

First-order neighour PPD 0.1747 6 0.10 0.0291 6 0.06 4.302E-07

Second-order neighour PPD 0.0408 6 0.01 0.0329 6 0.01 0.0016
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inhibitor of de novo guanine nucleotide synthesis with potential
anti-cancer activity. A study suggested that MPA might provide an
alternative clinical strategy for chemosensitization of resistant breast
cancer cells to anti-HER2 therapy (Aghazadeh and Yazdanparast,
2016). Pitavastatin, a lipid-lowering drug for primary hyperlipid-
emia or mixed dyslipidemia. Kubatka et al. found a partial antineo-
plastic effect of pitavastatin combined with melatonin in the rat
mammary gland carcinoma model (Kubatka et al., 2014). Wang
et al. found that pitavastatin could suppress tumor growth in mouse
model. Idelalisib (also known as CAL-101) is a phosphoinosine 3-
kinase inhibitor for the treatment of chronic lymphocytic leukemia
(CLL), recurrent follicular B-cell non-Hodgkin lymphoma (FL) and
recurrent small lymphocytic lymphoma. Alipour et al. found that
idelalisib could considerably decrease the viability of both ER-posi-
tive MCF-7 and triple negative MDA-MB-468 cells (Alipour et al.,
2019). Dimethyl fumarate (DMF) is an anti-inflammatory drug for
multiple sclerosis patients. Kastrati et al. found that DMF had anti-
cancer stem cell properties by effectively blocking NFjB activity in
multiple breast cancer cell lines and abrogating NFjB-dependent
mammosphere formation (Kastrati et al., 2016). Ibrutinib is Bruton
tyrosine kinase inhibitor for treating CLL and Mantle cell lymph-
oma. Some studies found that ibrutinib could inhibit tumor develop-
ment and metastasis in breast cancer (Varikuti et al., 2020).
Vismodegib is a hedgehog signaling pathway inhibitor for treatment
of adult basal cell carcinoma. Valenti et al. found that vismodegib
may offer a novel therapeutic strategy against breast cancer by
reducing cancer-associated fibroblasts and subsets of cancer stem
cells expansion (Valenti et al., 2017). Sunitinib is a small molecule
multi-target receptor tyrosine kinase inhibitor. Korashy et al. found
that sunitinib could cause concentration-dependent cell growth sup-
pression on MCF7 cells (Korashy et al., 2017). These literatures
above supported that the GraphRepur prediction could identify po-
tentially effective drugs for breast cancer drugs, and GraphRepur
had the potential to promote the research of drug repurposing.

3.6 Evaluation on different cell lines
Breast cancer is very heterogenous. In order to examine the perform-
ance of the model in different cell lines, we established two external
validation sets based on BT-20 (ER-) and SK-BR3 (HER2-enriched)
from LINCS. These external validation sets include 3 positive drugs
for breast cancer. The hyperparameters of GraphRepur were
obtained from the best performance in Section 3.1. Five sub-models
trained on the 5-fold cross validation were used in the external val-
idation set. The average performance of each sub-model on these ex-
ternal test sets is shown in Supplementary Table S18. Compared to

MCF7, the performance of GraphRepur on BT-20 and SK-BR-3 was
a little worse, but it still had predictive ability. It suggested that
GraphRepur had some capacity for prediction on different cancer
subtype cell lines.

4 Discussion

Drug repurposing can identify new indications for approved drugs
or drug candidates. It has various advantages such as cost effective-
ness and shortened timeline. In this study, we established a graph
neural network model, GraphRepur, to predict new drugs for breast
cancer. GraphRepur integrated two major classes of computational
methods for drug repurposing that the drug network-based and drug
signature-based. We constructed a graph containing drug–drug links
relationships and drug gene expression signatures. By extracting the
drug signatures and topological structure information contained in
the graph, we established a drug repurposing prediction model for
breast cancer. By comparison, the GraphRepur achieved better per-
formance at 5-fold cross validation. After that, we analyzed the rea-
sons for the better performance of the graph neural network,
discussed the contribution of drug gene expression information,
compared the performance of different links types and discussed the
reasons. Finally, we evaluated the performance of the GraphRepur
on external validation dataset. Some of our predictions are con-
firmed by retrospective analyzing recently reported drug repurpos-
ing studies against breast cancer.

Non-Euclidean structural data graphs can integrate both drug
relationships and genomics data. However, due to the irregular
structure of non-Euclidean data, classical machine learning and deep
learning algorithms are not applicable. The graph neural network
has powerful graph representation capabilities, thus GraphRepur
can combine the advantage of the two kinds of computational meth-
ods for drug repurposing.

There are limitations to the application scope of this study.
GraphRepur cannot make predictions for diseases which lack
known effective drugs, and thus cannot be used for orphan drugs
discovery. While, the GraphRepur can be transformed to other dis-
eases by retraining or fine tuning with relevant data. In addition, the
unlabeled dataset used in this study was not associated with breast
cancer according to PharmaPendium. But the real negative drugs are
still lacking. The model will substantially benefit from more ad-
equate and unambiguous negative data available in the future.
Another limitation is tumor heterogeneity, which is a major barrier
to understanding tumorigenesis, disease progression and the efficacy
of therapy. Although we did have some discussion about it, the

Table 4. New drugs predictions for breast cancer

Rank Drug name Origin indication Supported literature

4 Selinexor Refractory Multiple Myeloma Shafique et al. (2019)

5 Mycophenolic acid Kidney Transplant Rejection Aghazadeh and Yazdanparast

(2016).

8 Pitavastatin Primary Hyperlipidemia Kubatka et al. (2014)

12 Etravirine Human Immunodeficiency Virus

type 1 infection

Reznicek et al. (2016)

13 Idelalisib Chronic Lymphocytic Leukemia;

Relapsed Follicular B-cell non-

Hodgkin Lymphoma; Relapsed

Small Lymphocytic Lymphoma

Alipour et al. (2019)

14 Dimethyl fumarate Multiple Sclerosis Kastrati et al. (2016)

17 Bazedoxifene Severe Vasomotor Symptoms Fabian et al. (2019)

21 Ibrutinib Chronic Lymphocytic Leukemia;

Mantle Cell Lymphoma;

Waldenström’s

Macroglobulinemia

Varikuti et al. (2020)

23 Vismodegib Locally Advanced or Metastatic

Basal Cell Carcinoma

Valenti et al. (2017)

24 Sunitinib Advanced Renal Cell Carcinoma Korashy et al. (2017).
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dataset about cancer subtypes was sorely lacking, whether cells or
drugs, which hinders the further development of relevant researches.
The creation and updating of databases containing cancer subtypes

information will help researchers build more clinically useful models
for various cancer subtypes in the future.

Panomics includes multidisciplinary research fields, such as gen-
omics, epigenomics, proteomics, metabolomics and transcriptomics,

etc. The drug exposure gene expression information we used belongs
to a kind of ‘panomics’ data. Different panomics data provide differ-
ent perspectives for researching biological processes. For example,

single-cell sequencing and computational methods have made it
possible to treat tumors by selectively targeting specific clones that

mediate tumorigenesis or drug resistance (Cheng et al., 2017a,b).
Cheng et al. discussed the prospects for the application of panomics
data used in drug repurposing in a review (Cheng et al., 2017a,b). In

the future, the combination of panomics data and artificial intelli-
gence algorithms can further promote the research of drug
repurposing.
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