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A B S T R A C T   

In the hospitality industry, revenue management is vital for the sustainability of the business. 
Powering this strategic concept is the occupancy rate (OR) forecast. Predicting occupancy of the 
hotel is essential for managers’ decision-making process as it gives an estimate of the future 
business performance. However, the fast-changing marketing demands in the tourism sector, 
boosted by the advent of online booking, generating accurate forecast figures is nowadays a tough 
task - needing personnel with advance technical skills and expensive software. The aim of the 
Systematic Literature review is to provide an insight of the use of Deep Learning techniques for 
OR prediction. The latest trends in this field over five years (from 2017 to 2022) are highlighted. 
Through this SRL, three research questions are answered. The questions are related to the vari-
ables, deep learning algorithms for prediction and the evaluation metrics used for evaluating the 
models developed. The Snowballing methodology was used to carry out the SLR. 50 papers were 
selected for the final analysis. Five categories of variables were identified. LSTM was found to be 
the most popular deep learning algorithm used to build prediction models. Seven performance 
metrics were found and among them MAPE was the most popular. To conclude it was found that 
the hybrid model, CNN-LSTM, to increase accuracy and required more investigation.   

1. Introduction 

Precise occupancy rate (OR) forecast is essential for the sustainability of hotels in this current complex, rapidly evolving market, 
restricted by many factors. Failing to identify those factors and the magnitude of their influence leads to wrong perception of the hotel 
performance and consequently inappropriate business decisions. OR is affected by many factors, such as the availability of safe in-
frastructures, the pricing strategy [1], political engagement for tourism development the air access [2] among others. Predicting the 
occupancy of a hotel is vital for the decision-making process of revenue managers. Managers can plan important activities, like stop 
sales, launch promotional offers or budgeting and even workforce management, with the ultimate goal of improving financial per-
formance - maximise revenue and minimise costs. However, generating forecast reports with an acceptable accuracy is not a simple 
task and often requires specific data analytics expertise and statistical knowhow. However, generating forecast reports with an 
acceptable accuracy is not a simple task and often requires specific data analytics expertise and statistical knowhow. For instance, 
based on the traditional way of exploring historical data, the forecasting exercise carried out by the revenue managers is time 
consuming and tedious. Data needs to be extracted from numerous sources and the necessary analytical skills are required to come up 
with results. Despite having proven its reliability in the past, the conventional OR forecast process based on some customary set of data 
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– commonly used across the hospitality industry, the inherent variability of nowadays market, gradually reduces its efficacy as a hotel 
performance-enhancing tool. The rapidly evolving market demands, galvanised by the rise of online booking platforms, has underlined 
the need for a real time, flexible forecasting tool to avoid missing out important demands trends and providing inconsistent forecast. 
Inaccurate OR forecast results in poor pricing strategy, which negatively impacts the financial performance of the hotel. 

With the rise in adoption of Artificial Intelligence technologies, several machine learning (ML) techniques have been applied to 
improve the efficiency of OR forecasting. Most of the studies in this field follows the long-stranding quantitative approach where the 
prediction model is built on from training data on past/realised figures of several OR deterministic factors [3]. Although generating 
good forecast accuracy, they are still classic ML statistical models, requiring domain expert for feature identification to reduce the 
complexity of the data [4]. Another noticeable gap in ML approaches is the few inputs features they consider for prediction – feature 
engineering causing loss of granularity of data. While being a subdiscipline of ML, Deep learning (DL) differentiates itself with its 
hidden layer architecture, allowing it to learn high-level features in an incremental way [4]. The need for experts doing the tedious task 
of feature extraction is bypassed. The neural network concept of deep learning permits processing huge amounts of data and the 
integration of hyper-parameters - multiple features input [5]. 

The systematic literature review (SLR) provides the answer to a number of research questions through the thorough review of 
current literature using rigourous protocols for selection and assessment while minimizing bias. Throughout the academic realm, 
adopting a systematic approach to build up knowledge through literature is considered essential by many authors. Academic writers 
use techniques such as evidence-based software engineering [6] and information systems research [7] to ease their way through the 
vast volume of published papers while doing their research. 

Hence this SLR attemps to answer three research questions related to forecasting occupation rate for resort hotels which are as 
follows.  

• What are the factors which mostly impact the occupancy rate of resort hotels?  
• Which deep learning algorithm gives best results in forecasting the hotel occupancy rate using the identified key factors?  
• How efficient is the deep learning algorithms? 

Papers Iden�fied using Academic Search Engines

Exclude more Studies by reading in depth and Analyze sec�ons 
(Methodologies,  Conclusion, etc.)

Exclude more Studies by reading Title, Abstract and Published Year
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 (Look Up papers in Reference List)
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Fig. 1. Paper selection process based on Wohlin’s snowballing method [9].  
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The review is restricted to DL algorithms and to the best of the author’s knowledge, at the time the systematic literature review was 
done, there was no similar reviews which discussed specifically hotel occupancy forecasting using deep learning algorithms. Section 2 
presents the snowballing methodology [8] used. In Section 3, the extraction and synthesis of data is discussed. The 50 selected papers 
are presented as well as their distribution over the year, and their catagorisation in terms of publication type, and variable dimensions 
discussed. Section 4 summarises the findings based on the research questions and section 5 further discusses the variables for pre-
diction, the deep learning algorithms as well as their accuracy. 

2. Methodology 

For the requirement of this study, the snowballing systematic literature review (SLR) method [8] was preferred over a database 
search-based review. Snowballing technique, although rarely mentioned in the methodology sections [9], is one of the most commonly 
used approach by expert researchers to conduct their systematic reviews. In fact, snowballing accounts for nearly 51% of references 
identified in a systematic review [10] – a statistic attributed to its ability to stream down the number of studies to be assessed whilst 
still providing a good identification of relevant papers [11]. Snowballing can be summarised as an approach which uses the 1) lists of 
papers being referred in the paper to and 2) citations to the paper to systematically discover additional papers. The initial step of 
snowballing method is the identification of a start set of relevant papers from which backward and forward snowballing is iteratively 
conducted. During backward snowballing the list of a papers that have been referred to in the paper are analysed and meaningful 
papers are selected. Those referenced papers, despite relevant have manifestly been published at an earlier stage and to make sure that 
recent publications are not missed out, forward snowballing is an essential step. It implies identifying pertinent papers by searching 
through a list, which cited the initially considered paper. Fig. 1 depicts those different steps of the snowballing SLR carried out for this 
study. 

The principle advantages of using snowballing over a database approach is that in addition to the fact the it is comparable to 
searching within multiple databases, its focus on cited or referenced papers, offers considerable reduction of noise. It is common 
practice that new studies cite articles from previous relevant works or from a SLR study in a specific area. Having an approach that 
centres on this aspect is not only convenient to avoid superfluous papers but enables the expansion of the existing literature review 
with new criteria. Moreover, the interdisciplinary characteristics of deep learning research area makes snowballing an ideal method for 
literature review since there no restriction to specific databases for searches, avoiding the challenging task for precise search string 
construction. The iterative search technique of snowballing allows the approximation of the search string but still caters for the 
discarding of irrelevant papers along the process. The studies were analysed by two researchers to ensure there is no bias in including 
as well as excluding any of those studies. 

The subsections which follows, detail the different stages of the SLR. 

2.1. Setting the research questions 

The first step of the review was to define the research questions (RQ). The three RQs are. 

RQ1. What are the factors which mostly impact the occupancy rate of resort hotels? 
Although algorithm such as deep learning does not require feature extraction, data set for the actual hotel occupancy prediction is 

mostly obtained from the hotel’s property management system. As such, any external data that hypothetically has some influence on 
the occupancy rate needs to be identified to expose more features for the algorithm to learn from. Therefore, those forecast result, 
determining factors (determinants) should be studied and analysed in context of island resort hotels, before being used as input 
variables for the model. Grouping more variables, even though this might consequently decrease after feature engineering, allows the 
algorithm to extract insights from broader contextual frame. 

RQ2. Which deep learning algorithm gives best results in forecasting the hotel occupancy rate using the identified key factors? 
Lara-Benítez et al. [12] recently reviewed several DL algorithms for forecasting and compared their accuracy. Despite demon-

strating the ability of DL to have acceptable prediction result, the study only based itself on univariate principle of time series model, 
ignoring other features – hyper-parameters, which might have produced comparable outcomes. A more hotel specific DL approach is 
the work of Chang et al. [13], proposing the use of customer online reviews, extracting the sentiments and producing a prediction 
model. This study shows the possibility of integrating the new market behavioural features – in voluminous amount, to occupancy 
prediction model. Such capabilities make the DL algorithm an interesting area of study to investigate the possibilities to build accurate 
models for the multi factors OR prediction. 

RQ3. How efficient is the algorithm derived in RQ2 as compared to existing algorithms? 
The final objective of this research is to identify which algorithm best predict the occupancy rate accurately and address any 

underlying issues related to forecasting. Different DL algorithms have been studied and tweaked in several researches so as to 
continuously improve the accuracy of the forecasting results. This vast canopy of DL techniques, on the other hand, creates a new 
conundrum, which is the choice of the most appropriate one within the actual context. As such it is essential that an evaluation metric 
is identified to compare the performance of the identified DL algorithm in RQ2 against existing benchmark algorithms. 
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Table 1 
PICOC criteria used to search papers for the start set.   

Population Intervention Comparison Outcome Context 

Main Keywords Occupancy Rate Forecast 
(OR)  

Factors influencing Occupancy 
Rate 

Deep Learning (DL) Technique for 
Occupancy Rate Forecast 

N/A An understanding of DL approaches to 
forecast Hotel Occupancy Rate 

Tourism 
Industry 

Occupancy Rate Forecast Factors Influencing Deep Learning N/A   
Synonyms/ 

Alternatives 
Tourist Demand OR Hotel 
Occupancy Rate 

Forecast OR 
Prediction 

Determinants OR Indicators OR 
Influencing Factors 

Deep Learning OR Deep Machine 
Learning     

N
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2.2. Identification of the start set 

A starting list of papers was retrieved by the conventional SLR search method where online databases or academic search engines 
(ASE) are queried with accurately formulated search strings. Academic search engines are commonly used to search for studies, as they 
prevent the risk of bias towards specific publishers [9]. However, these searchers often yield large number of papers – most of them 
were too broad and hence not useful. The search string “(“tourism demand” or “hotel occupancy rate”) and “deep learning” and 
forecast” returned 23,800 results. As such, well-known academic databases were opted to conduct the searches using a search string, 
derived from the RQs. Following the recommendations of Kitchenham et al. [14] the search strings were built by exploding the RQs 
according the PICOC criteria and using Boolean operators to link the individual terms. Table 1 illustrates the breakdown of the RQs 
using PICOC and using the “OR” operator to link synonyms and “AND” to concatenate the search terms. The results of searches from 
each academic database were scrutinising and an initial set of 200 papers was handpicked. This involved (1) browsing through the title 
of the paper and reading the abstract to see whether the paper is related to the set RQ (2) perusing the entire content of the selected 
papers. From this list, further selection criteria are applied as defined by the following inclusion and exclusion rules. 

2.2.1. Inclusion an exclusion criteria 
The last five years (2017–2022) is considered as the period of DL research explosion, owing to the advances in computational 

capabilities of ML-adapted hardware like GPU and TPU – TPUv2 released in 2017 and the extensive adoption of open-source ML tools 
such as Tensor-Flow and PyTorch. As such this SLR considers only papers with emphasizes on technology developed during this period. 
The criteria list is in Table 2. 

2.3. Start set 

At the end of the selection process, 22 papers were included in our start set. The list of papers is found in Table 3. 

2.4. Backward and forward snowballing 

Backward snowballing was done on the references of each paper in the start set. The process, as illustrated in Fig. 1, starts by the 
reviewing the title and the reference context of each referenced paper, which can be inferred through the analysis of the text sur-
rounding the reference in the paper. This is key to determine the relevance of the study. Furthermore, in cases of generalised titles, the 
abstract and keywords were evaluated and the criteria defined in Table 2 were applied after a thorough read of the papers. After this 
initial filtering, the relevant paper was selected and this process was repeated on all newly detected papers, until no new papers are 
found. In our case, three backward snowballing iterations were required, resulting in the review of 623 referenced papers, from which 
10 papers were relevant out of which only three papers were selected as they were not duplicates. 

Forward snowballing on the papers was done by going through the citation lists. Google Scholar was used to identify each paper’s 
citations. The title, abstract, keywords and reference context of each study were reviewed and the selected papers were included in the 
start set. The process was reiterated until no new papers were revealed. During the three forward snowballing iterations, 502 papers 
were reviewed, of which, 58 studies were identified and only 25 papers were considered after filtering through the inclusion/exclusion 
criteria. 

2.5. Final papers set codification 

In all 28 relevant papers were identified and added to the start set, making a final pool of 50 papers to conduct the review. Once 
downloaded for in-depth analysis, these papers are codified using their identification process as suffix followed by an ordered rank of 
iteration – e.g. F3_01 is the first paper found from the third iteration of forward snowballing. Codification facilitates the recognition of 
any overlapping of papers and allows the quick retrieval/referencing of the papers from the final set, when carrying out the review. The 
final set of the codified papers is listed in Tables 3 and 4. 

Table 2 
List of inclusion and exclusion criteria used to select the papers.  

Inclusion Criteria Exclusion Criteria 

● Peer reviewed. 
● Papers written in English only. 
● Only papers presenting primary studies on DL algorithms for OR forecasting in hotels 
● Paper having the most detailed description of the study is included in case twp papers discuss the 
same study 
● Relevance and scope of studies based on the applied techniques and research topics/titles. 
● Tourism demand or occupancy rate prediction with deep learning techniques. 
● Reviewed factors/causal variable, influencing tourism demands in hotels. 
● Only the studies published since 2017 were considered - an era that has only seen a dramatic surge in 
intensive studies in the Post-Moore’s Law period [15]. 

● Grey Literature 
● Papers not written in English 
● Papers presenting secondary studies 
● Papers that considers only traditional machine 
learning approach for prediction. 
● Studies published before the year 2017 
● Studies not related to the hospitality industry 
● Non-English papers  
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3. Data extraction and synthesis 

Extracting relevant information from the identified set of eligible studies is a major step in the SLR process. The grouping and 
summarisation of those key data is crucial for the synthesis of the studies which when organised following some pre-established 
guidelines, facilitates the drawing informed conclusions. In this SLR, based on the research questions, a data extraction form was 
created. The data extracted are listed in Table 5. 

For the qualitative and quantitative analysis of the studies, this review considered a combination of the constant comparison 
method (CCM) and summarisation of the extracted data for the data synthesis approach. CCM, which is the core component of 
grounded theory [64], is the method of arranging pieces of raw data into groups based on their attributes and organising those group in 
a structured way to drive conclusions. CCM focuses on the idenfication of similarities and differences between extracted data, and this 
property has encouraged the intensive use CCM for qualitative analysis [65]. 

3.1. Yearly distribution 

The distribution of the primary studies from 2017 – the start of DL era, until 2022 in Fig. 2. The number of published papers in this 
domain follows a constant increase per year - approximately doubling each year, with the largest number of publications in 2021 (23 
studies). The seven published studies in the early months of 2022 shows the rising trend of DL oriented papers in the tourism demand 
prediction field. 

Table 3 
List of papers in the in initial start set.  

Code Title Database #Citation 

SD_01 
[16] 

Tourism demand forecasting with time series imaging: A deep learning model Science Direct 22 

SD_02 
[17] 

Tourism demand forecasting: A deep learning approach Science Direct 195 

SD_03 
[18] 

Tourism demand forecasting with spatiotemporal features Science Direct 1 

SD_04 
[19] 

Group pooling for deep tourism demand forecasting Science Direct 25 

SD_05 
[20] 

Bayesian BILSTM approach for tourism demand forecasting Science Direct 57 

SD_06 
[21] 

Using SARIMA–CNN–LSTM approach to forecast daily tourism demand Science Direct 20 

SD_07 
[22] 

Stacked autoencoder with echo-state regression for tourism demand forecasting using search query data Science Direct 41 

SD_08 
[23] 

Novel deep learning approach for forecasting daily hotel demand with agglomeration effect Science Direct 2 

SD_09 
[24] 

Demand forecasting model using hotel clustering findings for hospitality industry Science Direct 2 

SD_10 
[25] 

Forecasting occupancy rate with Bayesian compression methods Science Direct 18 

SD_11 
[26] 

Daily tourism volume forecasting for tourist attractions Science Direct 60 

SD_12 
[27] 

Prediction for Tourism Flow based on LSTM Neural Network Science Direct 153 

SD_13 
[28] 

A Daily Tourism Demand Prediction Framework Based on Multi-head Attention CNN: The Case of The Foreign 
Entrant in South Korea 

IEEE Xplore 0 

SD_14 
[29] 

An LSTM-based Multivariate Time Series Predicting Method for Number of Restaurant Customers in Tourism 
Resorts 

IEEE Xplore 2 

SD_15 
[13] 

Apply Deep Learning Neural Network to Forecast Number of Tourists IEEE Xplore 17 

SD_16 
[30] 

Artificial Neural Network for Indonesian Tourism Demand Forecasting IEEE Xplore 13 

SD_17 
[31] 

Artificial neural networks to estimate the forecast of tourism demand in Peru IEEE Xplore 1 

SD_18 
[32] 

Deep Learning Framework for Forecasting Tourism Demand IEEE Xplore 4 

SD_19 
[33] 

The Research on the forecast of tourism demand based on Baidu search index–Taking Beijing as an example IEEE Xplore 0 

SD_20 
[34] 

Analyzing and Forecasting Tourism Demand in Vietnam with Artificial Neural Networks MDPI 4 

SD_21 
[35] 

Forecasting Hotel Room Occupancy Using Long Short-Term Memory Networks with Sentiment Analysis and 
Scores of Customer Online Reviews 

MDPI 2 

SD_22 
[36] 

A Combination Model Based Deep Long-Term Model for Tourism Demand Forecasting ACM Digital 
Library 

0  
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Table 4 
Papers identified and selected during forward and backward snowballing.  

Code Title 

F1_01 [37] A new decomposition ensemble approach for tourism demand forecasting: Evidence from major source countries in Asia-Pacific region 
F1_02 [38] An Intelligent Passenger Flow Prediction Method for Pricing Strategy and Hotel Operations 
F1_03 [39] Data source combination for tourism demand forecasting 
F1_04 [40] Forecasting Regional Tourism Demand in Morocco from Traditional and AI-Based Methods to Ensemble Modeling 
F1_05 [41] Forecasting Tourist Arrivals via Random Forest and Long Short-term Memory 
F1_06 [42] Forecasting Tourist Arrivals with Keyword Search using Time Series 
F1_07 [43] Sustainable Determinants That Affect Tourist Arrival Forecasting 
F1_08 [44] Tourism demand forecasting and tourists’ search behavior: evidence from segmented Baidu search volume 
F1_09 [45] A deep learning approach for daily tourist flow forecasting with consumer search data 
F1_10 [46] A Method Based on GA–CNN–LSTM for Daily Tourist Flow Prediction at Scenic Spots 
F1_11 [47] Attention-Based STL-BiLSTM Network to Forecast Tourist Arrival 
F1_12 [48] Combining Deep Neural Network and Fourier Series for Tourist Arrivals Forecasting 
F1_13 [49] Forecasting demand factors of tourist arrivals in Indonesia’s tourism industry using recurrent neural network 
F1_14 [50] Forecasting Monthly Tourism Demand Using Enhanced Backpropagation Neural Network 
F1_15 [51] Forecasting Hotel Accommodation Demand Based on LSTM Model Incorporating Internet Search Index 
F1_16 [3] Forecasting Tourist Daily Arrivals with A Hybrid Sarima–Lstm Approach 
F1_17 [52] Tourism Demand Forecasting Based on an LSTM Network and Its Variants 
F1_18 [53] Tourism Demand Forecasting: A Decomposed Deep Learning Approach 
F1_19 [54] Tourism demand forecasting: An ensemble deep learning approach 
F1_20 [55] Using Denoised LSTM Network for Tourist Arrivals Prediction 
B1_01 [56] Effective Tourist Volume Forecasting Supported by PCA And Improved BPNN Using Baidu Index 
B2_01 [57] Tourism Demand Forecasting Based on Grey Model and BP Neural Network 
F2_01 [58] A K-means Group Division and LSTM Based Method for Hotel Demand Forecasting 
F2_02 [59] Exploring Dual-Element Sustainable Tourism on Hainan Island Based on Deep Learning: Early Warning and Forecasting 
F2_03 [60] Forecast Daily Tourist Volumes During the Epidemic Period Using Covid-19 Data, Search Engine Data and Weather Data 
F2_04 [61] Research on GM-LSTM Hybrid Model for Tourism Prediction Based on One Belt and One Road 
B3_01 [62] Comparative Performance Analysis of Deep Learning Technique with Statistical models on forecasting the Foreign Tourists arrival pattern to India 
F3_01 [63] Big data from dynamic pricing: A smart approach to tourism demand forecasting  

Table 5 
Data Extraction form.  

Required Data Title 

Bibliographic information Authors’ name, title, publication venue, and publication year. 
Variables Dimensions Category Type of variable approach for the DL algorithm - Univariate or Multivariate? 
Types of Variable Types of tourism demand influencing variables 
Deep Learning Algorithm Type of DL algorithm used for tourist demand forecasting 
Evaluation Method and Results Efficiency measurement techniques used in the paper and the achieved results  

Fig. 2. Distribution of the 50 selected studies across the last 5 years.  
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3.2. Publication type and database 

Most of the publications identified in this review originate from journal articles published from a several domains such as Hos-
pitality, Electronics & Communications, Information Technology, etc. Fig. 3 shows the ratio of the two types of publications domi-
nation this SLR, where only 13 studies (26%) were from conference papers. Popular databases were consulted for the identifications of 
those studies and the bulk of them were obtained from Science Direct (14 studies) and IEEE Xplore (12 studies), followed by MDPI with 
eight studies. Two studies were obtained from each of Institute of Physics, Springer Link and SSRN databases, whereas each of ACM 
Digital Library, CORE, Wiley Online Library, Hindawi, Taylor & Francis, HRCAK revealed one study. 

3.3. Factors/variables dimensions 

The 50 selected studies were primarily categorised based on the number of input variables that are used for training DL models. As 
listed in Table 6, the majority of the papers rely on a multivariate dataset to feed the DL algorithms. Although the others are based on a 
single feature, the input dimension of some - especially those based on time series methods, is consequently increased when adding a 
defined time lag. The wide use of multivariate dimensions in those DL-oriented studies, demonstrate the suitability of DL approaches to 
thrive with not only large volumes of data but also high dimensions and complexity (Mahapatra, 2019 [4]). 

4. Findings 

The results of the review as well as the answers related to the research questions are presented in this section. 

4.1. Types of variables 

This section answers RQ1. An indepth analysis of the papers showed that the selection of input variables was mainly determined by 
the availability of the data. Forecasting algorithms commonly use time series approaches and as such, they often rely of the lag order of 
historical data to derive predictions. Past statistical data is in many cases the only input of the forecasting model (12 studies) but are 
also used with additional input variables with the goal to increase the prediction efficiency. In this SLR, those factors are classified into 
different input type groups as per their use in the analysed papers. This distribution is summarised in Table 7. 

4.1.1. Historical data 
In the forecasting and prediction studies, historical data refers to the values of target/prediction variable at different point in time. 

Tourism demand refers to the number of tourists visiting a region, country or a hospitality establishment but depending on the context, 
this can be viewed and calculated differently. For instance, in papers SD_01 [16], SD_06 [21], SD_12 [18] daily volume of people 
visiting attractions as a demand variable is used whereas in SD_18 [32], SD_20 [34], B3_01 [62], F1_12 [48], F1_14 [50] the monthly 
tourist arrivals is considered. Whether it is hotel passenger flow discussed in F1_02 [38] or daily arrivals in a city discussed in F1_16 
[3], these historical data points, used in time series techniques, are generated by the continuous recording of the values over the same 
source over a time interval, to interpret the temporal pattern. From all the papers covered in this SLR, the historical data is the one of 
the most used input variables for the DL algorithms (34 studies). 

4.1.2. Causal econometric variable 
The causal econometric variable input type englobes all the economic factors affect the value of the targeted variable (directly or 

indirectly). In the tourism demand forecasting domain, these variables include factors such as the destination country GDP, the current 
exchange rate, public expenditure or even oil prices as shown in Table 8. Depending on the availability of the data and algorithm used, 
some papers make use of only the causal econometric variable to forecast tourism demand (8 studies) whereas in some cases, they are 
combined other variables types such as historical data (5 studies). In F3_01 [63] it is seen that the adding the price index as variable, 
which is the best available rate of a hotel, increases the forecasting performance OR prediction model. Table 7 lists all the causal 

Fig. 3. Papers analysed per publication type.  
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econometric variables identified in this review. 

4.1.3. Extrinsic variables 
Non-economic external factors that correlates to the tourism demands are grouped under this category and are mostly used as 

supplementary variables to increase the precision of the forecast. This variable type groups external determinants such as seasonal 
component (SD_13 [28]), weather/climate data (SD_11 [26]), events in the hotel area (SD_09 [24]), website reviews (F2_01 [58]) and 
sentiment index analysis (F2_02 [59]). Kim et al. (2021) also applied external factors such as political index, disease situations such as 
COVID in addition to the historical data to build the forecasting mode in paper SD_13 [28]. The 10 studies that includes external 
variables, shows that they are only used as add-ons features with other variable type in attempts to improve the forecast accuracy. As 
depicted in Table 9, depending on the forecasting conditions/location, several extrinsic variables exist in literature, with some 
common among those reviewed in this tourism demand SL. 

Table 6 
Variable Dimension Category of Selected studies.  

Variable Dimension 
Category 

Paper Code No. of 
Studies 

Multivariate SD_02 [17], SD_04 [19], SD_05 [20], SD_07 [22], SD_08 [23], SD_09 [24], SD_10 [25], SD_11 [26], SD_13 [28], SD_14 
[29], SD_15 [13], SD_16 [30], SD_17 [31], SD_19 [33], SD_21 [35], SD_22 [36], F1_01 [37], F1_02 [38], F1_03 [39], 
F1_05 [41], F1_06 [42], F1_07 [43], F1_09 [45], F1_10 [46], F1_11 [47], F1_13 [49], F1_15 [51], F1_18 [53], F1_19 
[54], B1_01 [56], B2_01 [57], F2_01 [58], F2_03 [60], F2_04 [61], B3_01 [62], F3_01 [63] 

36 

Univariate SD_01 [16], SD_03 [18], SD_06 [21], SD_12 [27], SD_18 [32], SD_20 [34], F1_04 [40], F1_08 [44], F1_12 [48], F1_14 
[50], F1_16 [3], F1_17 [52], F1_20 [55], F2_02 [59] 

14  

Table 7 
Input variables type.  

Input Variables No. of 
Papers 

Paper Code 

Causal Econometric Variable 8 B2_01 [57], F1_13 [49], F3_01 [63], SD_15 [13], SD_16 [30], SD_17 [31] 
Causal Econometric Variable & SII Data 1 F1_03 [39] 
Historical Data 13 B3_01 [62], F1_02 [38], F1_04 [40], F1_12 [48], F1_14 [50], F1_16 [3], F1_17 [52], F2_04 [61], SD_01 

[16], SD_06 [21], SD_12 [27], SD_18 [32], SD_20 [34] 
Historical Data & Causal Econometric 

Variable 
2 SD_10 [25], SD_05 [20] 

Historical Data & Causal Econometric 
Variable & SII Data 

1 F1_19 [54] 

Historical Data & Geographic Variable 4 F1_01 [37], SD_03 [18], SD_08 [23], SD_22 [36] 
Historical Data & Extrinsic Variable 4 F1_07 [43], F2_02 [59], SD_09 [24], SD_14 [29], SD_21 [35] 
Historical Data & Extrinsic Variable & 

Geographic Variable 
1 F2_01 [58] 

Historical Data & Extrinsic Variable & SII 
Data 

3 F1_10 [46], F2_03 [60], SD_11 [26] 

Historical Data & SII Data 6 F1_05 [41], F1_09 [45], F1_11 [47], F1_18 [53], F1_20 [55], SD_04 [19] 
SII Data 7 B1_01 [56], F1_06 [42], F1_08 [44], F1_15 [51], SD_02 [17], SD_07 [22], SD_19 [33] 
SII Data & Extrinsic Variable 1 SD_13 [28]  

Table 8 
Causal econometrics variables.  

Study ID Causal Economic Variable 

SD_05 
[20] 

Relative price of Living, Gross Domestic Product (GDP) 

SD_10 
[25] 

Average Daily Rates 

SD_15 
[13] 

Consumer Price Index (CPI), GDP, Hotel Price, Tourism attractions (sum), Exchange Rate, Aircraft Movement Rate, Oil Price dollars per barrel (US$), 
Tourism Departmental Expenditure, Tourism Revenue (per sector), Train Carrying Capacity 

SD_16 
[30] 

GDP, CPI, Exchange Rate 

SD_17 
[31] 

GDP, Exchange Rate (US$), Oil Price (US$), Tourism Revenue, No. of Online Reservations 

F1_03 [39] Exchange Rate, GDP, CPI 
F1_13 [49] Oil prices, Exchange rates, GDP, Volume of bilateral trade 
F1_19 [54] GDP, CPI, Country Interest Rate Spread 
B2_01 

[57] 
Tourism Income  
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4.1.4. Search intensity index (SII) data 
SII can be classified as part of the external variable types but with the rising trend of SII in recent studies, it was necessary to single 

out papers that emphasise on the volume of related search words of a specific area, as an element for prediction. With the easy access to 
network-based information search platforms such as google, Bing or Baidu, massive data are generated by consumers, looking to make 
informed decisions as discussed in SD_07 [22]. It was seen in paper F1_09 [45], that in the travel industry, these data directly reflect the 
objective and intents of potential tourists and hence a highly indicative feature of tourism demand (F1_03 [39]). For instance, in SD_11 
[26], the authors demonstrated the increase in their model’s performance by adding search engine data to the historical data - showing 
SII’s importance in tourism forecasting. In paper SD_13 [28] keywords representing the attractions of Korean culture, was gathered 
from google trend and Baidu, to be used as an external factor together with other determinants. Those keywords, although varying 
from studies/tourist destinations, can be categorised based on commonly searched criteria of a person while to planning his travel or 
stay. In papers F1_03 [39] and F1_19 [54] forecasting frameworks have been built for predicting tourism influx, by including search 
words as variables, categorised into tourism planning criteria such as Dining, Lodging, Shopping, Transportation, Tours, and Recre-
ation. Likewise, 20 studies in this review uses tourism specific search words, related to the location of the hotel, resort, city or country 
to come up with as SII metric, an input to the forecasting model. Whether used as the only input (7 studies) or associated with other 
variable types (13 studies), SII represents more than one third of the total studies in this SLR. Table 10 summarises the various 
keywords/category used by those papers as a valuable external factor. 

4.1.5. Geographic data 
The country of origin of the travelling tourists is an important determinant of the destination choice, especially for resort hotels 

where access is mostly through air. Likewise, the destination’s location, region or area, together with external factors such as air travel 
prices highly contributes to the tourism demand outcome. Based on this variable, Li et al. in paper SD_03 [18] and L. Huang et al. in 
paper SD_08 [23], proposed a novel deep learning forecasting method using the special temporal effect generated by multi-destination 
travels, sharing common regional resources. Following the same principle, out of the 50 papers in the SLR, five studies used geographic 
data as additional variable for tourism demand forecasting. In paper F1_02 [38], the authors make use of the geographic location of 
different hotels as a determining factor to predict each one’s tourism demand. In paper F1_01 [37], arrivals from the three origin 
countries were considered as input variable and additionally, as in paper SD_22 [36], tourists from cities considered as main market 
source were also selected. 

4.2. Deep learning algorithms 

This section presents the findings for RQ2 which is about the deep learning algorithm developed for room occupancy predication 
and their performance. Several deep learning algorithms were employed for the tourism demand forecast across the 50 selected studies 
with many having more than one technique – sometimes used in a hybrid model, combined or compared for best performance. These 
algorithms are classified in three distinctive models comprising of four Deep Neural Networks (DNN) – variants or enhancements, 3 
Recurrent Neural Network (RNN) a-one Stack AutoEncoder as summarised in Table 11. It shows that RNN is the most popular al-
gorithm, being used in 30 studies (60%). Long short-term memory (LSTM) is the most utilized model (24 studies). DNN makes up to 
26% of the studies (13 papers) whereas the hybrid models, combining those mentioned algorithms, is used in other six papers. 

In the following subsections, the different DL algorithms identified in this review are introduced, including the methodologies of 

Table 9 
External/extrinsic variables.  

Study ID Extrinsic Variable 

SD_09 
[24] 

Hotel Features, Online Popularity Scores, Weekly Events 

SD_11 
[26] 

Weather Data (Temperature, Cloudy, Sunny) 

SD_13 
[28] 

Political Index (Diplomatic Stand), Seasonality, Disease 

SD_14 
[29] 

Tourism Sales, Day of the Week, Total Online Views 

SD_21 
[35] 

Sentiment Analysis, Customer Online Reviews 

F1_07 
[43] 

Precipitations, Sunny days, Earthquakes, Microbes, CO2 Emission 

F1_10 
[46] 

Weather Data, Ticket Sales, Day of the Week, Holiday 

F2_01 
[58] 

Hotel Location, Total Online Reviews, Review Score, Reviewer Nationality, Days Since Review 

F2_02 
[59] 

Coastline length, Percentage of forest covered, Water resources per capital, The area of the nature reserve, Number of scenic spots, Air quality/API, 
Number of hotels, Number of guest rooms, Number of travel agencies, Number of air route, Number of buses/API, Attraction of landscape resources, 
Percentage of service workers, Ratio of travelers to residents, Number of beds in health facilities. 

F2_03 
[60] 

Weather Data, COVID Index  
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the hybrid models. 

4.2.1. Deep neural network 
An Artificial Neural Network (ANN) which forms the basis of a deep neural network (DNN), consist of multiple neuron nodes, 

stacked into layers - input and output, connected by hidden layers. Data is taken by the neuron, and simple mathematical operations 
are performed. The result, determined by an activation function, is passed to neurons in the next layer until the output node is reached. 
DNN is based on the same principle and is defined as a stack of multi-neural – multilayer perceptron. In the following subsections, four 
DNNs identified are discussed. 

4.2.1.1. Feed-forward neural network (FF-DNN). The feed-forward networks is one of the most common type of DNN. It is defined as an 
ANN with a one-way, cycle less flow of information between the nodes. Data always moves in one direction and never backwards, 
although it might flow through a hidden layer [66]. FF-DNN operates by having the series of input entering the layer, multiplied by 
initial weights and added together to feed the network with the initial weighted input values. A specific threshold value is predefined 
and any weighted value above that threshold will have an output of 1 whereas the opposite will result in a value of − 1. 

Machine learning is achieved in FFN model through a delta rule property whereby the algorithm compares the value of each output 
node against the actual one. The neural network then adjusts its weights through training and learning process - known as gradient 
descent, to produce more accurate output values. The training algorithm in a multi-layered architecture FF-DNN is defined as back- 
propagation (BP). In a multi-layered perceptron, the weights of each hidden layer in the network is backward, sequentially 
adjusted with respect to the margin of error of the output value in the final layer. 

In this review, 9 papers were identified using FF-DNN. Paper F1_14 [50] presents an enhanced BP algorithm such as particle swarm 
optimization to increase the forecasting accuracy. Paper B2_01 [57] considers a back propagation deep neural network to forecast 
China’s domestic tourism by the following two variables 1) time to travel 2) the number of visitors. The novelty of the proposed model 
is the standardization of raw irregular data series, by the use of grey model algorithm, before running those an input through the 
several hidden layers of the DNN. In SD_15 [13], in combination with a pre-feature selection algorithm, a deep learning model, with 10 
hidden layers was used to process 69 economic causal variables for the forecasting of visitors in Taiwan. The model in SD_16 [30] 
consisting of 31 hidden neurons, looked into the non-linear relationship and high fluctuation in seasonal tourism data. The monthly 
tourist arrivals in Indonesia is thus predicted. In SD_10 [25], the authors introduced a neural networks-based model to handle large 
Vector Auto-Regressions (VARs) - algorithm selected to predict occupancy rate of hotels. The neural network handles the curse of 
dimensionality challenge when processing nonlinear compressed VARS as input for the forecasting model. In SD_17 [31] a 
tourism-package sales forecasting model is proposed while in SD_20 [34] and F1_03 [39] the authors predict the tourism arrivals in 
Vietnam and Macau respectively, by using past data as input to a feed forward neural network. In SD_19 [33], Huang et al. compare 
several algorithms built on FF-DNN and found that variable weight combination prediction model based on Gradient Boosted Decision 
Tree (GBDT), produced the best performance. The authors in F1_14 [50] stated that the performance of the BPNN in predicting the 
monthly tourism demand was improved using chaotic particle swarm optimization (ICPSO). ICPSO was used to initialize the model 
with the optimum connection weights and thresholds. 

4.2.1.2. Convolution neural network (CNN). CNN is another prominent variant of DNN proposed by LeCun et al. [67] which although is 
a feed forward neural network works differently in terms of neuron activation. In CNN, multiple convolution operations are executed 
first before a neuron is activated for feature extraction or classification. Besides convolution, CNN employs several stages of operations 
such pooling and nonlinearity activation. It shares weights between local connection and apply filter elements to extract feature from 
the complex original data to build complete, dense feature vectors. This capability of CNN has seen its rise in use for high complexity 
feature detection such as image processing and computer vision. 

This feature extraction ability of CNN has prompted its solicitation in several tourism forecasting studies, especially in time series 

Table 10 
Search index intensity - tourism category.  

Paper Code SII - Keywords Categories 

F1_03 [39] Dining, Lodging, Recreation, Shopping, Tour, Transportation 
F1_19 [54] Dining, Lodging, Recreation, Shopping, Tour, Traffic 
SD_11 [26] Location (Jiuzhaigou - City Specific), Lodging, Map, Tourism, Weather 
SD_13 [28] Airport, Location (Seoul - City Specific), Lodging (Hotel), Tour 
F1_10 [46] Food, Location, Maps, Tickets - (Scenic Spots Related), Tourist Routes, Weather 
F2_03 [60] Attraction, Destination, Lodging, Transportation, Weather 
F1_05 [41] Location (Chengdu To Jiuzhaigou Valley), Lodging (Hotel), Map, Scenic Spot, Travel Strategy, Weather 
F1_09 [45] Accomodation, Airport, Lodging, Map, Scenic Spot 
F1_11 [47] Clothing, Lodging, Recreation, Shopping, Tourism, Transportation 
F1_18 [53] Clothing, Lodging, Recreation, Shopping, Tour, Tourism 
SD_04 [19] Clothing, Lodging, Recreation, Shopping, Tour, Transportation 
B1_01 [56] Clothing, Dining, Lodging, Shopping, Tour, Transportation 
F1_06 [42] Location Specific Hotel | Resort 
F1_08 [44] Accomocation, Attraction, Food, Guide, Transportation, Weather 
F1_15 [51] Attraction, Lodging, Map, Tour, Weather  
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dataset. In this review, four studies have been selected which applied CNN as a prediction algorithm and 3 of those are only used in 
hybrid models – associated with other models. CNN has had a low use in forecasting due to its low performance on one dimensional (1- 
d) data such as tourism demand. However, recently, with the key technique of transforming 1-d data to 2-d image data, researchers can 
now reap the full potential of CNN, giving rise to a new horizon of extracting embedded features from complex time-series dataset to 
boost forecasting accuracy [26]. SD_13 [28] uses CNN uniquely as a forecasting model. The authors extracted spatiotemporal patterns 
from time-series by using a 1-d convolutional neural network. A multi-head attention model was added to the model due and this 

Table 11 
Deep learning algorithms.  

DL Algorithm Variant/Enhancement Purpose Paper Code No. 
Studies 

Deep Neural 
Network 
(DNN) 

Feed Forward DNN Based on simple mathematical model, uses 
network neurons, organised in multiple layers to 
create nonlinear relationship between the 
predictors (input variable) and the response 
(forecast) variable. 

B2_01 [57], SD_15 [13], SD_16 [30], SD_10 
[25], SD_17 [31], SD_19 [33], SD_20 [34], 
F1_03 [39], F1_14 [50] 

9  

Convolution Neural 
Network (CNN) 

Offers dilated convolutions whereby the size of 
the space between cells allows the deep neural 
network to formulate the relationships between 
timestamped observations in a time-series 
forecasting. 

SD_13 [28] 1  

With Decomposition Increases accuracy of the forecasting by 
decomposing the data into subseries group under 
a related datatype. 

F1_18 [53] 1  

With Ensemble Technique Combines different deep learning models, each 
model handling subset of a larger multivariate 
dataset to increase the generalised performance. 

F1_19 [54] 1  

With Fourier Series Modifies the residuals of the DL and improves the 
precision of the forecast output. 

F1_12 [48] 1 

Recurrent 
Neural 
Network 
(RNN) 

Long short-term memory 
(LSTM) 

Generates the forecast output based on a recurrent 
deep learning model, using sequential and time 
stamp data, with a separate memory cell to update 
or expose its content depending on the necessity. 

B3_01 [62], F1_02 [38], F1_04 [40], F1_05 
[41], F1_06 [42], F1_09 [45], F1_13 [49], 
F1_15 [51], F1_17 [52], F1_20 [55], F2_01 
[58], F2_02 [59], F2_04 [61], F3_01 [63], 
SD_02 [17],SD_03 [18], SD_04 [19], SD_09 
[24], SD_11 [26], SD_12 [27], SD_14 [29], 
SD_18 [32], SD_21 [35], SD_22 [36] 

24  

Bi-Directional LSTM 
(BiLSTM) 

Improves the LSTM model with addition of a 
bidirectional network that trains same input twice 
- first in forward direction and then in the 
backward direction. 

F1_11 [47], F1_17 [52], SD_05 [20] 3  

Gate Recurrent Unit (GRU) Similar to LSTM, incorporates the same memory 
feature but with faster execution time on smaller 
datasets. 

F1_17 [52], F2_03 [60], SD_18 [32] 3 

Stacked Auto 
Encoder 
(SAE) 

– Adopts a stacked encoder, linked by an echo-state 
regression layer to learn hierarchically high-level 
predictors from significant input features and 
model non-linear time series relationship between 
the learned indicators and the forecast variable. 

SD_07 [22] 1 

Hybrid Empirical Mode 
Decomposition (EMD), 
BPNN, LSTM 

Decomposes complex time series datasets into 
several components and a residual series, on 
which forecasting algorithms (BPNN, LSTM) are 
run to have a final generalised forecast output. 

F1_01 [37] 1  

Principal Component 
Analysis (PCA), BPNN 

Reduces the dimension of the larger dataset to de- 
correlate the data which is input. The back 
propagation neural network (BPNN) is then 
trained 

B1_01 [56] 1  

Seasonal Autoregressive 
Integrated Moving Average 
(SARIMA), LSTM 

Accounts for and processes the seasonality/trends 
components of the time series through the 
SARIMA and before running the consequent 
residual through LSTM algorithm for forecast 
output. 

F1_16 [3] 1  

CNN, LSTM Uses the features extraction capability of the CNN 
and then allowing the LSTM algorithm learn the 
temporal dependence of the sequence of the 
extracted features. 

SD_01 [16] 1  

Generic Algorithm (GA), 
CNN, LSTM 

GA optimises the CNN-LSTM hybrid model by 
scientifically provide the ideal number of neurons 
to be used in the deep learning models 

F1_10 [46] 1  

SARIMA, CNN, LSTM Includes the element of seasonality/trend to the 
hybrid CNN-LSTM model 

SD_06 [21] 1  
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resulted to better results than common time series techniques. The attention mechanism derived the correlations between the input 
variables. 

4.2.1.3. DNN enhanced. Out of the 13 studies categorised under DNN in this review, 3 of them employs the basic DNN methods but 
with additional enhancement techniques which have been reported to increase the accuracy and performance. In F1_12 [48], the 
authors use the Fourier series technique. The residuals of the deep learning algorithm were modified to enhance the precision of the 
forecast output. Other improvement tools such as the Ensemble discussed in paper F1_19 [54] and Decomposition discussed in paper 
SD_04 [19] reduce the processing load by running DLs on sub-datasets and combining individuals forecast outputs to a final, more 
precise prediction. 

4.2.1.4. Recurrent neural network (RNN). Recurrent Neural Network (RNN) is another type of deep learning model where the pre-
diction algorithm is based on sequential, time stamp data for the output prediction. Similar to other deep learning models such as Feed 
Forward Network, RNN has to be trained, learn through backpropagation and weight adjustments. RNN differentiates from the other 
DL models with a “memory” feature where current input and subsequently the output, is influenced by the prior inputs for each 
learning cycle. The final output in RNN is therefore dependent on all the prior elements with the sequence of inputs. Although RNN is 
highly regarded as a major tool for time series prediction, in this review, no studies rely of RNN base algorithm for tourism demand 
forecasts due to a key flaw. The drawback of this simple RNN architecture is the exponential growing or decaying of the gradient vector 
- learning function, with long data sequences [68]. Hence, classic RNN might sometimes omit long distance correlation in a sequence, 
hindering the performance and accuracy of the predictions. To address this issue, variants of the RNN have been developed. 

4.2.1.5. Long Short-term memory (LSTM). Long Short-term Memory Network (LSTM) proposed by Hochreiter et al. [69], as compared 
to RNN, has an additional separate memory cell, enabling the management its content, i.e., updating or exposing its content depending 
on the necessity. The input gate, the forget gate, and the output gate - components that distinguish LSTM from classic RNN. These gates 
control the erasure, update and exposure of the internal memory state allows LSTM models to analyze previous data and decisions, 
making new informed decisions from that. This characteristic of LSTMs makes the algorithm suitable to make informed predictions 
when being fed with time series data and find trends in the data to predict future trends - traits appropriate for tourist demand pre-
diction. Such is the popularity of LSTM in forecasting, that 64% of the studies employs the algorithm, whether in a unique, hybrid or 
enhanced model. 

Most of LSTM models in this study follow the basic algorithm to capture the nonlinear relationship in the time series dataset of 
tourism demands using at times only the past historical data to predict the future demand. In papers F1_06 [42], F1_09 [45] and F1_15 
[51], the models were used to forecast the future demands based on sequential online search data and past tourism arrivals. The 
variables (univariate/multivariate) may be of various types such as econometrical in seen is paper F1_13 [49] or geographical in paper 
F1_20 [55] but the principle of finding patterns in timestamp data remains the same. 

Enhancement to the popular LSTM models consist primarily of optimizing the quality, quantity of the input variables to boost 
performance. For instance, in paper F1_05 [41], the random forest algorithm was used to reduce the number of search key words – 
focusing only on those highly correlated to tourism, thus reducing computing time. Papers SD_09 [24] and F2_01 [58] present how 
K-means clustering was used to group similar attributes together so as to decrease the number of features fed to the LSTM. Same 
grouping of similar features to a singular variable is also explored in paper SD_04 [19]. The authors of paper SD_02 [17] integrate an 
attention mechanism in the LSTM structure which filters out the most influential factors and the appropriate lag order, by assigning 
attention scores to them. Only the best variables are selected to feed in the LSTM for prediction. Paper F1_17 [52] focusses on the 
optimization of the initial parameter setup using Adam optimization method while paper F2_04 [61] combined the LSTM forecast 
output with that of the traditional autoregressive model as an ensemble for an improved prediction performance. 

4.2.1.6. Bidirectional Long Short-term memory (BiLSTM). BiLSTM is an enhancement of the LSTM algorithm since it allows the in-
formation to be processed in a sequential way. Architecturally, the only difference is the addition of a backward LSTM layers, enabling 
the output layer to processed simultaneous forward and backward input [70]. The training of data in a bidirectional way, i.e. pro-
cessing twice the same input, hence improving the performance of LSTM model to. 3 papers were identified on using the BiLSTM 
algorithm for the forecasting of tourism demand. 

Authors of paper SD_05 [20] improved the forecasting performance of the BiLSTM model by optimizing the hyper-parameters using 
Bayesian optimization. In the study, several benchmark models were compared (LSTM, Support Vector Machine) to BiLSTM. Papers 
F1_17 [52] and F1_11 [47], proposed the optimization of the BiLSTM model by decomposing the data into trend, seasonality, and 
residual before using them as input variables while the former used the Adam Optimization algorithm with adaptive learning rate to 
boost the initial parameters setup. 

4.2.1.7. Gate recurrent unit (GRU). Another variant RNN model identified in this review is the Gated Recurrent Unit (GRU) network 
which is basically a simplified LSTM model. GRU as proposed by Cho et al. [70], uses only with two gates but still carries the key 
function of adaptively formulating the dependencies of each data cycle at different time scales. The structural difference with GRU is 
the update gate, which replaced the functionalities of the input and forget gate of the LSTM. The update gate eliminates the cell state 
feature and uses hidden state to pass on information. Despite having a less complicated structure, GRU still delivers high performance 
for time series forecasting requiring “memory” to process past data. 3 papers were identified in this study using GRU to predict tourism 
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demand. 
In paper SD_18 [32], the authors used plain GRU model to compare the performance of the model developed to forecast Morocco’s 

tourist demand against an LSTM model. Authors of papers F1_17 [52] and F2_03 [60] used improvement techniques over GRU to 
increase the forecasting accuracy. Zhang et al. used a variation mode decomposition method to break the historical data into different 
frequency modes before to be used as different time series variables. 

4.2.1.8. Stacked auto encoder. Stacked auto-encoder (SAE) network is another type of fully connected DNN [71] and is used in one 
study in this tourism demand forecasting techniques review. An auto-encoder is a single-hidden layered feed forward network where 
the output contributes to the reconstruction of the input. It fits an identity function between the input and the output layer vectors. The 
change from the input to the hidden layer is non linear. 

SAE, is a combined structure of several auto-encoders - deep encoders, where the hidden layer output on the previous auto-encoder 
is the input for the next auto-encoder. This architecture allows the SAE to hierarchically learn key representations of complex, dense 
dataset and eliminates irrelevant features. SAE is used in paper SD_07 [22] for automatic feature extraction and then used an RNN 
algorithm to predict the tourism demand. 

4.2.1.9. Hybrid models. Hybrid models refers to those forecasting techniques identified in this review, where multiple DL algorithms 
are sequentially combined to improve the generalised performance. This is achieved by exploiting the strong characteristics of the 
individual algorithms and splitting the forecasting tasks into different operations, best fitted to those algorithms. Out of the 6 studies 
using hybrid models, half of those use the combination of CNN and LSTM for prediction. CNN is best suited for feature extraction, 
allowing the LSTM for emphasis only on its strong attribute – forecasting tourism demand. 

CNN-LSTM is used in papers SD_01 [16], SD_03 [18], SD_06 [21] and F1_10 [37] to build the prediction model where the features 
extraction is handled by the CNN, allowing the LSTM algorithm learn the temporal dependence of the sequence of the extracted 
features. In F1_16 [3] and SD_06 [21] the SARIMA algorithm is used to capture linear features and processes the seasonality and trends, 
before running the consequent residual through LSTM/CNN-LSTM algorithm for the final forecast values. Optimization techniques are 
used in papers B1_01 [56]. F1_10 [46] where the former uses Principal Component Analysis (PCA) to decrease the larger dataset’s 
dimensions and de-correlate input data, while the latter optimises the number of neurons to be used by the CNN-LSTM model, by a 
generic algorithm. In paper F2_04 [61], the hybrid GM-LSTM model was used. The overall trend of the tourism demand was captured 
by the first order grey model. The LSTM explained the nonlinear residual of the tourists flow fluctuation. 

4.3. Performance metrics and evaluation of the identified DL algorithms 

In the quest of finding the best forecasting algorithm for tourism demand, it is essential that the performance evaluation be based on 
some common/standard criteria among the studies is this review. Measuring the error margin of the prediction is the most common 
way in determining the performance of a model and multiple error criteria, found in literature, has been adopted in the reviewed 
papers. Fig. 4 summarises the performances measures identified and their usage distribution and Table 12 gives a brief description of 
each measure. 

78% of the publications have evaluated the performances against benchmarked DL models, validating the results against different 
proven measures. The most popular performance metrics, found in this review are the Mean Absolute Percentage Error (MAPE) and 
Root Mean Square Error (RMSE), followed by the Mean Absolute Error (MAE). 

Fig. 4. Distribution of the identified studies per Performance Measures.  
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5. Discussion 

5.1. Variables for prediction 

With the advent of online booking, review and destination search, accurate tourism demand prediction is nowadays bigger than a 
statistical dilemma and relying solely on historical data to observe trend is almost irrelevant as revealed in this review, whereby 75% of 
the studies considers other factors for improved forecast. Single variable models rely on the concept of extracting temporal features [3, 
18,26,42] but tourism demands have been reported in various studies to be impacted by several factors such as SII Data [28], ge-
ography and many other causal econometric Variable - countries GDP, Oil prices [31], hotel reviews [37].Therefore, to continue 
building up on the performance of tourism forecasting algorithms, recent studies have demonstrated the importance of incorporating 
multiple determinants in their proposed models. 

Tourist demand forecasting has been a classical time series statistical algorithm and as such, past tourist arrival data with a defined 
lag order is the base variable for any proposed model. Other from this popular time stamped historical data (35 papers), the next major 
variable that has a high weightage of tourism is the search intensity index (SII). More than a third (19) of the studies in the review has 
adopted SII data for forecasting and more than a half (11) of these are from the last 2 years. 

Table 12 
Deep learning algorithms.  

Performance Metrics Description Formulae 

Mean Squared Error (MSE) 
[72] 

•Averages the squared values of the errors between the estimated and the actual 
value. 
•Squaring before averaging, assumes only non-negative values for MSE and the 
inbuilt randomness of most prediction algorithms generates mostly positive, 
non-zero MSE results. 
•Disadvantage of MSE is that it is highly sensitive to outliers as squaring of error 
values larger than the rest in a dataset, generates an inaccurate average and non- 
representation of the actual trend. 

MSE =
1
n
∑n

i=1
(Yi − Ŷi)

2 

Root Mean Squared Error 
(RMSE) [73] 

•Square root of the MSE, in a small attempt to decrease the impact outliers have 
on the performance measure. 
•Bears the same direction less error calculation advantage of MSE and 
additionally, provides a measure of the error in the same unit as the target output 
- thus allowing comfortable interpretation of the results. 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

∑n
i=1

(ŷi − yi)
2

n

√

Mean Absolute Error 
(MAE) [72] 

•Averages the absolute value of the errors between the estimated and the actual 
target value. 
•Takes only the unsigned difference, neglecting the direction of the difference in 
the sense that it avoids the risk of cancelling out each other when summing up for 
the average calculation. 
•Benefit of not squaring the errors allows the easy interpretation of the results 
without penalising larger errors. 

MAE =
∑n

i=1
⃒
⃒yi − xi

⃒
⃒

n 

Mean Absolute Percentage 
Error (MAPE) [74] 

•Measures the error between the actual and target values as a percentage of the 
actual value. 
•Similar to MAE but gives a better representation of the predictions in relative 
terms. 
•Percentage as error measure enables cross algorithm/data performance 
measure since it gives a generalised approximation of how far off the target value 
the predicted value is. 
•82% of the studies identified adopts MAPE for performance measure as tourism 
demand can be of different data type 

M =
1
n
∑n

t=1

⃒
⃒
⃒
⃒
At − Ft

At

⃒
⃒
⃒
⃒

Pearson’s Correlation 
Coefficient (R) [75] 

•Measures the strength of the linear association between the two variables - in 
this case the actual and predicted values, denoted by r. 
•The Pearson correlation generates a line of best fit through the data. Variables 
are compared The r coefficient shows the distance of the data points fall from the 
line. 
•(r) takes values from the range of +1 to − 1 where 0 represents no association 
between the variable. The further the coefficient from the zero, positive or 
negative, the stronger the correlation. 

r =

∑
(xi − x)(yi − y)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑

(xi − x)2
∑

(yi − y)2
√

R Squared (R2) [77] •Measures the extent by which the variance of the dependent variable depend on 
the independent variables. 
•Calculates how fit is the reviewed model compared to a horizontal line - the 
base model, i.e. R2 is negative if it is less fitted than the base line. In other words, 
if R2 is 0.6, then 60% of the variation can be explained by the features of the 
model 

R2 = 1
SSRES

SSTOT
= 1 −

∑

i
(yi − ŷi)

2

∑
i(yi − y)2 

Directional symmetry (DS) 
[37,54] 

•Mostly associated with time series statistical analysis such are demand 
forecasting. DS provides the direction of change from one timestamp to the other 
•The performance is rated by measuring the percentage of occurrences of an 
equal sign change from one time-period to the next of both the actual and the 
predicted value. DS is a measure of how good the algorithm is in predicting a 
change in direction in the time series 

DS =
1

N − 1
∑N

t=2
dtx 100% dt =

{
1, if (xt − xt− 1)(x̂ − xt− 1) > 0

0, x ≥ 0  
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The rise in researches regarding impact of data from search engines comes again with the explosion of online bookings/hotel 
reviews, fast changing the marketing demand of the hospitality industry. Quick access to hotel information – location, features, offers 
and critics, from search engines has made those platforms such as Google and Baidu, essential for tourists in planning their vacation. 
Reaping the best of that information has been such a success that SII has been acknowledged in several studies as a potential indicator 
of tourists preferred destination. SII has been so popular is recent tourism demand forecasting studies, that some researchers have 
considered SII as sole variable for demand prediction [17,23,42,44,45], skipping the hurdle of feature engineering external factors. 
The convincing performance results of SII based models, has encouraged to further improve the principle by using terminal variable i.e. 
the device on which searches were made - adding the element of portability vs user-friendliness to search queries [44]. 

SII data do pose some constraints for its adoption in a forecasting model and the main barrier is the choice of the key words as input 
data, requiring feature engineering and domain expertise to select the deterministic keys from thousands of search queries. In addition, 
for time series forecasting, the lag/lead relationships between the data are potential prediction determinants but only a few studies, 
mostly based Pearson correlation coefficients or the Granger causality test has venture into lag-order selection methodology. Despite 
those barriers, the advent of deep learning techniques such as CNN [21] - for efficient feature extraction and LSTM [46] - for learning 
long-term dependencies, there is an increasing number of studies having SII as root component for tourism forecasting. 

As reviewed in this study, there are various other extrinsic forecasting determinants such as seasonal effects political index or 
climate variation [18,28], which unlike econometrics variables have direct effect on tourism demands. Considering all of those fea-
tures in literature, is not ideal as some of these data may not be available and result into a sparse dataset. Moreover, depending on the 
context e.g. island tropical resort, some of those features may not be valid or bear high correlation coefficient value with others. For 
instance, the tropical temperature of in tropical islands might have the four-season impact like European countries. Econometrics 
factors like oil prices is considered a major determinant of tourism especially for island resorts where most of tourist arrivals are 
through air travel. On the other hand, its high correlation with other factors such air ticket price might require its omission in the 
forecasting algorithm if those other features are considered. GDP or CPI are metrics of tourists’ countries of origin and can is considered 
if prediction is segmented by market [13,20,30]. 

Finally, selecting a set of determinants from those found in literature, the domain, context and availability of the data should be 
considered. Validation of those variables through domain experts – revenue managers, marketing managers, hoteliers is essential to pin 
out repetitive/correlated features or even uncover new features unique to the resort’s context. 

5.2. Deep learning models 

There has been significant improvement of the performance and accuracy of the classical forecasting techniques using DL models. 
Previous researches on tourism demand forecasting focussed mainly on linear models. These models relied mostly economonic var-
iables as well as stable time series data. Actual tourism prediction bears nonlinear characteristics with many impacting factors and with 
traditional machine learning, methods it is very difficult to effective simulate the demand trend. Classical methods were not able to 
deal with increasing data from online search, reviews and so on, due to the inability to automatically extract the features. 

Early deep learning architecture such as the FF-DNN – discussed earlier, has helped in addressing the setbacks of classical methods 
by its layers of hidden neutrals handling the non-linearity of the data. Chang et al. [13] showed that deep neural network facilitates the 
extraction of key features as compared to the classical methods which require domain experts and supervised feature engineering. The 
inbuilt feature engineering capability of multi-layer deep neural networks the ability to handle more than two non-linear processes 
simultaneously has encouraged further researches in DNN for tourism forecasting. As seen in this review, CNN, a variant of the DNN, 
can formulate the relationship between timestamped data in a time series analysis. In search on increasing the accuracy of FF-DNN, 
several enhancement techniques were pointed out this review such as decomposition and ensemble but with basic DNN main 
disadvantage remains – its inefficiency of handling long-term dependencies. 

Fig. 5. No. Studies by algorithms by year.  
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5.2.1. RNN vs FF-DNN 
RNN and specially its improved derivatives - LSTM, BiLSTM and GRU has been very popular in recent time-series analysis studies, 

owing to its key “memory” feature. In addition to the advantages that its DNN architecture offers, the ability of LSTM to use sequence of 
data recurrently as input enabled the extraction of contextual information embedded in the time-series structure of most tourism 
forecasting dataset. Such has been the performance of RNN, LSTM that many of the recent studies has adopted these algorithms for 
tourism forecasting. As demonstrated in Fig. 5, LSTM is not only the most utilized model in this review but also the most adopted since 
the last 2 years. 

Recurrent-based networks has been providing excellent performance in tourism demand forecasting but the constant need to in-
crease the accuracy has revealed some of their limitations. Although RNNs’ key property is the extraction of temporal features, they are 
structured to handle these timestamped dependencies for single variables while tourism demand prediction is affected by several 
factors. Therefore, recurrent models are limited when it comes to interpreting the correlation among the different external variables 
which may have embedded contextual value influencing the predicted value. Furthermore, the autoregressive structure of RNN and 
LSTM, where the predicted value of each sequence is used back as input, causes a decrease in long-term accuracy with nonlinear trend 
such as tourism forecasting. As a matter of fact, long-term forecasting in the hospitality industry is an essential information to help 
stakeholders plan and organize resources on monthly or even yearly basis. From a hotel operations practical point of view, recurrent 
models might just not suffice. 

5.2.2. Hybrid/enhanced models 
Attempts to improve on an already good performing tourism demand forecasting model, takes the shape of mostly hybrid models 

where different techniques are merged to reap the benefits of each. As found in this review, one popular combination is the CNN-LSTM 
[21,26,46] model. The techniques involve the encoding of the time series dataset into images, utilizing the strength of CNN at image 
processing to extract more embedded features and then passing those features to the LSTM networks. The LSTM whose key design is the 
processing of sequential data, has now a larger pool of features to exploit and learn temporal dependences between them. This 
combination of the two deep learning algorithms brings the best out of both in mining hidden features in tourism demand time series, 
yielding better forecasts. 

Based on same principle of reducing the burden of feature extraction, other enhancement techniques were employed such as 
empirical mode decomposition [53], PCA [18] and Seasonal Autoregressive Integrated Moving Average (SARIMA) [3] - all of which 
are purposed to feed in the optimised set of features to the final prediction model (LSTM/BPNN). Most the hybrid models in the review 
emphasizes primarily features engineering - even Stacked Auto Encoders (SAE) reduces high dimensions dataset to only high-level 
predictors but one critical barrier which even well sought LSTM is ineffective to tackle is the long-term prediction necessary in 
tourism industry (Kim et al.,2021). 

Out of all the reviewed studies, one particular research paper addressed this long-term tourism demand prediction requirement 
without compromising on the variable-wise correlation. Instead of using LSTM for time series forecast, which is considered as the usual 
trend, Kim et al. [28] developed a hybrid model. The model emulates the processing of sequential data through 1-D temporal CNNs per 
variable, connected to an attention module. The 1-D CNN is well suited for the extraction of temporal features with irregular intervals 
or patterns, which is an attempt to solve the issue of long-term forecasting. The attention module linked to the CNNs learns the 
correlations between the determinants and the prediction of the touristic demands is output by processing the temporal features and 
attention content. 

The performance result of the Multi-head Attention CNN [28] as compared to the benchmark CNN-LSTM model shows such an 
improvement – accurate even with COVID period that should considered as a new avenue for forecasting demand in the tourism 
domain. It is yet to be validated under other context and as suggested by the author, future studies would require the validation of the 
model in other countries using relative determinants. Developing a tourism demand forecasting tool for a resort island hotel with this 
model would be at the same time, a purposeful continuation of this novel approach of prediction. 

5.3. Accuracy of deep learning models 

In an attempt to have a common ground for performance comparision of the different deep learning models identified in this SLR, 
the MAPE metrics of each study were recorded since it indicates the accuracy in relative terms. The MAPE measure of the identified 
studies is tabulated in Table 13 (where available) and categorised by the DL algorithms, showing the extent to which the predicted 
value differs from the context-specific actual value. One very interesting observation is that tourism demand prediction with deep 
learning has an accuracy percentage above 75%, even outperforming the one study (Wu et al.,2021) which included the conventional 
technique (SARIMA) in its hybrid model. 

Although only the DLs involved in the tourism demand are being compared, it is not very accurate to conclude the performance 
based on the MAPE results only since the context, complexity and the type of predicted values varies significantly among those studies. 
For instance, predicting the next-day tourism arrival in a specific city [54] involves a completely different set of variables, patterns 
than forecasting the hotel’s monthly occupancy rate for the next 6 months. MAPE is a good landing mark for a consolidated perfor-
mance evaluation but for an accurate conclusion, it is essential that the individual comparison grid of each study against other 
benchmark algorithms be consulted. 

In the DNN DL category, the FF-DNN algorithm has performance range of 1.59%–11.21% demonstrating the complexity of tourism 
demand, influenced by the various contextual aspects such as geography and definition of demand. This observation is further justified 
in Ref. [25] whereby the different location of hotels bears different range of MAPE values, despite using same set of external variables. 
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The best performance is achieved based on back propagation model using accurate influential factors, regularised by a grey model. It is 
observed that DNN accuracy increases with the addition of determining factors –a univariate model of historical values has an error 
score of 9.2% whereas using a large set of econometrical yields a score of 1.6%. 

Attempts to enhance the FF-DNN models are observed to have little improvement with only Sun et al. [54] achieving an average 
score of 0.8% by using adding SII data in an ensemble of models. Decomposition technique of Zhang et al. [37] or the adoption of 
Fourier series as proposed by Shabri et al. [48] could not better the error range of 10% and this can be attributed the nature of DNN 
prone to overfitting – mainly due limited data volume and explanatory variables in tourism domain [37]. Moreover, tourism demand is 
mostly a time-series analysis dilemma and as identified in this SLR, capturing the hidden patterns in sequential data has helped in 
addressing the barriers in DNN. CNN is one of the best approaches in DNN category to extract features (temporal) from timestamped 
data. Even with a performance of 25.67% [49] is one of the very promising recent study, suited for long-term prediction using 
time-series data. 

LSTM, as identified in this SLR, has been very popular lately in the tourism demand prediction owing to its ability to handle 
sequential data and describe the nonlinear relationship between large set of variables. With the exception of papers SD_09 [24] and 
SD_21 [35] that consider only hotel specific features/attributes as determinants, all the RNN models have a MAPE score within the 10% 
range with the BiLSTM model in Ref. [20] having the best overall score of 0.71% error. The performance of the RNN models increases 
significantly with the addition/tuning of input variables-especially external factors such as SII, with BiLSTM being the standout 
performer of the RNN variants. The difference in the error score in RNN is also dependant of the type and term (long or short) of the 
tourism demand being predicted. 

The error score of the hybrid models in the SLR demonstrate that separating tasks to best utilise the strength of each algorithm, do 
bring about improvements to forecasting performance but the underlying barriers remains with the final prediction algorithm. 
Although the PCA in Ref. [27] optimises the input variables quality, there is only a slight amelioration of as compared to the BPNN 
models, with overfitting issues still prevailing. The low performance of 42.6% error rate of the model in paper F1_16 [3] reveals the 
outdated use of conventional models (SARIMA) for tourism demand forecast – even when being used with LSTM. On the other hand, 

Table 13 
MAPE performance result of identified DL algorithms.  

DL Algorithm Variant/Enhancement Study ID MAPE (%) 

Deep Neural Network (DNN) Feed Forward DNN B2_01 [57] 1.59  
SD_15 [13] 1.60  
SD_19 [33] 1.78  
F1_14 [50] 1.97  
F1_03 [39] 6.60  
SD_17 [31] 11.21  
SD_10 [25] 3.25–4.17  
SD_20 [34] 7.9–9.2 

With Decomposition F1_18 [53] 5.12 
With Fourier Series F1_12 [48] 8.65 
Convolution Neural Network (CNN) SD_13 [28] 25.67 
With Ensemble Technique F1_19 [54] 0.495–1.267 

Recurrent Neural Network (RNN) Long short-term memory (LSTM) F1_13 [49] 0.80 
F2_01 [58] 1.89 
SD_02 [17] 1.96 
F1_02 [38] 2.00 
F1_15 [51] 2.15 
SD_04 [19] 3.71 
F1_05 [41] 5.58 
F1_09 [45] 5.68 
SD_11 [26] 6.67 
SD_08 [23] 7.00 
F1_04 [40] 7.54 
SD_22 [36] 8.52 
SD_18 [32] 9.23 
F2_04 [61] 9.24 
SD_03 [18] 9.55 
SD_21 [35] 16.21 
SD_09 [24] 26.50 

Bi-Directional LSTM (BiLSTM) F1_11 [47] 5.77  
SD_05 [20] 0.71 

Gate Recurrent Unit (GRU) SD_18 [32] 9.23 
Stacked Auto Encoder (SAE) – SD_07 [22] 5.16 
Hybrid Empirical Mode Decomposition (EMD), BPNN, LSTM F1_01 [37] 3.06  

CNN, LSTM SD_01 [16] 4.47  
SARIMA, CNN, LSTM SD_06 [21] 13.20  
Generic Algorithm (GA), CNN, LSTM F1_10 [46] 20.77  
Seasonal Autoregressive Integrated Moving Average (SARIMA), LSTM F1_16 [3] 42.60  
Principal Component Analysis (PCA), BPNN B1_01 [56] 3.0–6.42  
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the attempt to solve the one inefficient aspect of LSTM, which is the long-term prediction, take the shape of a hybrid CNN-LSTM model 
(with variants). Also, using convolution can extract not only the relationship between each variable and the observation to be pre-
dicted but also the relationship between those variables in the time series can be determined. This allows the capturing of deeper 
hidden sequential features for a clearer long-term prediction. Depending on the desired forecast term, CNN-LSTM is a key area of 
further enhancement study, especially in tourism demand prediction. 

6. Conclusion 

Through the intensive literature-review carried out, it is observed that the hospitality industry in a sector of growing research works 
for demand forecasting, especially with DL techniques gaining popularity with time-series predictions. With majority of papers (70%) 
acknowledging better performances with multivariate approach and the suitability of DL to thrive with high dimensions/complexity, 
has encouraged DL-oriented studies for long term demand forecasting. Several papers utilise different sets of influential variables as 
input for the DL models, demonstrating the contextual weightage of those external factors on the forecasting models. The DL algo-
rithms reviewed have their own stand out characteristics but in the demand prediction area, recurrent neural networks – LSTM, GRU 
tops the performance charts with their hybrid models (including CNN), even enhancing the output. 

This SRL has provided an overview on the use of deep learning models for forecasting occupation rate. Contributing in this research 
realm, the next step is to experiment with the best performing DL algorithms using the appropriate demand influencing variables 
idenfied in this review. From the findings it has been deduced that a multivariate approach for tourism demand forecasting is required. 
As future work seven demand-affecting external variables will be selected and validated for their suitability in our context by the 
experts in the field. 
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