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A B S T R A C T   

Intensity diffusion caused by optical diffraction limits the imaging resolution of conventional 
optical microscopes, therefore modelling and measuring the intensity transmission and distri-
bution property of the light sources is a significant research topic in system development and 
pattern recognition. However, the complicated wave propagation process in optical imaging 
makes it difficult to provide a direct, analytical and simple mathematical model to measure the 
relationship between the blur degree and various camera parameters. In this study, an improved 
intensity transmission and distribution calculation method for conventional optical microscopes 
was proposed; furthermore, a simple mathematical relation between the blur degree and camera 
parameters was achieved based on the proposed method. First, the light intensity distribution and 
propagation characteristics of a conventional optical microscope were modeled based on the 
property of the Fresnel circular hole diffraction combined with the practical optical parameters. 
Second, by analyzing the property of intensity distribution and blurring imaging, a quantitative 
simplified mathematical relationship between the blur degree and camera parameters in optical 
microscope imaging was obtained, and the three-dimensional (3D) blur property in the optical 
imaging process was analyzed under different conditions. Third, the connection between dif-
fractive optics and geometric optics was obtained by summarizing and generalizing the 3D blur 
property curve of each monochromatic light source. Finally, the proposed method was verified 
through a series of simulations and experiments.   

1. Introduction 

For micro/nano-scale observations, various types of microscopes, including fluorescence [1–3], electron [4,5], and scanning mi-
croscopes [6,7], are currently available. Comparatively, conventional optical microscopes have the advantages of being 
non-destructive, fast and dynamic; therefore, they are an important observation tool in biomedicine, microelectronics, chemistry, and 
precision instrument manufacturing [8,9]. 

However, the imaging resolution of optical microscopes is comparatively low due to optical diffraction of the source waves used for 
illumination [10]. In the geometry optics, the source wave in an optical imaging system is assumed to travel in a straight line; 
therefore, optical diffraction is negligible, and blur imaging is mainly considered to be the result of defocus due to the limit of the 
depth-of-field (DOF) of the microscope [11–13]. However, owing to the wave property, the direction of light deviates from a straight 
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line when it travels around small obstacles or passes through small openings, which is a standard property of all types of waves [14,15]. 
As the magnification scale of the optical microscope increases, the size of the observed objects and the wavelength of the source wave 
gradually approach each other, and optical diffraction becomes more obvious than that in the macro-scale cameras. In other words, the 
source wave passing through the lens scatters in a round spot on the image plane, rather than a focused point, which results in blur 
imaging similar to defocus. To improve the imaging resolution of optical microscopes at the micro/nano scale, it is necessary to 
measure the blur imaging properties based on the analysis on the mechanism of light intensity diffusion in an optical imaging system 
[16]. 

In the physical optics, the scholars have studied the propagation property of light waves and the modelling of intensity distribution 
in optical diffraction for many years since Keller first established the geometric theory of optical diffraction in 1962 [16]. Durnin 
proposed a model for the light intensity distribution of diffraction-free Gaussian beams of different orders under different conditions 
[17,18]; Sprangle compared the variation of the light intensity distribution of Gaussian and Bessel beams for different parameters [19]; 
Ruschin proposed a modified Bessel beam model with reduced diffraction phenomena and long distance propagation [20]; Overfelt 
compared the propagation capabilities and light intensity model variations of Bessel, Gaussian and Bessel-Gaussian beams under the 
single-hole Fresnel diffraction and Fraunhofer diffraction conditions [21]. These results analyzed the diffraction properties through 
experiments or simulations, however, their models to calculate the intensity distribution are mostly composed of complicated 
non-analytical functions, even approximate integral solutions [22–24]. Therefore, it is difficult to simply and quickly analyze the 
diffraction properties of a practical system. To solve this problem, Wang established a simplified light intensity distribution model for 
Fresnel diffraction [25]. In contrast to the previous research that focused on divergent waves; in addition, he proposed a mathematical 
relationship between the divergence and convergent waves and extended his method to calculate the intensity distribution of the 
convergent waves, which is an important theoretical basis for the intensity analysis during imaging. However, because this research 
mainly focused on modelling the intensity distribution in an optical diffraction system in free space rather than in an optical imaging 
system, various camera parameters, such as the length of focus, were not considered. Therefore, it is insufficient to analyze the blur 
imaging property of an optical imaging system. 

On the other hand, because the point spread function (PSF) is an effective factor to evaluate the blur imaging property resulted from 
intensity distribution, some researchers have proposed many methods to measure the PSF, rather than constructing the complicated 
intensity distribution model. Generally, the PSF of an optical microscope can be measured by the knife-edge method [26]. To measure 
the PSF precisely, the knife-edge is perpendicular or parallel to the sampling direction. Although some knife-edge methods have some 
robustness to the angle of the knife-edge [27], there are still some constraints on the selection of the large-angle knife-edges for optical 
images. For example, the edge selection at different positions may lead to great difference in PSF measurement [28]. 

Embedding a sub-resolution microbead sample in optical cement or fixing it on an inclined surface is also an effective method to 
measure the PSF of a real optical system [29–31], especially for some self-made fluorescence imaging systems that are mostly cali-
brated with morphological image measurements of fixed-size microbeads [32–34]. However, there are two major challenges to this. 
First, it is difficult to precisely control the position of a microbead in optical cement, which leads to inaccurate measurement results. 
Second, human intervention in the optical cement can disrupt the local refractive index in the cement, resulting in an inconsistent 
refractive index in the optical medium, thus leading to measurement errors. With the exception of experimental methods, some 
scholars have established a mathematical model to theoretically calculate the PSFs by describing the response of the imaging system 
through the pupil function of the objective lens in Fourier optics [35–37]. However, these modelling methods are highly complicated 
and difficult to use for practical optical systems. In addition, the computational accuracy of PSFs is closely related to the modelling of 
wave energy transmission and diffusion in imaging systems. Although many researchers have proposed powerful methods for relieving 
the effects of out-of-focus light and diffusion light for many microscope systems [38–41], precise measurement of the blur kernels of a 
practical high-magnification microscope remains a challenge, because of the complicated imaging process and various dynamic image 
features at the micro/nano scale. Therefore, it is necessary to construct a continuous mathematical intensity distribution model of a 
light source and develop a simple and analytical function to measure the blur degree under different camera parameters. 
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Fig. 1. Schematic diagram of the propagation process of divergent and convergent spherical waves. (a) is the propaganda process of divergent 
spherical wave, (b) is the propaganda process of convergent spherical wave. 
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This study proposes an improved intensity distribution calculation method for conventional optical microscopes. Our current 
approach is novel in several ways and provides an improved intensity transmission and distribution calculation method for the 
conventional optical microscopes and a mathematical relationship between the blur degree and camera parameters. First, the model of 
incident light intensity distribution and propagation in a complex microscopic optical system is established considering several actual 
optical system parameters based on the fluctuation equations in free space and the property description of Fresnel circular aperture 
diffraction in physical optics. Second, a simplified mathematical relationship between the blur kernel and camera parameters is 
quantitatively developed by analyzing the property of intensity distribution and blurring imaging, and the three-dimensional (3D) 
blurring properties in the optical imaging process is analyzed by comparing the variation law of the blurring property with respect to 
different wavelengths. Third, a connection between the diffractive optics and geometric optics is constructed by summarizing and 
generalizing the 3D blurring property curve of each monochromatic light source. Finally, a series of simulations and experiments are 
conducted to verify the proposed method. 

2. Intensity distribution based on Fresnel diffraction 

The divergent- and convergent wave models in Fresnel diffraction established based on the Fresnel Kirchhoff diffraction formula in 
the study in Ref. [25] are shown in Fig. 1 (a) and (b) respectively, where d is the distance from the light source to the circular hole; b is 
the distance from the circular hole to the receiving plane; a is the radius of the circular hole, ρ is the distance from P to P0 on the optical 
axis, q is the distance from any point on the wave front to the center of the wave front, and α is the angle between q and ρ.(a) (b) 

Then, r can be approximated as, 

r≈ b +
M
2b

q2 +
ρ2

2b
−

qρ
b

cos α，M =
d ± b

d
(1)  

where cosα can be expressed as, 

cos α=
q2 + ρ2 − g2

2qρ (2)  

With Eqs. (1) and (2), EP is calculated by, 

EP =E0 exp
[

ik
2b
(
ρ2 +Ma2)

]

×
∑∞

n=1

(

− i
Ma
ρ

)n

Jn

(
kqa
b

)

(3)  

E0 =
exp(ik(d ± b))

d ± b
(4)  

where "+" corresponds to the divergent wave in Fig. 1(a); "-" corresponds to the convergent wave in Fig. 1(b). 
From Eq. (3) it can be found that the amplitude of a convergent wave travelling in an open optical diffraction system can be 

calculated, and when d = b, the wave emitted from a light source is converged into a point on the receiving plane, which is similar to 
the imaging process in a closed optical imaging system. Therefore, in the following section, we will analyze the convergent charac-
teristics of the light source in the imaging process based on Eq. (3), model the intensity distribution in an optical imaging system and 
measure the PSFs when different practical camera parameters are considered. 
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Fig. 2. Schematic diagram of the transformation process of spherical waves in an optical system.  
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3. Modelling the intensity distribution and 3D blur property 

3.1. Intensity distribution model during imaging 

To analyze the wave propagation process of a light source in an optical system, the divergent- and convergent spherical waves in 
Fig. 1 (a) and (b) are combined. The result is shown in Fig. 2, where the propagation process from the light source to the lens complies 
with the properties of divergent waves, and the propagation process from the lens to the imaging plane complies with the properties of 
convergent waves. 

For an optical imaging system, the ideal object distance d0 and the ideal image distance b0 are easily to be known. When the image 
plane moves Δb along the optical axis, Δb = b-b0. EP is easily calculated with Eq. (3), where M and E0 in Eq. (4) can be transformed as 
Eq. (5), 

M =
Δb
b0
，E0 =

exp(ikΔb)
Δb

(5) 

However, for a practical optical microscope with a high magnification factor, the image distance is usually fixed, while the object 
distance is a very flexible parameter. Therefore, to convert Δb in Eq. (3) into Δd (Δd = d-d0), referred to as the distance variation 
relative to the ideal object distance, the imaging process in the geometry optics is used, as shown in Fig. 3. 

First, when the object distance is fixed to d0 and the variation of the image distance is Δb, the source point image on the image plane 
is a circular spot χ1 with a diameter of p1. From the geometric relations in Fig. 4, we can obtain Eq. (6), 

p1

D
=

Δb
b0

(6)  

where D is the height of the observed object. 
Then, we fix the image distance to b0 and move the observed object Δd along the optical axis, as a result, another circular spot χ2 

with a diameter of p2 appears on the image plane, which can be calculated it by, 

p2

h
=

b0

d0
(7)  

where h is the radial change of the optical path after depth changing, and it can be denoted as, 

h
D
=

Δd
d0 + Δd

(8) 

Introduce Eq. (8) into Eq. (7), we can obtain Eq. (9), 

p2 =
Δdb0D

d0(d0 + Δd)
(9) 

Let p1 = p2, we can obtain the relationship between Δb and Δd as Eq. (10), 

Δb
b0

=
Δdb0

d0(d0 + Δd)
(10) 

Therefore, 

Δb=
Δdb0

2

d0(d0 + Δd)
(11) 
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Fig. 3. Schematic diagram of microscope imaging in geometry optics.  
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According to the Gaussian imaging formula in the geometry optics, d0 is equal to, 

d0 =
b0f

b0 − f
(12)  

where f denotes the focal length of the imaging system. 
Bring Eq. (12) into Eq. (11), Δb can be denoted as Eq. (13), 

Δb=
Δdξ2b0

b0f 2 + ξf Δd
(13)  

where ξ = b0-f. 
Therefore, r in Eq. (1) can be transformed into Eq. (14), 

r= δ+
Δdξ2

2b0δf (f + δΔd)
q2 +

ρ2

2δ
−

qρ cos α
δ

(14)  

where the expression of δ is Eq. (15), 

δ= b0 − Δb= b0

(

1 −
Δdξ2

f (b0f + ξΔd)

)

(15)  

Finally, EP can be denoted as Eq. (16), 

EP =E0 exp
[

iCNπ
(

1+
ρ2

Ca2

)]

×
∑∞

n=1

(

−
iCa
ρ

)n

Jn

(
kρa

δ

)

(16)  

where N = a2/λδ; C = ξ2Δd/(b0f2+ξfΔd), and E0 is denoted as Eq. (17), 

E0 =
exp(ikCb0)

Cb0
(17)  

Then, light intensity I at point P can be calculated by, 

I =EP ·EP
∗ (18) 

Combined with Eq. (16), Eq. (18) is expressed as Eq. (19), 

Fig. 4. Comparison of light intensity distributions before and after transformation.  
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I = I0 ·
∑∞

n=1

(

− i
Ca
ρ

)n

Jn

(
2Nπ ρ

a

)
·
∑∞

n=1

(

i
Ca
ρ

)n

Jn

(
2Nπ ρ

a

)
(19)  

where I0 = E0⋅E0*. 
The normalized I is equal to, 

IP =
∑∞

n=1

(

− i
Ca
ρ

)n

Jn

(
2Nπ ρ

a

)
·
∑∞

n=1

(

i
Ca
ρ

)n

Jn

(
2Nπ ρ

a

)
(20) 

Due to the property of the Bessel function, as n rises, the amplitude of the function gradually decreases. In this study, n is set to 100. 
Therefore, if the camera parameters of the imaging system are all known, including f, a, λ, b0 and d0, the intensity at P is a function 

of Δd because both C and N are related with Δd. In other words, Eq. (20) can be used to study the intensity distribution of a source point 
when its depth is changing. However, the relationship between the distribution property and the depth variation is still difficult to be 
analyzed because it is still a complicated infinite summation function of the Bessel functions. Therefore, it is necessary to simplify it to 
be an analyzable equation. 

3.2. Improvement on the intensity distribution model 

First, according to the property of the Bessel function, the following equations Eq. (21) and Eq. (22) are satisfied [42], 

J− n(x)= (− 1)nJn(x) (21)  

∑∞

n=− ∞
Jn(x)yn = J0(x)+

∑∞

n=1
(− y)nJn(x) +

∑∞

n=1
ynJn(x) (22) 

The summation of the n-th Bessel functions can be transformed into Eq. (23), 

∑∞

n=− ∞
ynJn(x)= exp

[
x
2

(

y −
1
y

)]

(23)  

With the property of orthogonal polynomial [42], we obtain, 

∑∞

n=1

(
− 1

y

)n
Jn(x)

∑∞

n=1
(y)nJn(x)

=
exp
(
− 1

y2

)
− 1

e − 1
(24)  

where e is the natural constant. 
Therefore, Eq. (22) can be transformed into, 

∑∞

n=− ∞
ynJn(x)= J0(x) +

⎛

⎜
⎜
⎝1+

exp
(
− 1

y2

)
− 1

e − 1

⎞

⎟
⎟
⎠

∑∞

n=1
ynJn(x) (25)  

Finally, Eq. (25) can be simplified into a mathematical function without infinite summation, 

ІP =(e − 1)2
1 − J0(x)exp

[
x
2

(
y − 1

y

)]
− J0(x)exp

[
− x

2

(
y − 1

y

)]
+ J2

0(x)
(

exp
(
− 1

y2

)
+ e − 2

)2 (26) 

Replace x and y in Eq. (26) with the parameters as follows, 

x= 2Nπ ρ
a
, y =

Ca
ρ ,C =

ξ2Δd
b0f 2 + ξf Δd

(27)  

Then, IP can be denoted as, 

ІP = (e − 1)2
·

⎛

⎜
⎜
⎜
⎝

1 − J0

(
2Nπ ρ

a

)
e− − J0

(
2Nπ ρ

a

)
e+ + J2

0

(
2Nπ ρ

a

)

(

exp
(

ρ2

C2a2

)

+ e − 2
)2

⎞

⎟
⎟
⎟
⎠

e− = exp
[

− iCNπ
(

1 +
ρ2

C2a2

)]

, e+ = exp
[

iCNπ
(

1 +
ρ2

C2a2

)]

(28) 
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From Eq. (28), we can find that the intensity at P be calculated using a simpler function. However, the transformation in Eq. (24) 
bases on the assumption that the value of variable y is not much smaller than 1. To analyze the error of this assumption, we calculated 
IP with Eqs. (20) and (26) when y was smaller than 1. For comparison, the intensity with different Δd values corresponding to y was 
also calculated with Eqs. 27 and 28 and our known camera parameters. The results are shown in Fig. 4, where the light intensity 
distribution before and after transformation was far from each other when y or Δd were very small, while with the increasing of Δd or y, 
the difference between them decreased. Because the intensity distribution with respect to small depth variation is very important for 
measurement of the blur property resulted from optical diffraction, it is necessary to improve this transformation and reduce the 
difference between Eq. (20) and Eq. (28) by introducing a complement factor. 

To solve this problem, the distributions after transformation based on Eq. (24) can be amplified laterally here, where the parameter 
K is the lateral magnification with a guaranteed minimal root mean square error (RMSE) between the curves before and after 
amplification. Therefore, K related to y is introduced to adjust the changing speed of x, that is, x in Eq. (27) is replaced by x/K. 
Therefore, the light intensity distribution is calculated as, 

ІP = (e − 1)2
·
1 − J0

(
2Nπ ρ

Ka

)
e−k − J0

(
2Nπ ρ

Ka

)
e+k + J2

0

(
2Nπ ρ

Ka

)

(

exp
(

ρ2

C2K2a2

)

+ e − 2
)2

e−k = exp
[

− iCNπ
(

1 +
ρ2

K2C2a2

)]

, e+k = exp
[

iCNπ
(

1 +
ρ2

K2C2a2

)]

(29) 

The relationship between K and y is showed in Fig. 5 (a) where we can find that when y is between − 0.5 and 0.5, K greatly increases, 
while when y is more than 1, K is close to 1. Because Eqs. (26) and (28) have the same trend and lateral magnification before and after 
the transformation based on Eq. (24), K is independent on the camera parameters, and we can take it as an experienced parameter used 
in the intensity analysis of different optical microscopes. The specific values can be obtained from Table 1. Furthermore, the K values 
with respect to different Δd can be calculated with Eq. (27) using the data in Table 1 and the parameters of a practical system. The 
improvement result of Fig. 5 is shown as Fig. 5 (b), where we can find that when Δd was less than 0.001 mm, K was greatly increased, 
while when Δd was more than 0.001 mm, K was close to 1. It implies that K is effectively to compensate the gap before and after 
transformation in Eq. (24) when the depth variation is small. The intensity distribution with K is shown in Fig. 6, where we can observe 
that the curves before and after transformation were close to each other. 

3.3. Three-dimensional blur property in a microscope 

To further study the mathematical relationship between the blur property and depth variation in an optical microscope, it is 
necessary to further simplify Eq. (29). 

First, due to the fact that the translation of a function does not change its properties, (exp((ρ2/K2C2a2)+e-2))− 2 in Eq. (29) has the 
same mathematical property to that of the function (exp(ρ2/K2C2a2))− 2 which equals to a product of two Gaussian functions exp(-ρ2/ 
K2C2a2). Furthermore, because the variation range of CK is mostly in the micrometer scale when the optical diffraction is researched, 
while the variation range of ρ is in the millimeter scale; therefore, in the variable X = ρ/CKa, the variation of CK caused by depth 
changing can be ignored and X is reasonably regarded as a variable of ρ. Then, according to the properties of Gaussian functions, exp 
((ρ2/K2C2a2)+e-2)− 2 can be replaced with a Gaussian function, shown as, 

Fig. 5. The distribution of the parameter K. (a) shows the values of K that complements the deviation calculated in Eq. (26), (b) shows the values of 
K that complements the deviation calculated in Eq. (28). 
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(

exp
(

ρ2

C2K2a2

)

+ e − 2
)− 2

≈A1 exp
(

−
X2

2ε2
1

)

=A1 exp
(

−
ρ2

2ε2
1C2K2a2

)

(30) 

As discussed previously, compared to ρ, the variation of Δd does not greatly influence the variance ε1 and A1 in Eq. (30). In other 
words, when the object distance changes in a small range, the variation of ε1 and A1 can be ignored. Therefore, ε1 and A1 can be taken 
as two constants. In practice, it is easy to obtain them with the camera parameters of a microscope because when we randomly choose a 
very small Δd, C and K in Eq. (30) are both known. 

And Eq. (29) is transformed into, 

ІP =A1(e − 1)2exp
(

−
ρ2

2ε2
1C2K2a2

)

+A1(e − 1)2J2
0

(
2Nπ ρ

Ka

)
exp
(

−
ρ2

2ε2
1C2K2a2

)

− 2A1(e − 1)2J0

(
2Nπ ρ

Ka

)
exp
(

−
ρ2

2ε2
1C2K2a2

)

cos
[

CNπ
(

1+
ρ2

K2C2a2

)]

(31) 

Since ρ « a, cos[CNπ(1 + ρ2/(K2C2a2))]≈1. Therefore, Eq. (31) can be expressed as, 

ІP =A1(e − 1)2
(

J0

(
2Nπ ρ

Ka

)
− 1
)2

exp
(

−
ρ2

2ε2
1C2K2a2

)

(32) 

To reduce the influence of the zero-order Bessel function in Eq. (32), its relationship with the Schläfli integral [37] is considered, 

J0(Z)=
1

2πi

∫0+

− ∞

exp(t)
t

exp
(

−
Z2

4t

)

dt (33) 

Due to the existence of the limit of exp(t)/t in Eq. (33), the zero-order Bessel function can be regarded as a superposition of Gaussian 
functions with different standard deviations and different amplitudes. Therefore, the square of the zero-order Bessel function in Eq. 

Table 1 
The corresponding relationship between y and K.  

y − 0.45 − 0.39 − 0.33 − 0.27 − 0.21 − 0.15 − 0.09 − 0.03 0 

K 1.01 1.02 1.11 1.21 1.37 1.69 2.45 6.39 6.40 
y 0.03 0.09 0.15 0.21 0.27 0.33 0.39 0.45  
K 6.39 2.45 1.69 1.37 1.21 1.11 1.05 1.01   

Fig. 6. Comparison of light intensity distribution with K before and after transformation.  
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(32) can be replaced with a Gaussian function. Besides, the variation range of λK is much smaller than that of ρ in Y = aρ/λKδ, and Y is 
then reasonably regarded as a variable of ρ. Because Δd is very small in a microscope, the value of δ is close to b0. Therefore, (J0(2Nπρ/ 
Ka) − 1) 2 can be replaced with A2exp(-Y2/2ε2

2), that is, 
(

J0

(
2Nπ ρ

Ka

)
− 1
)2

≈A2 exp
(

−
Y2

2ε2
2

)

=A2 exp
(

−
a2ρ2

2ε2
2K2λ2δ2

)

(34)  

In Eq. (34), the change of λδ in parameter N is small compared to the change of ρ and can be neglected, so the form of the zero-order 
Bessel function in Eq. (34) can be transformed into the form of an exponential function. Therefore, similar to Eq. (30), ε2 and A2 can 
also be taken as constants, which can be obtained if the practical camera parameters are known. 

Therefore, Eq. (32) can be transformed into Eq. (35), 

ІP =A1A2(e − 1)2exp
(

−
a2ρ2

2ε2
2K2λ2δ2

)

exp
(

−
ρ2

2ε2
1C2K2a2

)

(35) 

Merge two Gaussian functions in Eq. Eqn 35, we get, 

ІP =A1A2(e − 1)2exp

(

−
ρ2
(
ε2

1C2a4 + ε2
2λ2δ2)

2ε2
1ε2

2λ2C2K2a2δ2

)

= A1A2(e − 1)2exp
(

−
ρ2

2σ2

) (36) 

From Eq. (36), we can find that the light intensity at random point P can be calculated with a simple Gaussian function related to 
depth variation. The conclusion is consistent with the convention that the Gaussian function is usually used as the PSF in the macro 
scale imaging [43]. Moreover, because the blur degree can be evaluated by the variance of the PSF, the relationship between the blur 
kernel and depth variation can be mathematically calculated by, 

σ =
ε1ε2λCKaδ
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

ε2
1C2a4 + ε2

2λ2δ2
√ (37)  

where ε1 and ε2 are known with the practical camera parameters, such as λ, a, f, b0, d0; and C, K, δ are all the parameters related with 
Δd. 

Therefore, if we know the camera parameters of a practical microscope, it is easy to calculate its blur kernel when depth varies with 
Eq. (37). It implies that its 3D blur property is achieved through our relationship between the blur kernel and depth variation. 

4. Simulation 

In this section, a series of simulations were conducted to validate the light-intensity distribution model and the relationship be-
tween the blur kernel and depth variation proposed in this study. The following parameters were considered in the optical microscope 
system in our simulation: the ideal object distance: 34 mm; the ideal image distance: 48.57 mm; the focal length: 20 mm; the numerical 
aperture: 0.28; the system imaging resolution: 1 μm. 

Fig. 7. Light intensity distribution on the imaging surface.  
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4.1. Simulation on intensity distribution of a source point 

First, the light intensity distribution on the imaging surface was calculated with Eq. (29) when the point source was located at the 
ideal object distance. The results are shown in Fig. 7, where the x- and y axes represent the coordinates of the image plane. It can be 
observed that the intensity distributed unevenly in the central region of the Airy spot due to optical diffraction, and there were a series 
of rings with small intensity peaks around the main intensity peak. The intensity in each ring gradually decreased with an increasing in 
the distance between the rings to the center. This is qualitatively consistent with the energy distribution properties of optical 
diffraction in the physical optics. 

To quantitatively verify the light intensity model proposed in this study, the Rayleigh criterion was introduced to calculate the 
theoretical imaging resolution, which was compared with the actual system resolution. First, according to the definition of the Ray-
leigh criterion, when the overlapping position intensity of the light intensity curves of two adjacent light sources accounts for 73.5% of 
the peak intensity of a single curve, the distance between their centers is the minimum resolution. In this study, the light intensity 
distribution curves at the ideal object distance position were calculated using Eq. (29). The light intensity distributions are shown in 
Fig. 8. The results in Fig. 8 show that, when the Rayleigh criterion was met, the distance between the two centers was 1100 nm, which 
was close to the practical system imaging resolution of 1 μm. 

To further validate the intensity distribution model, a simplified formula to estimate the minimum resolution of a practical optical 
system is used, 

ψmin =
0.61λ
NA

(38)  

where ψmin is the resolution; NA is the numerical aperture of the objective lens. 
The calculated resolution using Eq. (38) was 1159 nm, which was 59 nm different from the resolution calculated by our model. 

Therefore, the intensity distribution modelling method proposed in this study can be used to calculate the light intensity distribution in 
an optical imaging system. 

4.2. Simulation on relationship between blur kernel and depth-variation 

First, the light intensity distribution curves of the point sources with different depth variations were calculated in our simulation. 
The result is shown in Fig. 9 where Fig. 9 (a) is the 3D intensity distribution image and Fig. 9 (b) is the intercepted two-dimensional 
profile through the centers of these curves. From Fig. 10, we can observe that the peak of the light intensity curve without depth 
variation was the highest. As the depth variation increased, the peak light intensity gradually weakened, and the intensity of the 
sidelobes gradually increased. This is consistent with the law of energy conservation, that is, the energy of the central peak gradually 
decreases because it spreads to the secondary wave peaks. In fact, the energy dispersion from the main peak to the sidelobes is the 
essence of blurring imaging in an optical microscope, and the smaller the main peak energy, the more blurred the image. Therefore, it is 
reasonable to measure the energy variation pattern of the main peak to estimate the blur degree. Because the light intensity curves at 
different depths have a shape similar to that of a Gaussian function, whose standard variance is an effective factor to evaluate the 
energy distribution, we can fit these curves with Gaussian functions. The results are shown in Fig. 10, where we can see that the 
intensity curves with less depth variation were finely fitted; although the fitting error increased at the sidelobes with increasing of 
depth variation, the main peaks were still closely fitted. 

After fitting, we chose the standard variance of each Gaussian function as the blur kernel of this depth position and then compared 

Fig. 8. Schematic diagram of Rayleigh criterion.  
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with the relationship between the blur kernel and depth variation proposed in Eq. (37), where ε1 = 0.8490 and ε2 = 0.2799. The result 
is shown in Fig. 11, where Fig. 11 (a) shows the relationship curves between σ and Δd obtained by the curve fitting and our method, 
and Fig. 11 (b) is the distance between these two curves in Fig. 11 (a). 

From Fig. 11, it can be observed that the shape of the Δd–σ curves was an inverted parabola with the symmetry axis representing the 
ideal object distance. The blur kernel values at the ideal object distance were the lowest, because the intensity was concentrated to the 
greatest extent at this position. When the depth variation was small, the blur kernel of these two methods increased smoothly; 
however, when the depth variation increased, the curve obtained by the Gaussian curve fitting was less smooth compared to that 
obtained by our method. This is because the ratio of the light intensity between the secondary and primary peaks increased with the 
increasing depth variation, resulting in a significant decrease in the precision of the curve fitting with a Gaussian function. In our 
method, the curve was calculated by a mathematical function, which was more robust. The distance between the fitted Δd–σ curve and 
the calculated Δd–σ curve did not vary significantly with depth variation, and the relative error to the Gaussian curve fitting was less 

Fig. 9. 3D and 2D intensity distribution with different depth variations. (a) shows the 3D intensity distributions of light source when Δd takes 
different values, (b) shows the intercepted 2D profiles through the centers of the distributions in (a). 

Fig. 10. Fitting the light intensity distribution curves with Gaussian functions.  
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than 0.05. 

4.3. Simulation on 3D blur property under different conditions  

● Different wavelength 

To observe the difference between the Δd and -σ curves corresponding to different wavelengths, we fixed the other camera pa-
rameters and calculated the theoretical Δd–σ curves with Eq. (37) when the purple, green, and red lasers with a wavelength of 405 nm, 
532 nm, and 635 nm, respectively, are selected. To compare the precision of these curves, we also calculated the intensity distribution 
at different depths with Eq. (29) and obtained the Δd–σ curves corresponding to different wavelengths using Gaussian curve fitting. 
The results are shown in Fig. 12 (a). To clearly observe the bending degree of each curve, the Δd–σ curves in Fig. 12 (a) were moved to 
the same coordinate origin, as shown in Fig. 12 (b). 

From Fig. 12, the following conclusions can be drawn,  

(1) For the Δd–σ curves with the same wavelength, the results of our theoretical 3D blur property calculation method in Eq. (37) 
and the intensity model in Eq. (29) combined with the Gaussian fitting were close to each other, proving that our mathematical 
relationship between the blur kernel and depth variation was accurate. Therefore, it is reasonable to use a Gaussian function to 
fit the PSFs when the depth variation is not large. 

Fig. 11. The Δd–σ curves of the curve fitting and our method and their relative error. (a) shows the theoretical Δd–σ curve and Gaussian fitting 
Δd–σ curve of 532 nm light source, (b) shows the relative error between the theoretical Δd–σ curve and the Gaussian fitting Δd–σ curve. 

Fig. 12. Δd–σ curves corresponding to different light sources. (a) shows the theoretical Δd–σ curves and Gaussian fitting Δd–σ curves of different 
wavelength light sources, (b) shows the theoretical Δd–σ curves of different wavelength light sources at a same coordinate origin. 
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(2) When the wavelength was varied, the curve of the purple laser had the smallest σ values compared to the other two curves. This 
implies that the energy distribution of the purple laser is more concentrated. This result satisfies the conclusion that purple light 
has the highest resolution.  

(3) When Δd was the same, the curve corresponding to the purple light source varied the most dramatically, followed by the green 
and red sources. Therefore, the purple light source with the shortest wavelength was the most sensitive to depth variation.  

● The boundary between diffraction blurring and defocused blurring 

In the geometric optics, the radius of a defocused spot can be calculated by Eq. (39), 

ς= 1
2

ab0

⃒
⃒
⃒
⃒
1
f
−

1
b0

−
1
d

⃒
⃒
⃒
⃒ (39)  

When the Gaussian function is used as the PSF, the blur kernel σ equals toEqn 40, 

σ2 = η2(ς)2 (40)  

where η is a scaling factor between the spot diameter and the blur kernel. It can be obtained in the calibration process. 
Then, the Δd–σ curves in the geometric optics with different η values were compared with the Δd–σ curves of our 3D blur property 

model corresponding to different wavelengths, and the results are shown in Fig. 13. It can be observed that, although the Δd–σ curves 
of different light sources had different curvature degrees, they gradually converged to the Δd–σ curves of the geometric optics as the 
increasing of Δd. This is because, when Δd is small, optical diffraction is the dominant factor influencing the imaging result of the 
optical system. However, when Δd is sufficiently large, defocus plays a major role in imaging, thus resulting in a change in the blur 
kernel that meets the convex lens imaging theory in the geometric optics. Therefore, our model establishes a connection between the 
diffractive and geometric optics by summarizing and generalizing the properties of the Δd–σ curves of each monochromatic light 
source. 

5. Experiment 

To verify our mathematical light-intensity distribution model and Δd–σ curves established in this study, a series of experiments 
were conducted using our self-made optical microscopic system. The objective lens was a compound achromatic apochromatic lens 
from Navitar. Its maximum magnification and working distance were 12 × and 34 mm, respectively. The numerical aperture was 0.28, 
the resolution was 1 μm, the DOF was 3.5 μm. The CCD was Canadian PointGrey 1394B. The three-dimensional nano-positioning 
piezoelectric ceramic platform NPBIO300 from NPOINT, USA, was used. The platform was a three-axis XYZ control with a closed-loop 
travel of 300 μm, and an open-loop travel of 360 μm, a positioning accuracy of 2 nm, a frequency of 200 Hz and a rectification time of 
20 ms. 

5.1. Comparison of light intensity distribution 

In our experiment, a Gaussian light source with a wavelength of 532 nm was used as the observation object, and its energy dis-
tribution properties on the imaging plane was measured and analyzed. We captured a series of Gaussian beam images at different 
depths, shown as Fig. 14. 

To analyze the intensity distribution property of the light source, Fig. 14 (a) was converted into a grayscale image and normalized 
to achieved its intensity image, as shown in Fig. 15 (a), where it can be observed that there were multiple diminishing intensity rings 
around the central intensity peak, which is consistent with the result in our simulation. To compare the intensity distribution property 
of the Gaussian source with the calculation result of our model, we intercepted a two-dimensional profile through the center of Fig. 15 
(a). The result is shown in Fig. 15 (b). From the results, we can see that our calculated intensity distribution curve was close to the 
actual intensity distribution of the Gaussian beam, especially near the main peak. To quantitatively compare them, we calculated the 
mean relative error (MRE) of two intensity curves. The MRE value of the entire main peak was 0.037. 

5.2. Relationship between the blur kernel and depth variation 

To validate the relationship between the blur kernel and depth variation of practical light sources, we extracted the intensity curves 
through the centers of the captured Gaussian beam images. Then, the intensity curves at each depth were fitted with a Gaussian 
function, and the blur kernel of each depth was obtained after fitting through two methods: 1) Directly extract the standard variance 
value from the fitted Gaussian functions; 2) Evaluate the standard variance values based on the three-sigma rule on covering area of the 
fitted Gaussian functions. Therefore, we obtained two practical Δd–σ curves after curve fitting and compared them with our theoretical 
Δd–σ curves. In this study, to validate our intensity model and the Δd–σ relationship, we used two theoretical Δd–σ curves: 1) Calculate 
the intensity distribution curves with Eq. (29) and fit them with Gaussian functions to extract their corresponding standard variance 
values; 2) Calculate the standard variance values with the depth information using the Δd–σ relationship in Eq. (37). The comparison 
results are shown in Fig. 16, where Fig. 16 (a) shows the Δd–σ curves of these four methods, and Fig. 16 (b) shows the relative error 
values between the theoretical Δd–σ curve calculated by our method, the fitted theoretical Δd–σ curve, and two practical Δd–σ curves. 

From Fig. 16 (a), we can observe that these practical and theoretical Δd–σ curves had very close shapes, and comparatively the blur 
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Fig. 13. Δd–σ curves in the diffractive and geometry optics.  

Fig. 14. A series of images of the green laser at different depths. (a) shows the diffraction image of 532 nm green laser source at Δd = 0 μm, (b) 
shows the diffraction image of 532 nm green laser source at Δd = 2 μm, (c) shows the diffraction image of 532 nm green laser source at Δd = 4 μm. 
(For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 

Fig. 15. Practical intensity distribution and its comparison with our theoretical distribution. (a) shows the 3D light intensity distribution of 532 nm 
green laser source at Δd = 0, (b) shows the comparison of intercepted 2D profile through the center of the distribution in (a) with the corresponding 
theoretical distribution. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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kernels of the theoretical curve calculated with our method were the lowest, because there was no fitting noise or experimental noise in 
the calculation process. From Fig. 16 (b), it can be observed that the practical Δd–σ curve using the three-sigma method had the lowest 
relative error, because it was less sensitive to the small morphological changes in the intensity distribution curve; The MREs of the 
practical and theoretical Δd–σ curves using the Gaussian fitting were close to each other when the depth variation was small. When the 
depth variation was more than 0.002 mm, the MRE of the theoretical Δd–σ curve using the Gaussian fitting significantly increased. The 
MRE of the theoretical Δd–σ curve fitted with the Gaussian function, the practical Δd–σ curve measured using the three-sigma method 
and the practical Δd–σ curve fitted with the Gaussian function were 0.0198, 0.0087 and 0.0159, respectively. Therefore, our calculated 
Δd–σ curve was very close to the practical measured Δd–σ curve with the three-sigma method, which proves that the light intensity 
distribution model and the 3D blur property relationship proposed in this study are accurate and effective. 

6. Conclusion 

In this paper, a mathematical modelling method of light intensity distribution in an optical microscope considering optical 
diffraction and defocus was proposed. Furthermore, a 3D blur property calculation method with respect to depth variation was 
developed in an analytic mathematical form. First, an intensity distribution model containing the system parameters was established 
and simplified into an analytical expression based on Fresnel convergent spherical waves. Second, the 3D blur property between the 
blur kernel and camera parameters was mathematically developed according to the properties of the Bessel function and orthogonal 
polynomial. Third, the 3D blur property curves under different conditions were analyzed, and the connection between the diffraction 
optics and geometry optics was achieved through comparison with the Δd–σ curves in geometry optics. Finally, a series of simulations 
and experiments were conducted to verify the proposed methods. 
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