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Dengue hemorrhagic fever (DHF), a severe manifestation of den-
gue viral infection that can cause severe bleeding, organ impair-
ment, and even death, affects between 15,000 and 105,000 people
each year in Thailand. While all Thai provinces experience at least
one DHF case most years, the distribution of cases shifts region-
ally from year to year. Accurately forecasting where DHF out-
breaks occur before the dengue season could help public health
officials prioritize public health activities. We develop statisti-
cal models that use biologically plausible covariates, observed
by April each year, to forecast the cumulative DHF incidence for
the remainder of the year. We perform cross-validation during
the training phase (2000–2009) to select the covariates for these
models. A parsimonious model based on preseason incidence
outperforms the 10-y median for 65% of province-level annual
forecasts, reduces the mean absolute error by 19%, and success-
fully forecasts outbreaks (area under the receiver operating char-
acteristic curve = 0.84) over the testing period (2010–2014). We
find that functions of past incidence contribute most strongly
to model performance, whereas the importance of environmen-
tal covariates varies regionally. This work illustrates that accu-
rate forecasts of dengue risk are possible in a policy-relevant
timeframe.
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Dengue, a mosquito-borne virus prevalent throughout the
tropics and subtropics, infects an estimated 390 million peo-

ple every year (1). While the majority of infections are mild
or asymptomatic, the more severe forms of dengue infection—
dengue shock syndrome (DSS) and dengue hemorrhagic fever
(DHF)—can result in organ failure or death (2). The number
of symptomatic dengue infections has doubled every 10 y since
1990, in contrast to the declining incidence of most other com-
municable diseases (3).

In Thailand, dengue infection is endemic, with substantial
annual and geographic variation in incidence across its 76
provinces and 13 health regions (Fig. 1). Over the past 15 y, an
average of 43,137 (range 14,952–106,320) DHF cases have been
reported to the Thailand Ministry of Public Health (MOPH)
each year. Within a typical year, incidence rates in different
provinces can vary by an order of magnitude, with some prov-
inces experiencing less than 10 DHF cases per 100,000 popula-
tion and others over 100 per 100,000 population.

Public health officials must determine where to allocate re-
sources to manage the problems caused by dengue viral infec-
tion. A newly approved vaccine may be able to reduce the num-
ber of dengue infections if properly regimented (4). For those
already infected, effective case management can reduce the case
fatality rate of severe dengue (5). With sufficient advance notice,
public health officials could implement prevention programs and
conduct interventions in regions that have the highest epidemic

risk. Effective long-term forecasts would provide more timely
information to aid in prioritizing these public health activities.

Prior dengue forecasting efforts by members of our group and
others have focused on short timescales (weeks or months) (6–
10). These studies showed the importance of recent case counts
and seasonality on the immediate trajectory of dengue incidence.
In 2015, the National Oceanic and Atmospheric Administration
(NOAA) and the Centers for Disease Control hosted a compe-
tition to make within-season forecasts for annual dengue inci-
dence, epidemic peak, and peak height for San Juan, Puerto
Rico, and Iquitos, Peru (dengueforecasting.noaa.gov). Groups
that used methods relying solely on functions of incidence per-
formed well relative to baseline forecasts (11, 12) and were
among the top performers in the competition (13).

Whether an infectious disease spreads within a population
depends on the transmission rate of the disease and the num-
ber of susceptible individuals (14, 15); thus, long-term forecast-
ing models for DHF incidence may need to account for climatic

Significance

Dengue hemorrhagic fever poses a major problem for pub-
lic health officials in Thailand. The number and location of
cases vary dramatically from year to year, which makes plan-
ning prevention and treatment activities before the dengue
season difficult. We develop statistical models with biolog-
ically motivated covariates to make forecasts for each Thai
province every year. The forecasts from our models have less
error than those of a baseline model on out-of-sample data.
Furthermore, the forecasts from a model based on incidence
occurring before the start of the rainy season successfully
order provinces by outbreak risk. These early, accurate fore-
casts of dengue hemorrhagic fever incidence could help public
health officials determine where to allocate their resources in
the future.

Author contributions: S.A.L., K.S., E.L.R., S.I., D.A.T.C., J.L., and N.G.R. designed research;
S.A.L. performed research; P.S., S.H., S.I., S.S., and Y.L. contributed new reagents/analytic
tools; S.A.L. and N.G.R. analyzed data; K.S., P.S., and S.S. prepared and managed the
data; and S.A.L., K.S., E.L.R., L.T.K., Q.B., P.S., S.I., Y.L., D.A.T.C., J.L., and N.G.R. wrote
the paper.

The authors declare no conflict of interest.

This article is a PNAS Direct Submission.

This open access article is distributed under Creative Commons Attribution-
NonCommercial-NoDerivatives License 4.0 (CC BY-NC-ND).

Data deposition: The data and code reported in this paper are publicly available in a
Zenodo repository, https://doi.org/10.5281/zenodo.1158752.
1 To whom correspondence should be addressed. Email: slauer@umass.edu.
2 J.L. and N.G.R. contributed equally to this work.

This article contains supporting information online at www.pnas.org/lookup/suppl/doi:10.
1073/pnas.1714457115/-/DCSupplemental.

Published online February 20, 2018.

www.pnas.org/cgi/doi/10.1073/pnas.1714457115 PNAS | vol. 115 | no. 10 | E2175–E2182

http://dengueforecasting.noaa.gov
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://doi.org/10.5281/zenodo.1158752
mailto:slauer@umass.edu
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1714457115/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1714457115/-/DCSupplemental
http://www.pnas.org/cgi/doi/10.1073/pnas.1714457115
http://crossmark.crossref.org/dialog/?doi=10.1073/pnas.1714457115&domain=pdf


2000 2002 2004 2006 2008 2010 2012 2014

P
ro

vi
nc

es
 s

or
te

d 
by

 m
ed

ia
n

an
nu

al
 in

ci
de

nc
e 

ra
te

1

10

100

500

Annual
incidence
rate
(per 100K)

A

0

30

60

90

120

Median
annual
incidence
rate

B

0.5

0.7

1

1.4

Coefficient
of variation

C

Training phase Testing phase

Fig. 1. The temporal and spatial distribution of annual DHF incidence rates in Thailand. (A) The annual DHF incidence rate per 100,000 population for each
Thai province and year used in this study. (B) The median annual DHF incidence rate per 100,000 population for each province from 2000 to 2014. (C) The
coefficient of variation (SD divided by the mean) of the annual DHF incidence rate for each province.

factors that could affect transmission as well as population
susceptibility. Climatic factors, such as temperature, rainfall,
and humidity, may impact both the prevalence and the distri-
bution of the dengue vector, the Aedes mosquito (16–18), as
well as the transmission efficiency of dengue virus (1, 19, 20).
During the low-dengue season, these climatic factors may be
indicative of incidence in the next high-dengue season, per-
haps due to their role in vector survival and larval develop-
ment (21). Even in ideal conditions for disease transmission,
there needs to be a sufficiently large susceptible population
for a disease to spread. Dengue has complex immunological
dynamics that make tracking the number of susceptible indi-
viduals within a population difficult. The vast majority of first
dengue infections are asymptomatic, while second infections are
more likely to result in severe outcomes, such as DHF and
DSS (22, 23). Infection by any of its four serotypes may offer
temporary immunity to the other serotypes and lifelong immu-
nity to the contracted serotype (2, 24–26), although there is
some evidence that repeat infections of the same serotype may
occur (27, 28).

A useful forecasting model needs to make better predictions
than a baseline model on out-of-sample observations (29). For
decades, researchers have split their data into “training” and
“testing” samples to separate the fitting and evaluation processes
(30, 31). Cross-validation is a popular technique for estimat-
ing the expected prediction error; thus, minimizing the cross-
validation error on the training sample might be expected to
improve predictions over the testing sample. However, this can
lead forecasters to select models that “overfit” on the training
sample and therefore, do not perform well on the testing sample
(32). Hence, it is prudent for researchers to also select a parsimo-

nious model with more cross-validation error that might perform
better on out-of-sample data (31, 32). In the testing phase, using
a sensible baseline model as a comparison allows researchers to
measure how much a forecasting model improves over a bench-
mark in an interpretable manner (33).

Using demographic, weather, and dengue data from 2000 to
2009, we selected two models using a cross-validated variable
selection procedure to make probabilistic forecasts of the annual
DHF incidence for 2010–2014. We chose to predict DHF cases,
because reporting for this severe form of dengue is thought to be
more consistent across time and space, while still being a primary
indicator of the burden of disease (9). We compare the forecasts

Table 1. Justifications for types of covariates considered for
inclusion before model selection

Covariate type Reason for inclusion

Incidence Large dengue outbreaks may temporarily deplete
the susceptible population (24–26); larger dengue
seasons often start earlier (21)

Demographics Higher population density may facilitate dengue
transmission (39)

Humidity Humidity may improve the survival rate of Aedes
mosquito eggs (16, 21)

Rainfall Rainfall is essential for Aedes mosquito breeding
and may have a positive effect on dengue
transmission (1, 17)

Temperature Temperatures must be warm enough for Aedes
mosquitoes to imbibe blood (18) but cool enough
for optimal survival of eggs (16)
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from these models with baseline forecasts derived from a
province’s median DHF incidence rate over the past 10 y. We use
the probabilistic distributions to estimate the outbreak risk for

each province. We investigate features of our forecasting models,
including regional variations in performance and the most infor-
mative covariates. In doing so, we show that producing accurate

A B

C D

E

Fig. 2. The WIP model covariate fit curves. The solid lines represent the average association between each covariate in the WIP model and annual DHF
incidence per 100,000 population during the training phase, fixing all other covariates at their mean. The dashed lines are the CIs of each association defined
as two SEs above and below the mean association. (A–E) The covariates are arranged by performance in the Wald test from largest reduction in deviance
(A) to smallest reduction in deviance (E).
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forecasts that add value for public health decision-makers is a
viable endeavor.

Results
Models Selected for Forecasting. We obtained data on DHF cases
(from the MOPH), population (National Statistical Office of
Thailand), and weather (NOAA) (9, 34–38). These data were
summarized across timeframes ranging from 1 mo to 1 y to create
34 covariates for consideration by our model selection algorithm
(Table 1 and Table S1). We calculated an additional covariate,
“estimated relative susceptibility,” based on the assumption that
an infected person will be protected against all dengue serotypes
for a period of roughly 2 y (26). We made forecasts using the
data available in April of each year, the month when the MOPH
has historically finalized the incidence reports obtained from all
provinces for the prior calendar year. Hence, all “annual” fore-
casts are for DHF incidence between April and December of
the year that they are made. Across the 15 y used in this study,
87% of the DHF cases occurred between April and December of
each year.

We used leave 1 y out cross-validation to predict the DHF inci-
dence across the 760 province-years in the training phase (76
provinces for each year from 2000 to 2009). Of the 202 candi-
date models considered, the model with the smallest leave 1 y
out cross-validated mean absolute error (CV MAE) included five
covariates: preseason (January to March) incidence rate, total
January rainfall, mean January temperature, mean temperature
during the low-dengue season (November to March; henceforth
“low season”), and population size (Fig. 2). To avoid overfit-
ting on the training phase, we also chose the model with the
fewest covariates within one SD of the minimum CV MAE (31).
Using this procedure, we selected a model that included only
preseason incidence. We refer to these models as the “weather,
incidence, and population (WIP) model” and the “incidence-
only model.”

Forecasting Performance in the Testing Phase. Across the 380
province-years in the testing phase (2010–2014), forecasts from
the incidence-only model were more accurate than forecasts
from the WIP model [relative mean absolute error (rMAE) =
93% (33)] and baseline forecasts derived from the 10-y median
incidence rate (rMAE = 81%). The incidence-only model fore-
casts were closer to the observed DHF incidence than those of
the WIP model in 217 of 380 (57%) province-years and better
than baseline forecasts in 246 of 380 (65%) province-years (Table
S2). In each year, the incidence-only model outperformed both
the WIP model and the baseline forecasts in aggregate [i.e., the
all-province mean absolute error (MAE) was lower and more
forecasts were closer to the observed incidences] (Fig. 3 and
Table S3). Across all testing-phase province-years, the 80% pre-
diction interval from the incidence-only model covered 80% of
the observed DHF incidences compared with 70% covered by
the WIP 80% prediction interval.

The testing-phase performance of each model varied across
Thailand’s 13 MOPH health regions (Fig. S2). The incidence-
only model performed best in 10 of 13 (77%) regions, the WIP
model performed best in 2 of 13 (15%) regions, and the base-
line forecasts performed best in 1 of 13 (8%) regions (Fig. 4
and Table S4). The WIP model made better forecasts rela-
tive to the baseline forecasts for regions that experience colder
(MOPH regions 1, 7, and 8) or rainier (MOPH regions 11 and
12) low seasons than for the rest of Thailand. In these regions,
climatic suitability for mosquito breeding varies between years;
hence, a model with climate covariates can provide a strong
early indication of annual incidence. Conversely, the WIP model
performed especially poorly in Bangkok, which has consistently
warm weather and moderate rainfall from year to year.

We quantified the risk of an outbreak for each province-year
using samples from the predictive distributions of the incidence-
only model. We define an “outbreak” to be when a province
experiences a DHF incidence rate that is greater than two SDs
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Fig. 3. Incidence-only model forecasts for each year of the testing phase compared with the baseline forecasts and the observed values. Forecasts for the
annual DHF incidence rate per 100,000 population from the incidence-only model (blue triangles with gray 80% prediction intervals), baseline forecasts (red
circles), and observed values (black x) for each province and year in the testing phase are shown.
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Fig. 4. Geographic variation in model and performance. (A) The best fitted model in the testing phase for each MOPH region, which shows spatial patterns
of performance. (B) The rMAEs of the forecasts for each MOPH region from the models in A over the baseline forecasts (i.e., the two northernmost MOPH
regions show the rMAE of the WIP model forecasts, while the rest show the rMAE of the incidence-only model forecasts). Areas with less error than the
baseline are blue, areas with more error than the baseline are red, and areas equal to the baseline are white.

above its 10-y median rate. In the testing phase, there were out-
breaks in 38 of 380 (10%) province-years. Across all testing-
phase province-years, the forecasted outbreak probability had a
strong correspondence with the likelihood of a province experi-
encing an outbreak (Fig. 5B). Correspondence was particularly
good in the 360 province-years when forecasted outbreak prob-
abilities were less than 0.5 (Fig. 5A). Due to the unlikely nature
of outbreaks, the incidence-only model only forecasted outbreak
probabilities above 0.5 for 20 province-years (5% of all fore-
casts); however, 8 of 38 (21%) outbreaks occurred during these
province-years. The incidence-only model correctly ordered the
outbreak probabilities of any two randomly chosen province-
years 84% of the time (Fig. 5C) (40).

Discussion
We have shown that it is possible to make accurate forecasts of
annual DHF incidence for Thailand at the province level using
data available to policymakers before each year’s dengue season.
Testing forecasts from a parsimonious model performed better
than forecasts based on 10-y median incidence rates. Further-
more, this model successfully ordered provinces by their risk of
experiencing an outbreak. These forecasts can provide timely
and valuable information to policymakers as they prepare for
the coming dengue season. By integrating biological and statis-
tical approaches, these models push the envelope on how early it
may be possible to accurately forecast annual dengue incidence.

However, further improvements are needed for these forecasts
to have their maximum impact.

The inclusion of climatic covariates did not consistently add
value to forecasts relative to the incidence-only model. While
there is biological evidence that Aedes mosquitoes are affected
by climatic factors (1, 16, 18), the use of such factors in dengue
forecasting efforts has shown mixed results (6–8, 10, 17, 19, 41,
42). These findings suggest that the associations between climate
covariates and dengue either differ across time and space or are
spurious correlations. Alternatively, climate may be one of sev-
eral necessary but insufficient factors along with susceptibility
and recent incidence, the combination of which results in ideal
conditions for dengue transmission. Building a forecasting model
that incorporates interactions between covariates is an area for
future work.

The relative estimated susceptibility covariate was not selected
for inclusion in either of the final models. This crude approxima-
tion of a complex mechanistic feature of disease was a compo-
nent of the best six-covariate model; however, that model had a
larger CV MAE during the training phase than the WIP model.
A susceptibility term built on our mechanistic understanding of
the disease process that more accurately captures the transient
cross-protection between dengue serotypes could add value to a
forecasting model.

Although we have shown ability to successfully forecast DHF
incidence before the dengue season, many of the planning
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Fig. 5. The performance of outbreak forecasts by the incidence-only model. (A) The proportion of province-years that observed an outbreak by their
forecasted outbreak probability, which is binned into quantiles. An outbreak is defined as an annual DHF incidence rate greater than two SDs above
the median annual DHF incidence rate for the past 10 y. For each forecasted outbreak quantile, the black diamonds indicate the expected proportion of
province-years with an outbreak based on incidence-only model forecasts, and the hollow triangles indicate the observed proportion of province-years with
an outbreak. (B) The forecasted probability of an outbreak for each province-year in the testing phase and whether an outbreak was observed. The blue
loess smoothed line shows the probability of observing an outbreak for a given forecasted outbreak probability from the incidence-only model. (C) The
receiver operating characteristic curve based on the incidence-only model’s sensitivity and specificity on outbreak forecasts. The area under the receiver
operating characteristic curve (AUC) is indicated below the line of no discrimination (dashed).

activities of the Thailand MOPH occur even further in advance;
thus, the ability to make forecasts earlier in the year may be
useful for public health policy. Historically, the MOPH has
finalized each year’s dengue reports in the next April. This
effectively sets the earliest possible date that annual fore-
casts can be made if they are to be based on complete data.
An accurate model of reporting delays or timelier reporting
could shift this date earlier. Likewise, forecasters could build a
series of models optimized for data available at different times
of the year.

To aid in the translation of this research into practice, we cre-
ated sortable spreadsheet reports with results for each year that
were then disseminated within the MOPH (Tables S5–S9). These
reports are used for ranking provinces based on the forecasted
probability of an outbreak and prioritizing locations for tar-
geted interventions. This operational interpretation of the results
emphasizes the importance of the relative rankings being accu-
rate. The finding that 84% of the time our model would correctly
rank two randomly selected province-years by outbreak proba-
bility directly supports the use of these forecasts in practice.
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Making timely forecasts of infectious disease incidence is a
challenging but important task. Accurate forecasts could play an
important role in implementing targeted interventions designed
to reduce transmission, such as helping to determine the loca-
tion and timing of vector control activities and the mobiliza-
tion of additional resources as well as reporting risk of infec-
tion to the public. Additionally, they could play a critical role
in a systematic study of how well different interventions pre-
vent or reduce the size of disease outbreaks. Collaborative efforts
between public health agencies and academic- or industry-based
teams with predictive modeling expertise are critical to helping
propel this field forward. With the rapid growth and matura-
tion of disease surveillance systems worldwide, developing our
understanding of the best methods for creating and evaluating
forecasts of infectious disease should continue to be a global
health priority.

Materials and Methods
Weather Covariate Screening. To investigate the utility of weather for fore-
casting annual DHF incidence, we included a variety of temperature, humid-
ity, and rainfall covariates across several seasonal periods (Table S1). We
downloaded weather station data from NOAA, which provided daily rain
and temperature estimates for weather stations in 35 provinces (34, 35).
Using the stationaRy (43) package in R (44), we obtained integrated sur-
face data from the National Climatic Data Center (NCDC) (36). These data
consist of temperature and humidity measurements from weather stations
in 65 provinces (including all 35 provinces from the NOAA dataset) at 6-h
intervals. For all provinces, we downloaded monthly temperature and rain-
fall data on 0.5 × 0.5-latitude–longitude resolution from the Earth System
Research Laboratory (ESRL) at NOAA (37, 38).

For the NOAA and NCDC weather station data, we found the most con-
sistently reported weather station for each province and extracted the daily
maximum and minimum temperature, maximum humidity, and rainfall. We
aggregated these measures into monthly covariates for maximum, mini-
mum, and mean temperature, maximum and mean humidity, and maximum
and total rainfall across January, February, and March. We also aggregated
weather covariates across the low season from November to March, when
fewer DHF cases have occurred historically on average. This time of season
aligns with the dry season in Thailand, which has reduced temperatures and
precipitation compared with the high-dengue season (from April to Octo-
ber) that corresponds with the rainy season.

We removed any covariates for which more than one-half of the aggre-
gated observations from one source were missing. For example, with NOAA
data, if 263 province-years (one-half of 35 provinces for 15 y) of observations
were missing for a covariate, it was removed, such as was the case for low-
season minimum and maximum temperatures. The ESRL data, from which
the three covariates in the WIP model were derived, had one observation
per month and were completely reported across all provinces.

Relative Estimated Susceptibility. The estimated relative susceptibility co-
variate is a standardized rolling sum of cases from the previous 2 y. This is
based on the approximate duration of time after infection with one dengue
serotype that an individual may experience cross-protection from a subse-
quent heterologous infection (26). We calculate this quantity with the fol-
lowing equations:

si,t = si,t−1−
yi,t−1

ni,t−1
+

yi,t−3

ni,t−3

si,0 =
1

10

2009∑
t=2000

yi,t

ni,t
,

where si,t is the estimated relative susceptibility; yi,t is the observed inci-
dence; and ni,t is the population in province i in year t. Each year, the
susceptibility for the prior year (si,t−1) is updated by removing the peo-

ple who were infected in the past year (
yi,t−1
ni,t−1

), as we assume that they

are immune to one serotype of dengue and cross-protected against the
other serotypes. Furthermore, the cross-protection for people who were
infected 3 y prior (

yi,t−3
ni,t−3

) will have worn off, and they are reintroduced

to the pool of susceptible individuals. We assume that each province starts
with an estimated relative susceptibility equal to the average incidence
rate over the training phase (si,0). This accounts for the fact that provinces
with larger susceptible populations are more likely to have greater inci-

dence than provinces with smaller susceptible populations (14). When there
are no data for the year 3 y prior, si,0 is used in place of

yi,t−3
ni,t−3

. Using

rates instead of raw counts yields a covariate that can be compared across
provinces with different population sizes. Although there are more cases
of nonhemorrhagic dengue fever and asymptomatic cases than observed
DHF cases, DHF cases may serve as a proxy for the underlying disease
dynamics (1).

Model Structure and Estimation. The model that we used to forecast annual
DHF incidence for this study is a generalized additive model (31). Specifi-
cally, we use a generalized additive model with a negative binomial family,
separate penalized smoothing splines for each covariate, and province-level
random effects:

Yi,t ∼NB(ni,tλi,t , r), [1]

log
[
E(Yi,t)

]
= β0 + log(ni,t) +αi +

J∑
j=1

gj(xj,i,t|θ), [2]

αi ∼Normal(µ,σ2). [3]

We model the incidence (Yi,t) for province i in year t as following a nega-
tive binomial distribution with the mean equal to the province population
(ni,t) times the incidence rate (λi,t) and a dispersion parameter r. After a log
transformation, we model the mean of this distribution using an intercept
(β0), a random effect for each province (αi), and a cubic spline for each of J
covariates [gj(xj,i,t|θ)].

To obtain predictive distribution samples, we use a two-stage procedure
to incorporate the uncertainty from our model parameter estimates and
from the negative binomial distribution. We first draw 100 sample param-
eter sets from a multivariate normal distribution with mean equal to the
point estimates of the parameters (θ,µ,σ2) from Eqs. 2 and 3 and covari-
ance equal to the matrix of SEs. Each of these sampled parameter sets
yields a corresponding λ̂i,t . We then draw 100 samples from the nega-
tive binomial distribution given in Eq. 1 for each λ̂i,t with the fixed esti-
mate of r to obtain a sample of size 10,000 from the predictive distri-
bution for Yi,t . We calculate the point estimate for each province-year,
Ŷi,t , as the median of these samples from the predictive distribution. The
lower and upper limits of the 80% prediction intervals were defined by
taking the 10th and 90th percentiles of these samples from the predictive
distribution.

Model Selection Algorithm. To choose the covariates to include in the fore-
casting models, we used a forward–backward stepwise algorithm to mini-
mize the leave 1 y out CV MAE during the training phase (45). Starting with
a null model, we iteratively added or removed the covariate that reduced
the CV MAE the most at each step. The model with the smallest CV MAE at
the end of the iterative process was the WIP model. To guard against the
possibility of overfitting, we also selected the nested model with the fewest
covariates within one SD of the WIP model CV MAE (31), which was the
incidence-only model.

To choose the number of knots for each covariate spline, we cross-
validated every single-covariate model by varying the number of knots from
three to eight, which we conducted before the forward–backward stepwise
algorithm above. We chose the model with the fewest knots within one SD
of the smallest CV MAE for each covariate. We fixed this number of knots
for each covariate spline for all multivariate models.

MAE. We used MAE as our metric to select models during the training phase
and rMAE to evaluate the models during the testing phase. Forecasts were
made on the log scale; thus, our MAE took the form

MAE =
1

Pk

∑
i,t∈k

∣∣∣log(Ŷi,t)− log(Yi,t)
∣∣∣= 1

Pk

∑
i,t∈k

∣∣∣∣∣log

(
Ŷi,t

Yi,t

)∣∣∣∣∣,
where Pk is the total number of province-years in block k, which could be
the entire training or testing phase or a subset to 1 y, province, or region.
This form of the MAE has the interpretation that precision is relative to
magnitude [e.g., predicting an incidence of 12 when an incidence of 7 is
observed would have the same absolute error as predicting an incidence of
120 when an incidence of 70 is observed: log( 12

7 ) = log( 120
70 ) = 0.539].
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The testing-phase point predictions were compared with baseline fore-
casts using rMAE, an intuitive, scalable, and stable metric for evaluating
forecasts (29):

rMAE =
MAEmodel

MAEbaseline
.

This metric can be interpreted as the percentage of error observed in
the forecasting model relative to that in the baseline forecasts (e.g.,
if MAEmodel = 0.6 and MAEbaseline = 0.8, then the forecasting model’s
predictions were 25% closer to the observed value than the baseline
forecasts).

Data and Code Availability. All data processing and analysis were performed
in R version 3.3.1 (2017-03-16) (44). The code and data for this analysis are
publicly available at https://doi.org/10.5281/zenodo.1158752.
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