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Abstract: Computational Intelligence (CI) has been addressed as a great challenge in recent years,
particularly the aspects of routing, task scheduling, and other high-complexity issues. Especially
for the Contact Plan Design (CPD) that schedules contacts in dynamic and resource-constrained
networks, a suitable CI algorithm can be exchanged for a high-quality Contact Plan (CP) with the
appropriate computational overhead. Previous works on CPD mainly focused on the optimization of
satellite network connectivity, but most of them ignored network topology characteristics. In this
paper, we study the CPD issue in the spatial node based Internet of Things (IoT), which enables the
spatial nodes to deliver data cooperatively via intelligent networking. Specifically, we first introduce
a Multi-Layer Space Communication Network (MLSCN) model consisting of satellites, High Altitude
Platforms (HAPs), Unmanned Aerial Vehicles (UAVs), and ground stations, on which a Time-Evolving
Graph (TEG) is used to illustrate the CPD process. Then, according to the characteristics of each
layer in the MLSCN, we design the corresponding CPs for the inter-layer contacts and intra-layer
contacts. After that, a CI algorithm named as Multidirectional Particle Swarm Optimization (MPSO)
is proposed for inter-layer CPD, which utilizes a grid-based initialization strategy to expand the
diversity of individuals, in which a quaternary search method and quaternary optimization are
introduced to improve efficiency of particle swarms in iterations and to ensure the continuous search
ability, respectively. Furthermore, an optimized scheme is implemented for the intra-layer CPD to
reduce congestion and improve transmission efficiency. Simulation results show that the proposed
CPD scheme can realize massive data transmission with high efficiency in the multi-layer spatial
node-based IoT.

Keywords: Internet of Things; computational intelligence; contact plan design; multidirectional
particle swarm optimization; delivery time

1. Introduction

As an important part of current and next generation networks, Internet of Things (IoT) is
composed of physical devices, vehicles, home appliances, and other items embedded with electronics,
software, sensors, actuators, and seamless connectivity, which enables these things to connect
and exchange data [1–9]. In particular, IoT is deployed with satellite channels in geographically
remote locations for agriculture, mining and transportation [10], and optimized data exchange in
heterogeneous IoT architectures allows increasing data transmission efficiency and extending the
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application areas for the IoT technologies. Therefore, bringing wide-area connectivity to the IoT using
spatial nodes and satellite technology is becoming an attractive solution to complementing terrestrial
networks [11–14].

To provide a robust solution for the NP-hard problem, Computational Intelligence (CI)
solves many optimization problems in real-world through biologically-and-linguistically-inspired
techniques [15–17]. However, for different scenarios, the CI algorithm needs to be modified to be
applicable [18–20]. Particularly, for data transmission in the spatial node-based IoT with limited
resource, it is likely to affect the system performance seriously if the classical CI algorithm is applied
bluntly [21,22]. In order to cope with intermittent connectivity caused by the orbital motion of spatial
nodes, the spatial node-based IoT networks are often modeled through scheduling contacts as a
temporal topology within a certain duration [23].

For the spatial nodes with limited on-board resources, the energy budget and the number of
transponders make the node unable to fully utilize all the potential contacts, and there will be a
conflict in contact establishment between the nodes. Contact Plan Design (CPD), which was proposed
to resolve conflicts for the contact scheduling in the spatial resource-constrained IoT networks,
is attracting more and more attention [24,25]. Early works mainly focused on the reliability of
connections between nodes, while ignoring the time-varying nature of the topology caused by node
movement [26,27]. Considering the dynamic characteristic of network topology, the space-time graph
was proposed to discretize the time-varying network topology, and a sparser topology was generated
from the original topology so as to reduce the total network overhead in [28,29]. To minimize the
network overhead when contacts are unreliable, different reliabilities were allocated to each contact
and several heuristic methods were proposed in [30]. Taking account of the limited-resources on
satellites, authors in [31] proposed Fair Contact Plan (FCP) to enable fair scheduling of contacts
based on the historical establishing times of each contact. To improve the transfer efficiency with low
computational complexity, metaheuristics were introduced to CPD [32,33]. A Time-Evolving Graph
(TEG) was introduced to characterize the data acquisition and delivery process while maximizing
delay-constrained throughput in [34]. In view of the dynamic change of contact capacity, authors in [35]
treated CPD as a queue-stability related stochastic optimization problem, and designed the Contact
Plan (CP) in a slot-by-slot manner. Unfortunately, almost all of aforementioned CPD schemes were
proposed for the resource-constrained satellite networks, which could hardly meet the requirements of
massive and timely data transmission.

The intelligent networking with different space platforms, which aims to achieve continuous
and low-delay transmission of massive data, is becoming an attractive and hot research field. In the
scenario of intelligent networking, more low-altitude nodes such as Unmanned Aerial Vehicles (UAVs)
and High Altitude Platforms (HAPs) are introduced to perform collaborative communications with
traditional satellite nodes [36,37]. Through the cooperation between spatial nodes in different layers, a
Multi-Layer Space Communication Network (MLSCN) can massively transfer data with low latency.
Especially in a MLSCN consisting of UAVs and HAPs, flexible UAVs can cope with the burst of massive
data transmission when hot events happen, and a stable network can be built by almost stationary
HAPs to ensure the reliability of data transmission. However, the communication environment
between nodes varies from layer to layer, and the motions of nodes are also taken into account when
establishing the inter-layer links, which further increase the difficulty of CPD.

In this paper, we study the CPD in a MLSCN by introducing an intelligent computing method.
We divide the CPD into intra-layer CPD and inter-layer CPD, and schedule the CPs in the delivery
order of data. Specifically, a MLSCN model containing ground stations, UAVs, HAPs, and satellites,
is presented first, and TEG is introduced to illustrate the difference between contact topology and
CPs in MLSCN. Then, different CPD schemes are proposed for different inter-layer and intra-layer,
respectively. For inter-layer contacts, a CI method named Multidirectional Particle Swarm Optimization
(MPSO) is proposed to schedule conflicting contacts in an iterative manner. To ensure that the
particles are able to search the solution domain as completely as possible during the initial stage
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of iterations, the gird-based initialization in MPSO maximizes the diversity of the CPs in the initial
solution set. In addition, to avoid the particles’ falling into local optimization trap, the quaternary
optimization of MPSO can adjust the direction of searching particles based on the optimal position
and the worst position.

For intra-layer CPs, since the data in UAVs is transferred cooperatively through HAPs and
satellites, a load balancing strategy is introduced in the UAV layer to deliver the data to the higher
layers as soon as possible. The main concern of the HAP layer and the satellite layer is to relay the
data from the lower layer and transfer it to ground stations. Therefore, we adopt the modified Dijkstra
algorithm and Dynamic Virtual Topology Routing (DVTR) algorithm in the CPD of the HAP layer
and the satellite layer. The simulation results show that our proposed CPD scheme can deal with the
dynamic topology, and realize real-time, high-efficiency, and massive data transmission.

The remainder of this paper is organized as follows. In Section 2, a MLSCN consisting of ground
stations, UAVs, HAPs, and satellites is introduced, the data transfer process is characterized in a TEG
manner, and a problem description is presented. Then, MPSO is proposed for the inter-layer CPD
in Section 3, and optimized strategies for the intra-layer CPD of each network layer are introduced
in Section 4. Finally, simulation results are presented and analyzed in Section 5 and conclusions are
drawn in Section 6.

2. System Model and Problem Description

2.1. Network Topology

In our envisioned scenario, the MLSCN contains four kinds of nodes, which are satellites, HAPs,
UAVs, and ground stations. Space nodes of the same type can build intra-layer networks, which
means that the MLSCN has a total of three intra-layer networks. The space nodes of adjacent layers
can be connected through inter-layer links; UAVs are connected to HAPs through Platform-Vehicle
Links (PVLs), and HAPs are connected to satellites through Satellite-Platform Links (SPLs). When the
destination nodes, i.e., the ground stations, are within the visual range of the space nodes, the MLSCN
can build links to the ground, which are Vehicle-Ground Links (VGLs), Platform-Ground Links (PGLs),
and Satellite-Ground Links (SGLs), respectively.

Taking into account the complexity of data acquisition in the hot-event case, UAVs are the only
data source nodes in the MLSCN in Figure 1. A UAV cluster consists of multiple UAVs, and UAVs in
the same cluster can connect to each other. Although the flexibility of UAVs ensures that it can perform
high-intensity data collection for specific areas, the limited range makes it difficult to efficiently deliver
data to the destination nodes. At this point, the HAP network can act as a data mule to assist UAVs
to transfer data more efficiently. With a wider coverage, satellites can assist MLSCN in reducing the
number of hops and improving the transmission efficiency.
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2.2. Time-Evolving Graph with Limited Capacity

Since all inter-layer links except PGLs show the characteristic of intermittent connection, the
network topology is time-varying. In view of this, a time-evolving graph is introduced to characterize
the time-evolving nature of the network and illustrate an example of CP.

As shown in Figure 2, the network topology over time is characterized by TEG. Where gn, vn, pn, sn

represent Earth stations, UAVs, HAPs, and satellites, respectively. The subscript of the node indicates
the node identifier, and the superscript is the state number of the node. For example, s1

2 indicates the
satellite 2 at the state 1. C1, C2, · · · , Cn represent the state of the network, CT1, CT2, · · · , CTn are the
corresponding contact time of each state.
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Figure 2. A contact topology and a contact plan in TEG manner.

In the contact topology of Figure 2, the change of network topology in TEG is clarified from two
perspectives. In the perspective of time, the network topology updates when the connection status
between nodes changes. In the other perspective of space, the intra-layer links of HAPs are stable
due to the stable position while the intra-layer links of the satellite layer are intermittent connected
due to the movement of satellites. Considering the limitation of the number of transponders and the
energy budget, only one contact can be established by spatial nodes at the same time, which is shown
in Equation (1):

Ns+Nh+Nv

∑
n=1

Yc,n,m = {0, 1} ∀c, m = s, h, v (1)
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where s, h, v indicate the satellites, HAPs, and UAVs respectively, and Ns, Nh, Nv represent the number
of satellites, HAPs and UAVs, respectively. Yc,n,m represents the number of links that can be established
between nodes n and m at the state c.

To avoid wasting link resources, the MLSCN prohibits data from being transferred back to the
lower space nodes from higher space nodes, which is shown as follows:

Xy,z
c,n,m = 0 ∀y, z, (n = s, m = h), (n = h, m = v) (2)

where Xy,z
c,n,m represents the flow from node y to z, and traversing from node n to node m at state c. The

changes of the node load in the network must satisfy the flow balance as shown in Equation (3):

By,z
c,n − By,z

c−1,n =
Ns+Nh

∑
m=1

Xy,z
c,m,n −

Ns+Nh

∑
m=1

Xy,z
c,n,m (3)

where By,z
c,n represents the number of packets from node y to z which is temporarily stored in node n at

state c.
Assuming that the bandwidth of each contact is constant and equal, then the contact time of each

state can also be called the contact capacity [17]. Since the contact capacity of each state is limited, the
amount of each flow delivered at state c should be less than the contact capacity CTc, which is shown
in Equation (4):

Xy,z
c,n,m ≤ CTc (4)

2.3. Problem Description

In a traditional terrestrial fixed network, the links between node pairs are hardly changed, and the
classical shortest path algorithm can efficiently perform data transfer tasks. However, in a time-varying
network where the resources of nodes are limited, not only does the topology of the network change
dynamically, but also the constraints on the resources make it impossible for the nodes to utilize all
the potential contacts. If the shortest path algorithm is directly applied at this time, it is likely that the
effective data transfer path cannot be obtained, and the network performance is severely degraded.

Considering that the large amount of spatial nodes in our model, the example network collectively
refers to all spatial nodes as SN in Figure 3, and the destination node is called as DN. With the concern
of the time-varying nature of the network topology and the difference in each state duration, the
example network is divided into three states C1, C2 and C3. SN1

1 indicates the spatial node SN1
1 at state

C1. For simplicity, the unit of state capacity is set as the time delivering a packet. The contact capacity
of C1, C2 and C3 are set to 1, 3, and 3, and there are two packets to be delivered from SN1

1 , SN1
2 , and

SN1
3 to the destination node DN1

1 .
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The classic Dijkstra algorithm calculates the shortest path based on the current topology. Since
SN1 is the closest load node from DN1 at state C1 and C2, then contacts [SN1

3 , SN1
4 ] and [SN2

4 , DN2
1 ]

are established at the first two states in the algorithm. Because of the limitation on contact capacity at
state C1, the network can deliver only one packet to the destination node at the first two state. At the
last state of the network, the node that can be connected with node DN1 has no data to transmit, and it
can only establish the contact with other load spatial nodes. Finally, only one packet can be transferred
to the destination node within three states.

On the contrary, if CPD is performed in a searching manner using the CI algorithms, the contact
established at state C1 might not be [SN1

3 , SN1
4 ] but [SN1

1 , SN1
2 ]. Moreover, SN2

3 can fully utilize the
contact capacity of state C2, and transmit three packets to node SN2

4 , so as to enable node SN3
4 to

transmit three packets to the destination node DN1
3 at state C3.

The above example explains why the traditional shortest path algorithm is not suitable for the
resource-constrained spatial networks. However, it should be noted that there is more than one type
of spatial node in our MLSCN model, and the characteristics of the links between nodes are not the
same. Therefore, the inter-layer CPs and intra layer CPs of the MLSCN are designed separately in
the following.

3. MPSO for Inter-Layer Contact Plan

Considering the complexity of the MLSCN topology and the NP-hardness of the CPD problem
itself, we combine the characteristics of the CPD in MLSCN model and the idea of Particle Swarm
Optimization (PSO) to propose MPSO and so as to improve the transmission efficiency in inter-layer
contacts. Before describing MPSO in detail, several terms used in MPSO are explained here:

Particle: Particles are individuals who perform the optimization process in MPSO. They adjust
their speed and position through historical information to gradually approach the optimal solution in
an iterative way. A particle is represented by a string of binary bits.

Group: A group consists of several particles, and the number of particles is called as group size.
Learning factor: The learning factor adjusts the particle trajectory through historical information.

The larger the parameter, the greater the influence of the historical information.
Inertia weight: The inertia weight represents the influence degree of the current speed on the

trajectory. The larger the parameter, the stronger the global search ability of particles.
The overall process of MPSO is shown in Figure 4. The algorithm first initializes the group by

grid-based initialization, which is aimed to increase the diversity of the group by minimizing the
relevancy between particles. Then, the particles are coded to bit strings according to the initialized
group. However, the generated CPs may not meet the requirement of system, so the next step is to
repair each particle. The repaired particle can be regarded as a feasible CP, then MPSO evaluates each
particle by an evaluation function so as to distinguish the merits of each particle.
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To this point, MPSO completes current iteration and determines whether to continue iterating.
If MPSO chooses to continue iterating, then it enters the main optimization step of the algorithm.
Through the worst and best position of the particle, after this, MPSO guides the direction of motion
of the particles through the worst and best position saved in the iterative process, and gradually
approaches the optimal solution of the system. In fact, updating the code string only by the direction
guidance may break the delivery requirement of system. Thus, particles that have just finished the
position update need to be repaired again. The specific implementation of each part of MPSO is
described below.

Traditionally, heuristic algorithms initialize the group by random binary strings. Although this
method can obtain an initial group with a low computational overhead, randomly generated strings
may cause the particles to be unevenly distributed in the solution domain, and quickly fall into the
local optimization trap in the following iteration process. In light of this, the grid-based in MPSO is
introduced to disperse the particles in the initial group as much as possible.

Since only the UAVs are source data nodes in the MLSCN model, the packets mush be delivered
to the HAPs before transmitted to satellites through SPLs. Thus, the grid-initialization here is the
initialization of the PVLs. In addition, it should be noted that Figure 5 shows the solution domain of
the same PVL, rather than the solution domain of a complete CP in the MLSCN. In other words, a
CP has multiple solution domains in Figure 5, and the points in the figure indicate the PVL in a CP,
which is characterized by the average establishing time and the amount of data. Figure 5a shows the
establishment of a PVL in the initial group generated by the random initialization, in which many of
these PVLs have similar average establishing time and data amount. To maximize the link diversity
in each CP, grid-based initialization in Figure 5b distributes PVLs uniformly in two dimensions. The
MPSO initializes the group by the following steps:

Step 1: Based on the contact topology of MLSCN, a certain number of CPs that can complete the
data transmission on HAPs are randomly generated, and the average delivery time of these CPs is
calculated at the same time.

Step 2: According to the average delivery time calculated in step 1 and the contact topology of
MLSCN, MPSO counts all PVLs that may be established during the delivery period, and calculates the
average establishing time and the transfer amounts of the contact.

Step 3: MPSO calculates the relevancy between each pair of CPs according to the average values
calculated in step 2.

Step 4: Based on the optimization model of relevancy minimization, the classical Genetic
Algorithm (GA) is used to iteratively correct the transfer amounts and average establishing time
of each PVL in CPs until the iteration termination condition is reached.
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delivery period on HAPs. After this, the average establishing time and the average transfer amounts
of each link are calculated according to Equations (5) and (6):

Xave
n,m =

Npl

∑
pl=1

Tave

∑
t=1

Xpl
t,n,m

Npl
n = v, m = h (5)

where Xave
n,m is the average amount of data flowed in the contact [n, m], and Npl is the group size.

pl indicates the identifier number of a CP, which is smaller than Npl . Xpl
t,n,m represents the amount of

data delivered by contact [n, m] in CP pl. Tave is the average time it takes to transfer all the data on
UAVs, which is calculated by Equation (6):

Tave
n,m =

Npl

∑
pl=1

Tpl
n,m

Npl
n = v, m = h (6)

where Tave
n,m indicates the average establishing time of contact [n, m] in all CPs in the group. Tpl

n,m is the
average establishing time of contact [n,m] in CP pl, which is calculated by Equation (7):

Tpl
n,m =

Tave

∑
t=1

Tpl
t,n,m

Tave

∑
t=1

CTpl
t,n,m

∀pl, n = v, m = h (7)

where Tpl
t,n,m indicates the current establishing time of contact [n,m] in CP pl, and

Tave

∑
t=1

CTpl
t,n,m expresses

the cumulative contact capacity of contact [n,m] in CP pl.
The system evaluates the relevancy of the current initial group after calculating the characteristics

of the PVL. The formula is as follows:

r(pli, plj) =
Cov(Xpli , Xplj)√

Var[Xpli ] ·Var[Xplj ]
+

Cov(Tpli , Tplj)√
Var[Tpli ] ·Var[Tplj ]

(8)

where pli and plj indicate the ith and jth CP in the initial group. Cov(Xpli , Xplj) and Cov(Tpli , Tplj) are
the covariance of CP pli and CP plj in terms of the data amount and the average establishing time

of, which can be calculated by the following Equations (9) and (10). Var[Xpli
n,m] and Var[T

plj
n,m] are the

variance of Xpli
n,m and T

plj
n,m, which can be calculated by Equations (11) and (12):

Cov(Xpli , Xplj) =
Nn

∑
n=1

Nm

∑
m=1

(Xpli
n,m − Xave

n,m)·
Nn

∑
n=1

Nm

∑
m=1

(X
plj
n,m − Xave

n,m) n = v, m = h, ∀i 6= j (9)

Cov(Xpli , Xplj) =
Nn

∑
n=1

Nm

∑
m=1

(Tpli
n,m − Tave

n,m)·
Nn

∑
n=1

Nm

∑
m=1

(T
plj
n,m − Tave

n,m) n = v, m = h, ∀i 6= j (10)

where Xpli
n,m is the amount of delivered data on contact [n,m] in CP pli, and Tpli

n,m is the average
establishing building time of contact [n,m] in CP pli:

Var(Xpl) =

Nn
∑

n=1

Nm
∑

m=1
(Xpl

n,m − Xave
n,m)

2

Nl
Tave

∀pl, n = v, m = p (11)
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Var(Tpl) =

Nn
∑

n=1

Nm
∑

m=1
(Tpl

n,m − Tave
n,m)

2

Nln,m
Tave

∀pl, n = v, m = p (12)

where Nln,m
Tave is the number of contacts that MLCN can establish by the time Tave.

To maximize the differences among the particles of the group, the objective function in grid-based
initialization is set as Equation (13):

min∑
i

∑
j

r(pli, plj) ∀i 6= j (13)

According to the objective function, the classical Genetic Algorithm (GA) is used to search the
optimal solution of initial group. Table 1 shows the simulation result, the comparison between
traditional way and grid-based initialization in relevancy.

Table 1. The relevancy of grid-based initialization.

Traditional Way Grid-Based Initialization

Transfer amounts 0.4004 0.0628
Average building time 0.9592 0.7521

As can be seen in Table 1, whether for transfer amounts or average establishing time, the initialized
group is much smaller than that of random initialization.

The initialized MPSO encodes each CP in the initial group into a binary string leading the
algorithm more manageable. Each bit of the string represents an establishment status of a particular
contact. In the example contact topology of Figure 2, considering the cross-layer contacts [v1

2, p1
1] and

[v1
3, p1

2] at state c1, the binary string reserves two code bits for state c1. If the first bit in the binary string
equals to 1, it means that contact [v1

2, p1
1] is established in the CP. Otherwise, the contact is excluded

from the CP.
Since the CPD of SPLs is not covered in the grid-based initialization of MPSO, and randomly

generated bits are likely to break the constraints of the model, the bits of SPLs must be repaired soon.
The repaired string is a complete inter-layer CP, and then combined with the intra-layer CP introduced
in the next section, it constitutes a complete feasible CP in the MLSCN.

In order to demonstrate the advantages and disadvantages of CPs, the following evaluation
function is used to calculate the fitness of CPs:

F =
1

∑
c

∑
n

∑
m

CTc · Xc,n,m
· φ(Ts) ∀c, n, m = g (14)

where Ts is the lifetime of a packet, φ(Ts) is the penalty function and shown as follows:

φ(Ts) = 1− (
Np

o · (Tave
o − Ts)

Np
all · T

ave
all

) (15)

where Np
o is the number of packets whose delivery time exceeds the lifetime. Tave

o is the average
delivery time of the packet which exceeds the lifetime, and Tave

all is the average time for all packets to
reach the destination node. Nl

all is the total number of the packets waiting delivery on all UAVs. α is
the penalty factor.

After the evaluation of each particle, MPSO determines whether iterating or not. A static
termination condition is adopted in the algorithm, that is if a certain number of iterations is reached,
the algorithm will terminate, otherwise it enters the optimization process of MPSO again.
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By comparing the current position with the optimal position, the search direction of particles
in the traditional PSO [38] can be correctly guided. However, the single form of the PSO may cause
particles to quickly fall into local optimization traps, and it is difficult to obtain a good solution. In light
of this, MPSO expands the optimization direction by a quaternary optimization strategy. In other
words, the search direction of the particles in MPSO can be corrected by the optimal position as well as
the worst position. Since the optimization requires historical information, the algorithm then judges
whether to update the historical information after the evaluation is completed. The algorithm updates
the historical extremum by comparing the current fitness with the worst and the optimal historical
fitness, and also reserves the corresponding position of the fitness.

The constraints on the number of transponders will cause a large proportion of zeros in a binary
string. If the search direction of the particles is reversely adjusted by the historical worst position,
most of the bits in the string will change to 1, which means that the constraints will be broken by the
renewed string. And finally, MPSO will repair the strings in a large scale, which will greatly affect
the performance of the optimization. To this end, the algorithm calculates the average position of the
current group by Equation (16) and uses the calculated position to pick out the bits in the worst string
which can correctly guide the search direction. Specifically, at a certain position of a string, if the bit of
the worst position is different from the mean value, the bit will have a guiding effect on the direction of
the current particle, and vice versa. The average value of the jth bit in the current group is calculated
in Equation (16):

bave,j =


1

Npl

∑
pl=1

bpl,j/Npl > 0.5

0
Npl

∑
pl=1

bpl,j/Npl <= 0.5
(16)

where Npl is the group size and bpl,i is the value of the jth bit of CP pl.
After traversing all the bits in the string according to Equation (16), the average position of the

group is determined. Then the MPSO uses the quaternary optimization to update the search direction
and position:

vpl,i(c + 1) = wpl(c) · vpl,i(c) + a1 · r1 · [xo
pl,i(c)− xpl,i(c)] + a2 · r2 · [xo

g,i(c)− xpl,i(c)] (17)

vpl,i(c + 1) = wpl(c) · vpl,i(c) + a1 · r1 · [xpl,i(c)− xw
pl,i(c)] + a2 · r2 · [xo

g,i(c)− xpl,i(c)] (18)

vpl,i(c + 1) = wpl(c) · vpl,i(c) + a1 · r1 · [xb
pl,i(c)− xpl,i(c)] + a2 · r2 · [xpl,i(c)− xw

g,i(c)] (19)

vpl,i(c + 1) = wpl(c) · vpl,i(c) + a1 · r1 · [xpl,i(c)− xw
pl,i(c)] + a2 · r2 · [xpl,i(c)− xw

g,i(c)] (20)

where wpl(c) is inertia weight of particle pl at state c, vpl,i(c + 1) is the speed of particle pl at the jth
bit in state c, which is decided by Equation (20). a1 and a2 are the learning factors, r1 and r2 are the
random numbers in the range of [0, 1]. Under the state c, xb

pl,i(c) and xw
pl,i(c) are the historical optimal

and worst positions at ith found by particle pl, xb
g,i(c) and xw

g,i(c) are the historical optimal positions
and the worst positions found by the group, respectively.

A random integer in the range of [1, 4] is generated to determine the velocity (i.e., search direction).
Random values 1, 2, 3, and 4 correspond to Equations (17)–(20), respectively. It should be noted that if
the worst position is involved in the velocity update, the algorithm must determine whether the bit
in the worst case is equal to the mean value. If the two bits are different, the velocity of the particle
corresponding to the bit is updated, and vice versa.

wi(c + 1) =

{
wmin −

(wmax−wmin)×( fpl(c)− fmin(c))
favg(c)− fmin(c)

, fpl(c) > favg(c)

wmax , fpl(c) > favg(c)
(21)
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where wmax and wmin are the maximum and minimum inertia weights of the input, favg(c) and fmin(c)
are the average fitness and the minimum fitness of the group, and fpl(c) is the fitness of the CP pl at
state c.

After the update of velocity, the particle adjusts its position based on the current position and the
updated velocity, which is shown in Equation (22):

xi,j(c + 1) = xi,j(c) + vi,j(c + 1) (22)

where xi,j(c + 1) is the position of jth bit within particle pl at the state c + 1.
Considering that each bit in the string is ultimately represented by a binary value, but the issue is

not considered in the position update. Thus, the particles that have just finished their position update
need to approximate the value of each bit by Equation (23):

xi,j(c + 1) =

{
0 , xi,j(c + 1) < 0.5
1 , xi,j(c + 1) ≥ 0.5

(23)

In addition, the above update of the bits does not take into account the constraint of the model,
so MPSO repairs the newly generated string, and converts the string into a feasible inter-layer CP.
The above process will continue until the termination condition of the algorithm is met, and the final
CP of MLSCN is the historical optimal position.

4. Intra-Layer Contact Plan Design

In the envisioned MLSCN, the main concern of intra-layer links is to deliver data to the intra-layer
nodes which can connect the ground nodes. However, different network layers play different role in
the overall transmission process, and the connection characteristics between nodes are varied with
different layers. Therefore, the CPs in the intra-layer link cannot be designed as a whole, but it should
be designed layer by layer according to the characteristics of each layer.

4.1. Intra-Layer Contact Plan for UAV Layer

In the UAV layer, different locations of the nodes result in different opportunities to connect with
HAP nodes. In other words, different UAV nodes own different number of coding bits in the MPSO.
For the nodes with more coding bits, it is easier to establish contacts during the iteration process. If the
data is not delivered in the UAV layer in this case, the load gap between UAV nodes will gradually
expands during the iteration, eventually causing the congestion and affecting system performance.
In light of this, a load balancing strategy is introduced in the intra-layer CPD of UAV layer to alleviate
the possible congestion, which is shown in Equation (24):

min∑
A

∑
n
(BA

n −
∑
n

BA
n ,

NA ) (24)

where A is the identifier of UAVs cluster, BA
n is the load size of node n in cluster A, and NA is the

number of UAVs in cluster A.

4.2. Intra-Layer Contact Plan for HAP Layer

In the mesh network constructed by HAPs, the contact can only be established continuously
between neighboring nodes. To improve the transfer efficiency within HAP layer as much as possible,
a modified Dijkstra algorithm is utilized to minimize the number of hops in data transfer. Due to
the limited number of transponders, the sequence of the contacts established within the layer may
affect transfer efficiency. For example, if the lifetime of the data is short, and if the system prioritizes
the establishment of contacts far from the destination node, the closer contacts cannot be established
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because of the occupation of the transponder, which may make the data unable to reach the destination
node on time. Therefore, in the modified Dijkstra algorithm, the contacts are established in the order
of hop count from small to large. In other words, the algorithm preferentially delivers the data that
close to the destination node.

In addition, in the case of a limited number of transponders, if data is delivered by its own unique
shortest path, this may break the constraints and further increase the congestion within the layer.
In fact, since the model evaluates the distance from the destination node based on the hop count, each
node may have more than one shortest path. Under this consideration, multiple shortest paths are
reserved in the modified Dijkstra algorithm. When the data transmission is congested in HAP layer,
the algorithm will traverse the next hop nodes of all the shortest paths of the congested node, select
an available node and then deliver the data. If all the next nodes are occupied, the data will not be
delivered at current state.

4.3. Intra-Layer Contact Plan for Satellite Layer

Taking into account the time-varying characteristics of the topology in the satellite network, a
classic algorithm named as DVTR [39] is employed to schedule the contacts within the satellite layer.
Like the HAP layer, the algorithm also reserves multiple shortest paths. Once the preferred next node
is occupied, the available next node of another shortest path is selected to establish the contact. Besides,
in order to improve the arrival rate of data, the contact which is closer to the destination node will be
given higher priority to be established.

5. Simulation and Analysis

5.1. Simulation Settings

To verify the validity of our proposed CPD schemes, MATLAB and STK are used for our
co-simulation. In the envisioned MLSCN, it consists of satellites, HAPs, UAVs, and ground stations.
Specifically, the satellite layer uses the Iridium constellation, six polar orbits with 11 satellites in each
orbit. Each satellite can connect with two adjacent satellites in the same orbit and two satellites in the
adjacent orbits. The intra-track link can be established continuously, and the inter-track link will be
closed above two polar regions [40].

The HAP layer is a mesh network of 5 × 5 nodes in the range of [29.38◦ N, 40.86◦ N],
[85.55◦ E, 113.35◦ E], and its height is 20 km [37]. A total of three data transfer tasks are performed
during simulation, and thus there are three UAV clusters in the network, and each of cluster has 6, 7,
and 7 UAV nodes. The flight range of each cluster is a circle with a radius of 200 km, and the centers of
the three clusters are (32.32◦ N, 112.371◦ E), (40.26◦ N, 112.55◦ E) and (38.11◦ N, 81.55◦ E), respectively.
Three ground stations are separately located at Xi’an (34.45◦ N, 109.50◦ E), Mi’yun (40.45◦ N, 116.86◦ E),
and He’tian (37.11◦ N, 79.92◦ E). For simplicity, we set the data transfer rate to 1 Mb/s and the packet
size to 1 Mbit [41], which means that the transmission of a packet will occupy one second of a contact.
The default lifetime of a packet is set to 4200 s. In the MPSO, the group size is set to 100. The inertia
weight, the minimum inertia weight, the maximum inertia weight, the local learning factor, and the
global learning factor are set to 0.6, 0.5, 0.8, 2, and 2, respectively. Other parameters of the related
satellite network are shown in Table 2.

Table 2. Orbital parameters in satellite network.

Start time 4 January 2018 04:00

Inclination (degree) 86.4
Height (Km) 780 Km
Orbit Planes 6

Satellites 66
RAAN (degree) 31.6 (Co-directional) 22 (Reverse)
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The 3D and 2D views of the system network in STK are shown in Figure 6.
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5.2. Performance Analysis

In this work, we mainly compare the CPD performance of different heuristics in the inter-layer
link. Two classic heuristics, viz. Genetic Algorithm (GA) and Particle Swarm Optimization (PSO), are
selected as the baseline algorithms. The parameter settings of the baseline algorithms are the same
as that of MPSO in this paper, and the iteration times and group size are 500 and 100, respectively.
The crossover rate and mutation rate of GA are set to 0.6 and 0.05, and the GA adopts the elitism
strategy of the survival of the fittest when picking offspring [42]. The inertia weight in the PSO
algorithm is set to 0.6, and the local learning factor and global learning factor of the algorithm are the
same as those of MPSO in this paper, which are 2 and 2, respectively. Additionally, to compare all
algorithms as fairly as possible, the evaluation function of all algorithms is the same as MPSO.

Since the three algorithms reserve the optimal individual during the iteration process, their fitness
gradually increases with the number of iterations in Figure 7. Specifically, the crossover in GA can
reorganize the binary strings in a large scale, and increase the diversity of individuals in the group.
Therefore, the fitness of GA is lower than PSO in the early stage, while the gap between GA and PSO in
fitness gradually narrow with iteration times. Different from the traditional PSO, MPSO relies on the
historical optimal and worst positions for adjusting the search direction of particles. This method can
fully expand the diversities of individuals and improve the search ability of the algorithm. In addition,
the dynamic inertia weight in MPSO enables the algorithm to balance the guidance between the
particle historical experience and the self-exploration during the iteration process, and to improve the
search ability.

In Figure 8, since the PSO does not adopt a targeted optimization strategy for the MLSCN, its
link consumption falls into a local optimization trap at the early stage of iteration. On the contrary,
in order to expand the diversity among the particles in the initial group, MPSO designs a grid-based
initialization and develops a quaternary optimization scheme to guide the optimization efficiently.
As a result, the downward trend of link consumption of MPSO is more distinct than that of PSO.

In Figure 9, the delivery time refers to the time that it takes to transfer all packets in the network.
The delivery time of MPSO shows a trend of fluctuating downward. This can be accounted that the
fitness is not only determined by the delivery time, but also closely related to the arrival rate of data.
Similarly, it can be seen from the figure that the differences in the delivery time is not as apparent as
the difference on fitness. Again, this is because the fitness is not only based on the delivery time, but
also the arrival time of each data flow and the arrival rate of data.
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Figures 10 and 11 show the arrival rate and the average delivery time with the iteration times.
And the performance trend in Figures 7 and 10 are almost the same, which can be accounted the fact
that the arrival rate will greatly affect the fitness when the data cannot be delivered within the lifetime.
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In terms of average arrival time of packets, the advantage of arrival rate in MPSO makes most of the
packets arrive to the destination node earlier, compared with the baseline algorithms.
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6. Conclusions

In this paper, CP is designed in a MLSCN with the CI method to transfer a large amount of
spatial data under limited-resource conditions. Specifically, we have first built a system model to
determine the limitations of CPD in the system. Then, this paper divides the contacts in the model
into inter-layer contacts and intra-layer contacts, and performs CPD on the two types of contacts
respectively according to the order in which the data is delivered in the network. For the inter-layer
CP, we have proposed the CI algorithm named MPSO, which introduces the grid-based initialization
method to maximize the differences between individuals in the initial group, and at the same time
developed a quaternary optimization strategy to further improve the search ability of the algorithm.
For the intra-layer contact plan, since each network layer plays a different role in MLSCN, we have
designed different intra-layer CPs for different layers. A fair contact plan is designed for the UAV
layer, and the HAP and satellite layers are designed with the corresponding CP with the shortest
path. Finally, simulation results show that the proposed MPSO can outperform the other two classical
CI algorithms.



Sensors 2018, 18, 2852 16 of 18

Author Contributions: Conceptualization, C.-Q.D. and L.G.; Data curation, C.-Q.D.; Formal analysis, C.-Q.D.;
Investigation, C.-Q.D.; Methodology, C.-Q.D.; Software, C.-Q.D.; Supervision, Q.S. and L.G.; Validation, L.G.;
Writing—original draft, C.-Q.D.; Writing—review & editing, Q.S.

Funding: This research work was jointly supported by the National Natural Science Foundation in
China (61601075, 61671092, 61771120, 61801105) and the Natural Science Foundation Project of CQ CSTC
(cstc2016jcyjA0174).

Acknowledgments: The authors are deeply grateful for all help from the references quoted and materials used
for our experiments, and also would like to give gratitude to the reviewers for their constructive comments.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Akpakwu, G.A.; Silva, B.J.; Hancke, G.P.; Abu-Mahfouz, G.P. A Survey on 5G Networks for the Internet of
Things: Communication Technologies and Challenges. IEEE Access 2018, 6, 3619–3647. [CrossRef]

2. Guo, L.; Ning, Z.L.; Hou, W.G.; Hu, B.; Guo, P.X. Quick Answer for Big Data in Sharing Economy: Innovative
Computer Architecture Design Facilitating Optimal Service-Demand Matching. IEEE Trans. Autom. Sci. Eng.
2018, 1–13. [CrossRef]

3. Qiu, T.; Qiao, R.X.; Wu, D.O. EABS: An Event-aware Backpressure Scheduling Scheme for Emergency
Internet of Things. IEEE Trans. Mob. Comput. 2018, 17, 72–84. [CrossRef]

4. Udoh, I.S.; Kotonya, G. Developing IoT Applications: Challenges and Frameworks. IET Cyber Phys. Syst.
Theory Appl. 2018, 3, 65–72. [CrossRef]

5. Ning, Z.L.; Wang, X.J.; Kong, X.J.; Hou, W.G. A Social-aware Group Formation Framework for Information
Diffusion in Narrowband Internet of Things. IEEE Internet Things J. 2018, 5, 1527–1538. [CrossRef]

6. Hou, W.G.; Ning, Z.L.; Hu, X.P.; Guo, L.; Deng, X.L.; Yang, Y.; Kwok, R.Y.K. On-Chip Hardware Accelerator
for Automated Diagnosis through Human-Machine Interactions in Healthcare Delivery. IEEE Trans. Autom.
Sci. Eng. 2018, 1–12. [CrossRef]

7. Anagnostopoulos, T.; Zaslavsky, A.; Kolomvatsos, K.; Medvedev, A.; Amirian, P.; Morley, J.; Hadjieftymiades, S.
Challenges and Opportunities of Waste Management in IoT-Enabled Smart Cities: A Survey. IEEE Trans.
Sustain. Comput. 2017, 2, 275–289. [CrossRef]

8. Verma, S.; Kawamoto, Y.; Fadlullah, Z.M.; Nishiyama, H.; Kato, N. A Survey on Network Methodologies for
Real-Time Analytics of Massive IoT Data and Open Research Issues. IEEE Commun. Surv. Tutor. 2017, 19,
1457–1477. [CrossRef]

9. Ning, Z.L.; Hu, X.P.; Chen, Z.K.; Zhou, M.C.; Hu, B.; Cheng, J.; Obaidat, M. A Cooperative Quality Aware
Service Access System for Social Internet of Vehicles. IEEE Internet Things J. 2018, 5, 2506–2517. [CrossRef]

10. Lysogor, I.I.; Voskov, L.S.; Efremov, S.G. Survey of Data Exchange Formats for Heterogeneous
LPWAN-Satellite IoT Networks. In Proceedings of the 2018 Moscow Workshop on Electronic and Networking
Technologies, Moscow, Russia, 14–16 March 2018.

11. Hu, D.; He, L.H.; Wu, J. A Novel Forward-Link Multiplexed Scheme in Satellite-Based Internet of Things.
IEEE Internet Things J. 2018, 5, 1265–1274. [CrossRef]

12. Gineste, M.; Deleu, T.; Cohen, M.; Chuberre, N.; Saravanan, V.; Frascolla, V.; Mueck, M.; Strinati, E.C.;
Dutkiewicz, E. Narrowband IoT Service Provision to 5G User Equipment via a Satellite Component.
In Proceedings of the 2017 IEEE Globecom Workshops, Singapore, 4–8 December 2017.

13. Siris, V.A.; Thomas, Y.; Polyzos, G.C. Supporting the IoT over Integrated Satellite-Terrestrial Networks Using
Information-Centric Networking. In Proceedings of the 2016 8th IFIP International Conference on New
Technologies, Mobility and Security, Larnaca, Cyprus, 21–23 November 2016.

14. Agarwal, A.; Gupta, S.; Kumar, S.; Singh, D. An Efficient Use of IoT for Satellite Data in Land Cover
Monitoring to Estimate LST and ET. In Proceedings of the 2016 11th International Conference on Industrial
and Information Systems, Roorkee, India, 3–4 December 2016.

15. Primeau, N.; Falcon, R.; Abielmona, R.; Petriu, E. A Review of Computational Intelligence Techniques in
Wireless Sensor and Actuator Networks. IEEE Commun. Surv. Tutor. 2018. [CrossRef]

16. Qiu, T.; Zhao, A.Y.; Xia, F.; Si, W.S.; Wu, D.O. ROSE: Robustness Strategy for Scale-free Wireless Sensor
Networks. IEEE/ACM Trans. Netw. 2017, 25, 2944–2959. [CrossRef]

http://dx.doi.org/10.1109/ACCESS.2017.2779844
http://dx.doi.org/10.1109/TASE.2018.2838340
http://dx.doi.org/10.1109/TMC.2017.2702670
http://dx.doi.org/10.1049/iet-cps.2017.0068
http://dx.doi.org/10.1109/JIOT.2017.2777480
http://dx.doi.org/10.1109/TASE.2018.2832454
http://dx.doi.org/10.1109/TSUSC.2017.2691049
http://dx.doi.org/10.1109/COMST.2017.2694469
http://dx.doi.org/10.1109/JIOT.2017.2764259
http://dx.doi.org/10.1109/JIOT.2018.2799550
http://dx.doi.org/10.1109/COMST.2018.2850220
http://dx.doi.org/10.1109/TNET.2017.2713530


Sensors 2018, 18, 2852 17 of 18

17. Kentzoglanakis, K.; Poole, M. A Swarm Intelligence Framework for Reconstructing Gene Networks:
Searching for Biologically Plausible Architectures. IEEE/ACM Trans. Comput. Biol. Bioinform. 2012, 9,
358–371. [CrossRef] [PubMed]

18. Qiu, T.; Zheng, K.Y.; Song, H.B.; Han, M.; Burak, K. A Local-Optimization Emergency Scheduling Scheme
with Self-Recovery for a Smart Grid. IEEE Trans. Ind. Inform. 2017, 13, 3195–3205. [CrossRef]

19. Wang, X.J.; Ning, Z.L.; Wang, L. Offloading in Internet of Vehicles: A Fog-enabled Real-time Traffic
Management System. IEEE Trans. Ind. Inform. 2018. [CrossRef]

20. Qiu, T.; Qiao, R.X.; Han, M.; Sangaiah, A.K.; Lee, I. A Lifetime-Enhanced Data Collecting Scheme for the
Internet of Things. IEEE Commun. Mag. 2017, 55, 132–137. [CrossRef]

21. Evans, B.; Werner, M.; Lutz, E.; Bousquet, M.; Corazza, G.E.; Maral, G.; Rumeau, R. Integration of Satellite
and Terrestrial Systems in Future Multimedia Communications. IEEE Wirel. Commun. 2005, 12, 72–80.
[CrossRef]

22. Wang, Y.; Sheng, M.; Zhuang, W.H.; Zhang, S.; Zhang, N.; Liu, R.Z.; Li, J.D. Multi-Resource Coordinate
Scheduling for Earth Observation in Space Information Networks. IEEE J. Sel. Areas Commun. 2018, 36,
268–279. [CrossRef]

23. Jain, S.; Fall, K.; Patra, R. Routing in a Delay Tolerant Network. In Proceedings of the SIGCOM,
Portland, OR, USA, 30 August–3 September 2004.

24. Fraire, J.; Finochietto, J. Design Challenges in Contact Plans for Disruption-Tolerant Satellite Networks.
IEEE Commun. Mag. 2015, 53, 163–169. [CrossRef]

25. Zhou, D.; Sheng, M.; Wang, X.J.; Xu, C.; Liu, R.Z.; Li, J.D. Mission Aware Contact Plan Design in
Resource-Limited Small Satellite Networks. IEEE Trans. Commun. 2017, 65, 2451–2466. [CrossRef]

26. Noakes, M.D.; Cain, J.B.; Nieto, J.W.; Althouse, E.L. An Adaptive Link Assignment Algorithm for
Dynamically Changing Topologies. IEEE Trans. Commun. 1993, 41, 694–706. [CrossRef]

27. Chang, H.S.; Kim, B.W.; Lee, C.G.; Choi, Y.; Min, S.L.; Yang, H.S.; Kim, C.S. Topological Design and Routing
for Low-Earth Orbit Satellite Networks. In Proceedings of the Global Telecommunications Conference,
Singapore, 14–16 November 1995.

28. Huang, M.S.; Chen, S.Y.; Li, F.; Wang, Y. Topology Design in Time-Evolving Delay-Tolerant Networks with
Unreliable Links. In Proceedings of the 2012 IEEE Global Communications Conference, Anaheim, CA, USA,
3–7 December 2012.

29. Huang, M.S.; Chen, S.Y.; Zhu, Y.; Wang, Y. Topology Control for Time-Evolving and Predictable
Delay-Tolerant Networks. IEEE Trans. Comput. 2013, 62, 2308–2321. [CrossRef]

30. Li, F.; Chen, S.Y.; Huang, M.S.; Yin, Z.Y.; Zhang, C.; Wang, Y. Reliable Topology Design in Time-Evolving
Delay-Tolerant Networks with Unreliable Links. IEEE Trans. Mob. Comput. 2015, 14, 1301–1314. [CrossRef]

31. Fraire, J.A.; Madoery, P.G.; Finochietto, J.M. On the Design and Analysis of Fair Contact Plans in Predictable
Delay-Tolerant Networks. IEEE Sens. J. 2014, 14, 3874–3882. [CrossRef]

32. Fraire, J.; Finochietto, J. Routing-Aware Fair Contact Plan Design for Predictable Delay Tolerant Networks.
Ad-Hoc Netw. 2015, 25, 303–313. [CrossRef]

33. Yan, H.C.; Zhang, Q.J.; Sun, Y.; Guo, J. Contact Plan Design for Navigation Satellite Network Based on
Simulated Annealing. In Proceedings of the 2015 IEEE International Conference on Communication Software
and Networks, Chengdu, China, 6–7 June 2015.

34. Liu, R.Z.; Sheng, M.; Lui, K.S.; Wang, X.J.; Wang, Y.; Zhou, D. An Analytical Framework for Resource-Limited
Small Satellite Networks. IEEE Commun. Lett. 2016, 20, 388–391. [CrossRef]

35. Wang, Y.; Sheng, M.; Li, J.D.; Wang, X.J.; Liu, R.Z.; Zhou, D. Dynamic Contact Plan Design in Broadband
Satellite Networks with Varying Contact Capacity. IEEE Commun. Lett. 2016, 20, 2410–2413. [CrossRef]

36. Hua, M.; Wang, Y.; Zhang, Z.M.; Li, C.G.; Huang, Y.M.; Yang, L.X. Power-Efficient Communication in
UAV-Aided Wireless Sensor Networks. IEEE Commun. Lett. 2018, 22, 1264–1267. [CrossRef]

37. Grace, D.; Mohorcic, M. Broadband Communications via High Altitude Platforms, 1st ed.; Wiley:
New York, NY, USA, 2010; pp. 3–10, ISBN 9780470971833.

38. Kennedy, J.; Eberhart, R. Particle Swarm Optimization. In Proceedings of the IEEE International Conference
on Neural Networks, Perth, Australia, 27 November–1 December 1995.

39. Werner, M. A Dynamic Routing Concept for ATM-based Satellite Personal Communication Networks. IEEE J.
Sel. Areas Commun. 1997, 15, 1636–1648. [CrossRef]

40. The Iridium System. Available online: http://www.iridium.it/en/iridium.htm (accessed on 18 May 2018).

http://dx.doi.org/10.1109/TCBB.2011.87
http://www.ncbi.nlm.nih.gov/pubmed/21576756
http://dx.doi.org/10.1109/TII.2017.2715844
http://dx.doi.org/10.1109/TII.2018.2816590
http://dx.doi.org/10.1109/MCOM.2017.1700033
http://dx.doi.org/10.1109/MWC.2005.1522108
http://dx.doi.org/10.1109/JSAC.2018.2804045
http://dx.doi.org/10.1109/MCOM.2015.7105656
http://dx.doi.org/10.1109/TCOMM.2017.2685383
http://dx.doi.org/10.1109/26.225485
http://dx.doi.org/10.1109/TC.2012.220
http://dx.doi.org/10.1109/TMC.2014.2345392
http://dx.doi.org/10.1109/JSEN.2014.2348917
http://dx.doi.org/10.1016/j.adhoc.2014.07.006
http://dx.doi.org/10.1109/LCOMM.2015.2509993
http://dx.doi.org/10.1109/LCOMM.2016.2608899
http://dx.doi.org/10.1109/LCOMM.2018.2822700
http://dx.doi.org/10.1109/49.634801
http://www.iridium.it/en/iridium.htm


Sensors 2018, 18, 2852 18 of 18

41. Fraire, J.A.; Madoery, P.G.; Finochietto, J.M. Traffic-Aware Contact Plan Design for Disruption-Tolerant Space
Sensor Networks. Ad Hoc Netw. 2016, 47, 41–52. [CrossRef]

42. Talbi, E.G. Metaheuristics: From Design to Implementation, 1st ed.; Wiley: Hoboken, NJ, USA, 2009; pp. 221–222,
ISBN 9780470278581.

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

http://dx.doi.org/10.1016/j.adhoc.2016.04.007
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	System Model and Problem Description 
	Network Topology 
	Time-Evolving Graph with Limited Capacity 
	Problem Description 

	MPSO for Inter-Layer Contact Plan 
	Intra-Layer Contact Plan Design 
	Intra-Layer Contact Plan for UAV Layer 
	Intra-Layer Contact Plan for HAP Layer 
	Intra-Layer Contact Plan for Satellite Layer 

	Simulation and Analysis 
	Simulation Settings 
	Performance Analysis 

	Conclusions 
	References

