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a b s t r a c t

Cancer is a complex disease caused primarily by genetic variants. Reconstructing gene networks within 
tumors is essential for understanding the functional regulatory mechanisms of carcinogenesis. Advances in 
high-throughput sequencing technologies have provided tremendous opportunities for inferring gene 
networks via computational approaches. However, due to the heterogeneity of the same cancer type and 
the similarities between different cancer types, it remains a challenge to systematically investigate the 
commonalities and specificities between gene networks of different cancer types, which is a crucial step 
towards precision cancer diagnosis and treatment. In this study, we propose a new sparse regularized 
multi-layer decomposition graphical model to jointly estimate the gene networks of multiple cancer types. 
Our model can handle various types of gene expression data and decomposes each cancer-type-specific 
network into three components, i.e., globally shared, partially shared and cancer-type-unique components. 
By identifying the globally and partially shared gene network components, our model can explore the 
heterogeneous similarities between different cancer types, and our identified cancer-type-unique compo-
nents can help to reveal the regulatory mechanisms unique to each cancer type. Extensive experiments on 
synthetic data illustrate the effectiveness of our model in joint estimation of multiple gene networks. We 
also apply our model to two real data sets to infer the gene networks of multiple cancer subtypes or cell 
lines. By analyzing our estimated globally shared, partially shared, and cancer-type-unique components, we 
identified a number of important genes associated with common and specific regulatory mechanisms 
across different cancer types.

© 2023 The Author(s). Published by Elsevier B.V. on behalf of Research Network of Computational and 
Structural Biotechnology. This is an open access article under the CC BY-NC-ND license (http://creative-

commons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Biological processes within cells generally involve the regulations 
between genes. Cancer is a complex disease that is mainly caused by 
genetic variants. Reconstructing the gene regulatory networks 
within tumor tissues or cancer cell lines and detecting abnormal 
gene regulations can help to reveal the underlying molecular me-
chanisms, which can provide critical insights into the diagnosis and 
treatment of different cancer types [1]. Due to the highly dynamic 
nature of gene network (it usually changes at any time with the 
change of environment or cell states) [1,2], it is difficult to capture 
gene networks through biological experiments. Recently, with the 
rapid development of bulk tissue and single-cell RNA sequencing 

(scRNA-seq) technologies, we can quantify the expression profiles of 
individual tissues or cells, which pave the way for inferring gene 
networks at tissue or single cell resolution via computational ap-
proaches [3].

Over the past decades, various computational approaches have 
been proposed for inferring gene networks from microarrays or bulk 
RNA-seq data, such as boolean models [4], information theory-based 
models [5], differential equation-based models [6] and Gaussian 
graphical models [7]. Among these methods, Gaussian graphical 
models (GGMs) are popular due to their ability in predicting the 
direct interactions between genes. Due to technical inefficiencies, 
scRNA-seq data usually have excess number of false zero values (also 
known as dropout events) and higher levels of noise [8–10]. Thus, 
network inference methods developed for bulk RNA-seq data or 
microarrays may not be applicable to scRNA-seq data. Recently, 
several computational models have been developed for inferring 
gene networks from scRNA-seq data. For example, Woodhouse et al. 

Computational and Structural Biotechnology Journal 21 (2023) 974–990

https://doi.org/10.1016/j.csbj.2023.01.017 
2001-0370/© 2023 The Author(s). Published by Elsevier B.V. on behalf of Research Network of Computational and Structural Biotechnology. This is an open access article under the 
CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/). 

]]]] 
]]]]]]

⁎ Corresponding author.
E-mail address: leouyang@szu.edu.cn (L. Ou-Yang).

http://www.sciencedirect.com/science/journal/20010370
www.elsevier.com/locate/csbj
https://doi.org/10.1016/j.csbj.2023.01.017
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://doi.org/10.1016/j.csbj.2023.01.017
https://doi.org/10.1016/j.csbj.2023.01.017
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1016/j.csbj.2023.01.017&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1016/j.csbj.2023.01.017&domain=pdf
mailto:leouyang@szu.edu.cn


[11] proposed a boolean-based network inference model to estimate 
gene networks from scRNA-seq data. Li et al. [12] adapted the 
Gaussian graphical model to infer cell-type-specific gene co-ex-
pression networks from scRNA-seq data. But most of these methods 
are designed for single network estimation, which focus on inferring 
a single network for a specific cell type and ignore the similarities 
between the gene networks of different cell types.

To estimate multiple gene networks jointly, several multi-net-
work estimation methods have been proposed. These methods 
mainly rely on Gaussian graphical models, as they are well suitable 
for generalization to multi-network inference frameworks. For ex-
ample, Danaher et al. [13] proposed two joint graphical models to 
simultaneously estimate multiple networks that share certain 
characteristics. By considering the similarities or differences be-
tween multiple networks are driven by common or specific hub 
nodes, Mohan et al. [14] developed a node-based joint graphical 
model. To identify the common and unique components of different 
networks when inferring multiple networks, Zhang et al. [15] pro-
posed a joint graphical model, and estimated multiple gene net-
works across multiple subpopulations and data types 
simultaneously. Although these methods have been successfully 
used in multi-network estimation, they are all designed for bulk 
RNA-seq data. Unlike bulk RNA-seq data, scRNA-seq data are non- 
Gaussian distributed [16,17], and they usually contain a great 
number of missing values. To handle non-Gaussian data with 
missing values and identify the common and unique network 
structures of different cell types, Wu et al. [18] proposed a joint 
Gaussian copula graphical model to jointly estimate the gene net-
works of different cell types.

Although the methods proposed by Wu et al. [18] can jointly 
estimate multiple networks, they only explored the common and 
unique components of different networks from one layer. Cancer, 
however, is a heterogeneous disease. A single cancer type may have 
a wide variety of subtypes or cancer cell lines, while distinct cancer 
types may share certain characteristics [19,20]. Thus, the similarities 
between different cancer types are heterogeneous and multi- 
layered. For example, there may be gene regulatory relationships 
shared across all cancer types that act as the backbone of living cells 
and perform essential functions necessary for all cell types. But for 
subtypes or cell lines belonging to the same cancer type, there may 
be some partially shared network structure, shared only within 
them, that maintains the essential activity of that cancer type. Thus, 
new network inference methods that can capture the multi-layer 
similarities between different cancer types are needed.

To address the above problems, in this study, we propose a novel 
sparse regularized multi-layer decomposition graphical (SRMDG) 
model to estimate the gene networks of multiple cancer subtypes or 
cell lines jointly. To deal with various types of gene expression data, 
our model first employs a Gaussian copula graphical model with 
modified Kendall’s tau correlation to relax the normality assumption 
of GGMs and deal with data with missing values. Then our model 
decomposes the gene network of each cancer subtype (or cell line) 
into three parts: 1) a globally shared component which captures the 
edges shared across all cancer types, 2) a partially shared component 
which captures the edges that only shared by subtypes or cell lines 
belonging to the same cancer type and 3) a cancer-type-unique 
component that captures the edges unique to this subtype or cell 
line (as shown in Fig. 1). Our model also imposes sparse penalties on 
all these components to encourage the inference of sparse gene 

networks. We first conduct simulation studies to evaluate the per-
formance of our proposed SRMDG model. By considering various 
scenarios and comparing the performance of our model with various 
state-of-the-art network inference methods, we were able to vali-
date the effectiveness of our model in jointly estimating gene net-
works of multiple cancer types and identifying common and specific 
components of these networks. We also apply our model to two real 
datasets and reconstruct the gene networks of multiple cancer 
subtypes or cell lines. By analyzing the function of the hub genes in 
the components of the network that we identified as partially shared 
and cancer-type unique, we have revealed a number of mechanisms 
associated with the differentiation of cancer cell lines and the de-
velopment of cancer.

2. Methods

2.1. Sparse Gaussian graphical models

Gaussian graphical models have been widely used in gene net-
work inference since they can measure the conditional dependency 
relationships between genes, and distinguish between direct and 
indirect interactions [21]. Let … ×x x x, , , n

p
1 2

1 denote n different 
samples collected from a p-dimensional multivariate Gaussian dis-
tribution Np(0, Σ) (the samples are assumed to be centralized), 
where ×p p is the covariance matrix. Here, a pair of random 
variables is conditional independent if and only if the corresponding 
entry in the precision matrix Ω = Σ−1 is zero. Therefore, by treating 
each gene as a random variable and the gene expression data of a 
subject on p genes as a p-dimensional random vector which follows 
a p-dimensional multivariate Gaussian distribution, inferring the 
conditional dependency relationships between p genes can be 
transformed into the problem of estimating the corresponding pre-
cision matrix.

To estimate the precision matrix Ω, especially when the dimen-
sion of random vector p is much larger than the number of samples 
n, the following graphical lasso model [21,22] has been proposed:

+ +++min logdet tr S( ) ( ) .S i j ijp
(1) 

where ++Sp is the positive-definite restriction, 
= =S n x x(1 ) m

n
m m

T
1 is the sample covariance matrix, tr( ⋅ ) and det 

( ⋅ ) denote the trace and determinant of a matrix, and λ is the tuning 
parameter which controls the sparsity of the estimation of Ω.

When random vector X = (X1, …, Xp) does not follow a Gaussian 
distribution, if we can find a group of monotone function = …f{ }d d p1, ,

such that f(X) = (f1(X1), …, fp(Xp)) follows a Gaussian distribution Np 

(0, Σ), then X is said to follow a nonparanormal distribution [23–26], 
i.e., X ∼ NPNp(f, Σ). Here, the precision matrix Ω = Σ−1 still captures 
the conditional dependency relationships between X1, …, Xp.

2.2. Problem statement

Suppose there are K = K1 + K2 + ⋯ + KT different types of cancer 
subtypes or cell lines, and according to the cancer types they belong 
to, suppose there are T different cancer types and each cancer type 
includes Kt subtypes or cell lines. For l-th subtype (or cell line) 
which belongs to t-th cancer type, we can collect the gene 
expression data of ntl samples on p common genes. Let 

= … ×[ ]X x x x, , ,tl tl tl
n
tl T n p( )

1
( )

2
( ) ( )

tl
tl denote the gene expression data for 

Y. Chen, X.-F. Zhang and L. Ou-Yang Computational and Structural Biotechnology Journal 21 (2023) 974–990

975



l-th subtype (or cell line) of t-th cancer type, where p is the number 
of genes that are common to all samples. Assume the gene expres-
sion data X(tl) of each subtype (or cell line) follows a nonparanormal 
distribution, i.e., x NPN f( , )m

tl tl tl( ) ( ) ( ) for m = 1, …, ntl. Note that for 
each subtype (or cell line), the conditional dependency relationships 
between p genes can be captured from the nonzero elements of the 
corresponding precision matrix = ( )tl tl( ) ( ) 1. Thus, our goal is to 
jointly estimate these precision matrices = …

= …{ }tl
t T
l K( )

1, ,
1, , t . For the sake 

of convenience, we denote = …
= …X{ }tl

t T
l K( )

1, ,
1, , t , = …

= …{ }tl
t T
l K( )

1, ,
1, , t and = …

= …{ }tl
t T
l K( )

1, ,
1, , t

as {X(tl)}, {Σ(tl)} and {Ω(tl)}.

2.3. Sparse regularized multi-layer decomposition graphical model

To estimate {Ω(tl)} from their gene expression data {X(tl)}, based 
on nonparanormal distribution, we can first formulate the following 
loss function:

=
= =

L n tr S logdet({ }) ( ( ) ( )).tl
t

T

l

K
tl

tl tl tl( )
1 1

( ) ( ) ( )t

(2) 

where S(tl) denotes the empirical nonparanormal covariance matrix 
of l-th subtype in t-th cancer type. Since gene expression data may 
contain a certain proportion of missing values, similar to previous 
studies [18,27–29], we adopt the modified Kendall’s tau estimator to 
estimate S(tl). In particular, the modified Kendall’s tau correlation is 
defined as follows:

=
= =n n

b b b b sign Bˆ
1

( 1)
( ).jk

tl

jk
tl

jk
tl i i i i

n
ij
tl

ik
tl

i j
tl

i k
tl

ii jk
tl( )

( ) ( ) 1, 1,
( ) ( ) ( ) ( ) ( )tl

(3) 

where =b 1ij
tl( ) if X 0ij

tl( ) and =b 0ij
tl( ) otherwise. = =n b bjk

tl
i
n

ij ik
( )

1
tl is 

the number of valid samples for gene pair (j, k), and 
=B X X X X( )( )ii jk

tl
ij
tl

i j
tl

ik
tl

i k
tl( ) ( ) ( ) ( ) ( ) . Then, we can calculate S(tl) based on 

the following bridge function:

Fig. 1. Flowchart of our SRMDG model. Gene expression data collected from different cancer types are used as input to SRMDG to jointly infer multiple gene networks. Each 
network can be decomposed into three parts: a globally shared subnetwork, a partially shared subnetwork, and a cancer-type-unique subnetwork.
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=
=

( )S
sin j k

j k

ˆ , ,

1, .
jk
tl jk

tl
( ) 2

( )

(4) 

To make sure the empirical nonparanormal covariance matrix is 
positive semidefinite, following previous studies [15,18], we replace 
S(tl) with its nearest semidefinite matrix.

Note that the gene networks of different cancer subtypes may 
have some common and specific network structures, where the 
common structures can reflect their similarities and the specific 
structures can reflect their difference. Thus, to identify the common 
and specific network structures of different cancer types system-
atically, we decompose Ω(tl) into Ω(tl) = A + Z(t) + D(tl). Here, A denotes 
the globally shared edges that shared across all cancer types, Z(t) 

denotes the partially shared edges that only shared by subtypes 
belonging to t-th cancer type (t = 1, …, T), and D(tl) denotes the 
specific edges that unique to l-th subtype in t-th cancer type 
(t = 1, …, T, l = 1, …, Kt). The sparsity of A, Z(t) and D(tl) reflects the 
degree of similarities between different cancer types.

In addition to the loss function in Eq. (2), we introduce the fol-
lowing penalty function to learn the similarities between different 
cancer types:

= + + +

+ +

= + + = … = …
= = =

P K K K A

K Z D

s t A Z D for t T l K

({ }) ( )

(1 )

. . 1, , , 1, , .

tl
T

i j
ij

t

T

t
i j

ij
t

t

T

l

K

i j
ij

tl

tl t tl
t

( )
1 2

1

( )

1 1

( )

( ) ( ) ( )

t

(5) 

where λ  >  0 is a tuning parameter that controls the sparsity of the 
estimated networks. The larger the value of λ, the sparser the esti-
mated networks. 0  <  α  <  1 and 0  <  β  <  1 are used to control the 
sparse level of A, Z(t) and D(tl). The larger the values of α and β, the 
sparser the estimated A and Z(t). The smaller the values of α and β, 
the denser the estimated A and Z(t). The parameter selection strategy 
is introduced in next section.

By adding the penalty function (5) to loss function (2), we obtain 
the following sparse regularized multi-layer decomposition graphical 
model (SRMDG) for joint estimation of multiple gene networks:

+ + + +

+ +

= + + = … = …

= =

= = =

min n tr S logdet

K K K A

K Z D

s t A Z D for t T l K

{ ( ) ( )}
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(1 )

. . 1, , , 1, , .

A Z D
t

T

l

K
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tl tl tl
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i j

ij

t

T

t
i j

ij
t

t

T

l

K

i j
ij

tl

tl t tl
t

{ , , , }
1 1

( ) ( ) ( )

1 2

1

( )

1 1

( )

( ) ( ) ( )

tl t tl

t

t

( ) ( ) ( )

(6) 

2.4. Algorithm

Alternating direction method of multipliers (ADMM) algorithm 
[30] is used to solve problem (6), and the augmented Lagrangian of 
the objective function (6) is as follows:

=

+ + + +

+ +

+ < + + >

+ + +

= =

= = =

= =

= =
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t

T
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ij
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t

T
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K
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ij
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t

T

l

K
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t

T

l

K
tl t tl
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( ) ( ) ( ) ( )

1 1

( ) ( ) ( )

1 2

1

( )

1 1

( )

1 1

( ) ( ) ( ) ( )

1 1

( ) ( ) ( ) 2

t

t

t

t

(7) 

where Q(tl) is dual variable, ∥A∥F denotes Frobenius norm of matrix 
A, <A, B >  = tr(ABT), ρ is the penalty parameter. Each parameter can be 
updated by fixing other parameters in turn and the algorithm can be 
seen in Algorithm 1, where the operator Expand [31,32] is given as 
follows:

= +

= + +

++{ }Expand A n argmin nlogdet A

U D D
n

I U

( , , ) ( )
2

1
2

4

S F

T

2

2

p

(8) 

where UDUT is the eigenvalue decomposition of a symmetric matrix 
A. The operator Γ is given by:

= +A argmin X A X( , )
1
2X F i j ij

2

(9) 

we set ρincr = 1.2 to speed up the convergence of the algorithm. In the 
implementation of our algorithm, the stopping criterions for the 
inner loop are:

= = = =
( ) ( ) 10 ( )

t

T

l

K

ij ij
tl k

ij
tl k

t

T

l

K

ij ij
tl k

1 1
( ) ( ) ( ) ( 1) 5
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+ +
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= =
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5

1 1

( ) ( )

t

t
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where (⋅)(k) denotes the estimated parameters at the k-th iteration.
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Algorithm 1. ADMM algorithm for solving SRMDG.

3. Simulation studies

3.1. Data generation

To simulate conventional bulk sequence data and scRNA-seq data 
separately, we generate two types of synthetic data using different 
methods. In this subsection, we discuss the details of the data gen-
eration procedure.

3.1.1. Gaussian data generation
In this study, we consider T = 3 cancers and 4 subtypes for each 

cancer, resulting in 12 scale-free networks corresponding to 12 
subtypes. Each network contains p = 100 common genes. We gen-
erate different sample sizes n = 50, 100, 200 to evaluate the perfor-
mance. The details of generating Gaussian distributed data for scale- 
free networks are described as follows: 

1. Utilize the “sample_pa()” function in “igraph” package to gen-
erate a scale-free network with p nodes as the globally shared 
subnetwork that shared by all cancer types;

2. For each cancer type, use the “sample_gnm()” function in “ig-
raph” package to generate a partially shared subnetwork that 
shared by subtypes belonging to this cancer type. The number of 
edges in the partially shared subnetwork is the number of edges 
in the globally shared subnetwork multiply by ε. In this study, we 
set ε = 0.8, 1, 1.2;

3. For subtypes belonging to same cancers, use the “sample_gnm()” 
function in “igraph” package to generate their cancer-type- 

unique subnetworks. The number of edges in the cancer-type- 
unique subnetwork is the number of edges in the globally shared 
subnetwork multiply by ϕ. In this study, we set ϕ = 0.3, 0.5, 1;

4. For each network, create a p × p symmetric matrix to store the 
weights assigned to edges in the network. In this study, the edge 
weights are generated from Unif([ − 1, − 0.5] ∪ [0.5, 1]);

5. Ω(tl) is generated as Ω(tl) = A + Z(t) + D(tl) + δ(t)I, where A denotes the 
globally shared subnetwork, Z(t) denotes the partially shared 
subnetwork, D(tl) denotes the cancer-type-unique subnetwork 
and δ(t) is used to guarantee the positive definiteness of Ω(tl), I is a 
p × p identity matrix;

6. Generate ntl independent observations from N (0, ( ) )tl( ) 1 and 
use them as gene expression data sets. Then the generated data 
can be used to estimate the sample covariance matrices S(tl).

3.1.2. Non-Gaussian data generation
We employ the data generation procedure described in [33] to 

generate the non-Gaussian data. The networks are generated in the 
same way as for Gaussian data (Steps 1–3). When the adjacency 
matrices are generated, we use the “create_network_from_ 
adjacency_matrix()” function and the “gen_partial_correlations()” 
function in “SeqNet” package to generate the corresponding net-
works and precision matrices respectively. Then we use the “gen_-
rnaseq()” function in “SeqNet” package to generate the gene 
expression data with the default settings in the breast cancer 
dataset.

3.2. Compared methods and evaluation metrics

In SRMDG, the values of tuning parameters α and β that control 
the level of similarity among networks are set to α = 0.3, 0.2, 0.1, 
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β = 0.2, 0.1 and parameter λ that controls the level of sparsity is set to 
10 possible values equally spaced in log scale between 0.1 and 2.5. To 
evaluate the performance of SRMDG, we compare it with three 
state-of-the-art network inference methods: 

• Graphical Lasso (glasso) [34], a network inference method de-
signed for single network estimation. When applying glasso, 
networks are estimated for each subtype separately and the 
tuning parameter that controls the sparsity of the estimated 
network is set to λ = 0.01, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6.

• Group graphical Lasso (GGL) [13], a method for jointly estimate 
multiple Gaussian graphical models with a group Lasso penalty 
to control the similarities between individual networks. To easy 
interpret “sparsity” and “similarity”, GGL reparameterize the 
tuning parameters as: = + (1 2 )1 1 2, =2

+(1 2 ) ( (1 2 ) )2 1 2 . We set ω2 = 0.7, 0.5, 0.3, 0.15 and ω1 

are set to the total of 10 possible values equally spaced in log 
scale between 0.01 and 1.5. When applying GGL, the networks of 
subtypes belonging to the same cancer type are estimated jointly.

• Joint estimation of gene networks across multiple subpopula-
tions and data types (JEGN) [15] uses a group Lasso penalty to 
encourage a similar pattern of sparsity among data types and to 
encourage a shared network structure among different sub-
populations. The tuning parameter of JEGN is set to 
α = 0.2, 0.3, 0.4, 0.5 for Gaussian data and α = 0.1, 0.2, 0.3, 0.4 for 
non-Gaussian data and β are set to the total of 10 possible values 
equally spaced in log scale between 0.1 and 2. For JEGN, the 
number of data types is set to one, and the networks of subtypes 
belonging to the same cancer type are estimated jointly.

All of these methods are implemented in R language. Since glasso 
and GGL are designed for Gaussian data, we use Kendall’s tau coef-
ficient to estimate the sample covariance matrices for non- 
Gaussian data.

We evaluate the performance of various methods in terms of 
precision and recall, as real networks are typically sparse [35]. Let 
ˆ ij

tl( )
and ij

tl( ) denote the (i, j)-th entry of the estimated precision 

matrix ˆ tl( ) and the true precision matrix Ω(tl), then the precision and 
recall can be computed as follows:

= = = <

= = <

precision
1{ ˆ 0, 0}

1{ ˆ 0}

t
T

l
K

i j ij
tl

ij
tl

t
T

l
K

i j ij
tl

1 1
( ) ( )

1 1
( )

t

t
(12) 

= = = <

= = <

recall
1{ ˆ 0, 0}

1{ 0}
t
T

l
K

i j ij
tl

ij
tl

t
T

l
K

i j ij
tl

1 1
( ) ( )

1 1
( )

t

t
(13) 

where 1{ ⋅ } is an indicator function and we set =ˆ 0ij if <ˆ 10ij
5

and =ˆ 1ij otherwise.

3.3. Simulation results

To study the effect of the sample size on network inference, we 
generate synthetic data with different sample sizes, i.e., 
n = 50, 100, 200. The number of genes is set to p = 100.

Figs. 2–4 illustrate the results of various methods on Gaussian 
data with ε = 0.8, 1, 1.2 respectively. Here, the results of each method 
are obtained by averaging over 5 random repetitions. Different col-
umns correspond to different sample sizes, and different rows 

correspond to different values of ϕ. Within each plot, each colored 
line corresponds to the results of a method, e.g., with fixed values of 
α and β for SRMDG (α for JEGN and ω2 for GGL), and varying values of 
λ for SRMDG and JEGN (ω1 for GGL). We can find from these figures 
that JEGN outperforms GGL and glasso, demonstrating the benefit of 
considering the similarities between different networks. Our SRMDG 
can achieve the best performance in all cases, indicating the effec-
tiveness of our model in capturing the multi-layer similarities be-
tween different networks.

To simulate dropout events in scRNA-seq data, we also generate 
non-Gaussian data with missing values and consider different 
missing rates. For 50% of the samples, the missing rate δ is set to be 
0.5 and for the rest of the samples, δ is set to be 0.1. The results on 
these datasets are shown in Figs. 5, 6 and 7. We can see from these 
figures that SRMDG still outperforms the other compared methods 
in most cases.

4. Real data analysis

4.1. Parameter selection

When analyzing real datasets, there are three tuning parameters 
(α, β and λ) in our model that need to be predefined. λ is used to 
control the overall sparsity of the estimated networks, while α and β 
are used to control the sparsity of the estimated globally shared, 
partially shared and cancer-type-unique subnetworks. To get an 
optimal model and balance the complexity of the model simulta-
neously, the values of α, β and λ are determined via Akaike in-
formation criterion (AIC):

= +
= =

AIC n tr S n logdet n{ ( ˆ ˆ ) ( ˆ ) 2 }
t

T

l

K
tl

tl tl
tl

tl
e
tl

1 1

( ) ( ) ( ) ( )t
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where n2 e
tl( ) is the number of non-zero entities in the estimated 

precision matrix ˆ tl( ), Ŝ
tl( )

is the estimated convariance matrix. To 
avoid the condition that one of the estimated networks in A, Z(t), D(tl) 

is empty, the selection of α, β and λ are restricted such that the 
number of edges in each network is larger than 150.

4.2. Joint analysis of breast and ovarian cancer

To evaluate the performance of SRMDG on real datasets, we first 
apply it to the bulk tissue gene expression data of breast cancers and 
ovarian serous cystadenocarcinoma (OV) cancers collected from The 
Cancer Genome Atlas (TCGA: https://tcga.xenahubs.net) [36]. Here, 
we focus on 389 genes covered by mTOR, Notch, P53, and WNT 
pathways, which are critical cancer-related pathways [37]. In parti-
cular, for breast cancer, the microarrays of four subtypes are col-
lected from Agilent G450 platform, including 94 Basal-like tumors, 
58 HER2-enriched tumors, 231 Luminal A tumors and 127 Luminal B 
tumors. For ovarian cancer, the microarrays of four gene expression 
subtypes are collected from Agilent G450 platform, including 67 
differentiated samples, 82 immunoreactive samples, 68 mesench-
ymal samples, and 75 proliferative samples.

We first analyze our estimated globally shared subnetwork 
shared by all cancer types. Fig. 8 presents the globally shared sub-
network predicted by our model. Nodes marked with yellow indicate 
the top-10 genes with the highest degree. Among these genes, ARAF, 
RPS6KB2, AKT1 and AKT1S1 play important roles in cell prolifera-
tion, differentiation, migration and survival [38–40]. Overexpression 
of MAPKAP1 has been shown to be associated with many types of 
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cancer [41]. SERPINF1, which acts as a multifunctional secreted 
protein, has anti-tumor function [42]. The expression of PLCB3 is 
higher in tumor tissue than in normal tissue [43]. As a novel tumor 
suppressor, CHUK/IKKα appears in a large number of human organs 
[44]. FAS and its ligand (FasL) are important in apoptosis and car-
cinogenesis and mutations in genes encoding FAS have been found 
to increase the risk of developing multiple types of cancer [45].

For partially shared subnetworks that are shared by subtypes 
belonging to the same cancer types, Table 1 shows the top-5 genes 
with the highest degrees in the partially shared subnetworks of 
different cancer types (genes that are presented in the globally 
shared subnetwork are removed). For genes detected in breast 
cancer, Chen et al. [46] showed that PIK3CD is associated with 
breast cancer. Evron et al. [47] found that CCND2 may be involved 

Fig. 2. The results on Gaussian data with ε = 0.8. Different columns correspond to different sample sizes, and different rows correspond to different values of ϕ. Within each plot, 
each colored line corresponds to the results of a method, e.g., with fixed values of α and β for SRMDG (α for JEGN and ω2 for GGL), and varying values of λ for SRMDG and JEGN (ω1 

for GGL). The results are obtained by averaging over 5 random repetitions.
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in the development of breast cancer. SFRP2 acts as a target for 
epigenetic inactivation [48], and PRR5 is frequently deleted during 
breast carcinogenesis [49]. Zhang et al. [50] found that MFNG 
modulates Notch activation in human and mouse Claudin-low 
breast cancer cell lines. For genes detected in ovarian cancer, 
Hoffmann et al. [51] found mutations of FZD9 in High-grade serous 
ovarian cancer (HGSOC) could impair signal transduction. Hao et al. 

[52] discovered that knocking out GTSE1 significantly reduced the 
proliferation of ovarian cancer OVCA420 cells. Increasing evidence 
suggests that E2F1 is associated with ovarian carcinoma [53,54]. 
Aird et al. [55] showed that RRM2 affects the growth of human 
epithelial ovarian cancer cells. The expression of APC2 is sig-
nificantly reduced in ovarian cancer cells compared to other cell 
lines [56].

Fig. 3. The results on Gaussian data with ε = 1. Different columns correspond to different sample sizes, and different rows correspond to different values of ϕ. Within each plot, 
each colored line corresponds to the results of a method, e.g., with fixed values of α and β for SRMDG (α for JEGN and ω2 for GGL), and varying values of λ for SRMDG and JEGN (ω1 

for GGL). The results are obtained by averaging over 5 random repetitions.
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For cancer-type-unique subnetworks, Table 2 shows the top-5 
genes with the highest degree in each cancer-type-unique sub-
network (genes presented in the globally shared subnetwork and 
partially shared subnetworks are removed). In Basal-like tumors, it 
is common to see the functional loss of RB1 [57] and FZD4 is up- 
regulated in the Basal-like and mesenchymal subtypes [58,59]. In 
HER2-enriched tumors, TLE3 is overexpressed in the largest 

number of HER2-positive breast cancer patients [60]. Extensive 
data suggest an intimate relationship between ESR1 and HER2- 
enriched tumors [61–63], with high FGF2 levels promoting HER2 
expression in breast cancer cells [64–66]. Monaco et al. [67] found 
that LPIN1 was lower in the HER2 subtype. In both Luminal A and 
Luminal B tumors, Darbeheshti et al. [68] showed a significant 
positive correlation between EGFR expression and luminal tumor 

Fig. 4. The results on Gaussian data with ε = 1.2. Different columns correspond to different sample sizes, and different rows correspond to different values of ϕ. Within each plot, 
each colored line corresponds to the results of a method, e.g., with fixed values of α and β for SRMDG (α for JEGN and ω2 for GGL), and varying values of λ for SRMDG and JEGN (ω1 

for GGL). The results are obtained by averaging over 5 random repetitions.
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size. Roarty et al. [69] found that mRNA expression of ROR1 de-
creased in luminal A and luminal B subtypes. Finn et al. [70] found 
that advanced ER+ /luminal subtypes of breast cancer can be sig-
nificantly suppressed by combining a CDK4/6 inhibitor with an 
aromatase inhibitor. Mamoor et al. [71] found that the expression of 
SFRP1 in breast cancer was associated with overall survival in pa-
tients with luminal A subtype. The Notch pathway plays a key part 
in estrogen resistance in luminal B breast cancer [72]. Lubecka et al. 

[73] suggested an increase in methylation within the MAML2 en-
hancer region in breast cancer cells.

In differentiated subtypes, Wei et al. [74] found that NKD2 plays 
a role in inhibiting ovarian cancer cell proliferation, colony for-
mation, and cell migration, and can suppress tumor progression. 
PPARD target genes upregulated in ovarian cancer TAMs (tumor- 
associated macrophages) [75]. Some genes, including WNT10B, 
WNT9B, and WIF-1, exhibit tumor-specific expression or down- 

Fig. 5. The results on non-Gaussian data with missing values with ε = 0.8. Different columns correspond to different sample sizes, and different rows correspond to different 
values of ϕ. Within each plot, each colored line corresponds to the results of a method, e.g., with fixed values of α and β for SRMDG (α for JEGN and ω2 for GGL), and varying values 
of λ for SRMDG and JEGN (ω1 for GGL). The results are obtained by averaging over 5 random repetitions.
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regulated expression compared to normal ovarian surface epithe-
lium [76]. Davidson et al. [77] reported that CCNE1 expression le-
vels were significantly higher in differentiated ovarian cancer than 
in diffuse malignant peritoneal mesothelioma. In the im-
munoreactive subtype, FOSL1 expression levels are correlated with 
tumor grade, stage, aggressiveness, and response to chemotherapy, 
and MAPK9 is up-regulated. [78]. Activation levels of EIF4E are 
higher in ovarian cancer cells than in normal ovarian epithelial cells 
[79]. In the mesenchymal subtype, Cecco et al. [80] suggested that 
FGF2 signaling plays a central role in maintaining the plasticity of 

ovary-derived cells throughout the carcinogenesis process. Wang 
et al. [81] found that miR-130a, which is over-expressed in HGSOC, 
is a negative regulator of TSC1, and inhibition of miR-130a de-
presses levels of mesenchymal markers. IGF1 may inhibit the ex-
pression of E-cadherin and facilitate the epithelial-to- 
mesenchymal transition in ovarian cancer cells [82,83]. In the 
proliferative subtype, ESR1 regulates ovarian cancer cell prolifera-
tion and apoptosis by mediating E2 signaling [84]. HEY1 and HEYL 
have been shown to be associated with ovarian cancer [85]. Ma 
et al. [86] suggested that SIVA1 is stably overexpressed in ovarian 

Fig. 6. The results on non-Gaussian data with missing values with ε = 1. Different columns correspond to different sample sizes, and different rows correspond to different values 
of ϕ. Within each plot, each colored line corresponds to the results of a method, e.g., with fixed values of α and β for SRMDG (α for JEGN and ω2 for GGL), and varying values of λ for 
SRMDG and JEGN (ω1 for GGL). The results are obtained by averaging over 5 random repetitions.
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cancer cell lines, and that overexpression of SIVA1 inhibits cancer 
cell proliferation.

4.3. Joint analysis of CML and HCC cancer cell lines

We then apply SRMDG to scRNA-seq data to assess if SRMDG can 
help to reveal the common and specific gene regulatory mechanisms 
of different cancer cell lines. We collect the gene expression data of 
K562 and KBM7 cell lines in chronic myelogenous leukemia (CML) as 
well as HuH-7 and HuH-1 cell lines in hepatocellular carcinoma 

(HCC). The K562 cell line includes 91 cells [87], which can be 
downloaded from the GEO database (GSE76312). The KBM7 cell line 
includes 95 cells [88] and can be downloaded from the GEO database 
(GSE68596). HuH-1 and HuH-7 cell lines are collected from the same 
dataset [89] which includes 55 and 63 cells respectively and can be 
downloaded from the GEO database (GSE103866). In this study, 411 
genes belonging to the chronic myelogenous leukemia, hepatocel-
lular carcinoma, Notch, WNT and PI3K-AKT pathways were analyzed.

Fig. 9 shows our predicted globally shared subnetwork. Nodes 
marked with yellow denote the top-10 genes with the highest 

Fig. 7. The results on non-Gaussian data with missing values with ε = 1.2. Different columns correspond to different sample sizes, and different rows correspond to different values 
of ϕ. Within each plot, each colored line corresponds to the results of a method, e.g., with fixed values of α and β for SRMDG (α for JEGN and ω2 for GGL), and varying values of λ for 
SRMDG and JEGN (ω1 for GGL). The results are obtained by averaging over 5 random repetitions.
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degrees. Among these genes, YWHAZ, ACTB, ACTG1, EIF4E, RHOA, 
and GNG5 have been shown to be closely related to a wide range of 
cancers and to be involved in a variety of cellular activities such as 
cell growth, apoptosis and migration/invasion [90–93–96,97]. 
HDAC2 mutant cells can upregulate tumor-promoting genes such as 

mediators of cell cycle progression [98]. ITGB1 is overexpressed in 
tumor cells and is associated with angiogenesis, tumor progression 
and metastasis process [99,100]. Heterozygous missense mutations 
of PPP2R1A is commonly occur in human cancers [101]. Methylated 
HSP90AB1 promotes the proliferation of cancer cells [102].

For the partially shared subnetwork of cell lines belonging to the 
same cancer, Table 3 shows the top-5 genes with the highest de-
grees. In hepatocellular carcinoma (HCC), ATF2 is up-regulated in 
HCC patients, and by directly targeting miR-548p and controlling its 
expression, ATF2 can promote HCC cell proliferation, migration, and 
invasion and inhibited cell apoptosis [103]. Wang et al. [104] found 
that PPP2R5E is up-regulated in HCC patients who exhibit early re-
current disease. Liu et al. [105] suggested that PBRM1 is frequently 
mutated in HCC. GSK3B interacts with MYH9 to dysregulate the β- 
catenin destruction complex and induces tumor-related signal 
transduction in the downstream of HCC [106]. In chronic 

Fig. 8. The globally shared subnetwork shared by all subtypes of breast and ovarian cancers. Nodes marked with yellow denote the top-10 genes with the highest degrees. 

Table 1 
The top-5 genes with the highest degrees in the partially shared subnetworks of 
different cancers. 

Rank Breast cancer Ovarian cancer

1 PIK3CD FZD9
2 CCND2 GTSE1
3 SFRP2 E2F1
4 PRR5 RRM2
5 MFNG APC2

Table 2 
The top-5 genes with the highest degrees in different subtypes. 

Breast cancer Ovarian cancer

Rank Basal-like HER2-enriched Luminal A Luminal B Differentiated Immunoreactive Mesenchymal Proliferative

1 RB1 TLE3 EGFR NOTCH1 NKD2 NCOA1 FGF2 HEY1
2 FZD4 ESR1 TLE4 MAML2 PPARD NOTUM ULK2 ESR1
3 CAB39 PRKAA1 ROR1 TLE4 WNT9B FOSL1 TSC1 WDR59
4 RAC2 FGF2 CDK6 EGFR FZD1 MAPK9 PPP3CC HEYL
5 COP1 LPIN1 SFRP1 ROR1 CCNE1 EIF4E IGF1 SIVA1
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myelogenous leukemia (CML), Si et al. [107] provided a prospective 
regulatory pathway linking downregulated targets of miR-99a, such 
as PPP3CA, to the dysregulated vital genes related to leukemic cell 
expansion. Elhoseiny et al. [108] suggested that the GSTP1 gene 
polymorphism was associated with an increased risk of CML. Sopper 
et al. [109] found that ADAM17 enzymatic activity was significantly 
elevated in pretreatment of CML plasma samples. Xiao et al. [110]
demonstrated that up-regulation of NQO1 reduces CML cellular 
proliferation.

For subnetworks that are specific to a particular cell line, the top- 
5 genes with the highest degree are analyzed. The results are shown 

in Table 4. For the HuH-1 cell line in HCC, the down-regulation of 
TBL1Y produces a dramatic increase in apoptosis in HCC cells [111]. 
The expression of FGF7 was found to be increased in human HCC 
tissues [112]. PDGFRA overexpression in HCC is significantly asso-
ciated with tumor size and weight [113]. EFNA5 is consistent with 
poorer survival in patients with HCC [114], and SYK has been pro-
posed as a novel biomarker for HCC [115]. In the HuH-7 cells, ex-
pression of ITGA2B is significantly associated with overall survival or 
relapse-free survival in patients with HBV-related HCC [116]. EZH2 
occupancy is associated with reduced expression of NKD1 and 
PPP2R2B compared to normal liver tissue [117]. WNT5B is up- 

Fig. 9. The globally shared subnetwork that shared across all cell lines of CML and HCC cancers. Nodes marked with yellow denote the top-10 genes with the highest degrees. 

Table 3 
The top-5 genes with the highest degrees in the partially shared subnetworks of two 
cancers. 

Rank Hepatocellular carcinoma Chronic myelogenous leukemia

1 ATF2 PPP3CA
2 PPP2R5E GSTP1
3 IFNAR2 ADAM17
4 PBRM1 LAMC2
5 GSK3B NQO1

Table 4 
Top 5 nodes with the highest degrees in different cell lines. 

Hepatocellular carcinoma Chronic myelogenous leukemia

Rank HuH-1 HuH-7 K562 KBM7

1 TBL1Y JAK3 ARID2 RPS6KB1
2 FGF7 ITGA2B INSR E2F2
3 PDGFRA PPP2R2B CTBP1 ZNRF3
4 EFNA5 WNT5B CSNK2B AKT2
5 SYK PLCG2 IGF1 RPS6
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regulated on the CS and CSHA membranes in HuH-7 cells [118] and 
genes associated with cell death and transcriptional regulation such 
as PLCG2 tend to be up-regulated as well [119].

For the K562 cell line in chronic myelogenous leukemia, 
knockout of ARID2 can result in lower cell counts compared to 
normal cells [120]. High expression of CTBP1 in the CML K562 and 
lymphoblastic leukemia MOLT-4 cell lines is a common expression 
difference [121]. Aro et al. [122] found that autocrine production of 
IGF1 may play an important role in the growth of K562 cells via IGF- 
IR. In the KBM7 cell line, the mTORC1-S6K1 signaling pathway 
mediates the induction of downstream glycolysis [123]. AKT2 in-
hibits leukemic cell proliferation and induces apoptosis [124]. 
Clapper et al. [125] suggested that the protein levels of BCR-ABL, 
which translocation occurs in CML, are suppressed by mTOR, parti-
cularly via RPS6 during hypoxia.

The above results demonstrate that our model can efficiently 
identify the globally shared, partially shared and cancer-type-unique 
subnetworks of multiple cancer subtypes or cell lines collected from 
multiple cancer types. Our predicted networks can provide im-
portant insights into the common and specific regulatory mechan-
isms for different cancer types.

5. Conclusion

The development of high-throughput sequencing techniques has 
facilitated the inference of gene networks via computational ap-
proaches. Cancer is a heterogeneous disease and the same cancer 
type may contain numerous different subtypes or cancer cell lines, 
while different cancer types may have certain commonalities. Thus, 
the similarities between different cancer types may be hetero-
geneous and multi-layered. However, existing network inference 
methods typically ignore the multi-layer heterogeneity between 
different cancer types, which makes them unsuitable for joint esti-
mation of multiple cancer-type-specific gene networks. In this study, 
we proposed a novel sparse regularized multi-layer decomposition 
graphical (SRMDG) model for estimating gene networks of multiple 
cancer types jointly. By decomposing each network into a combi-
nation of globally shared, partially shared, and cancer-type-unique 
components, our model can effectively identify the common and 
distinct components of multiple cancer-type-specific gene networks. 
Moreover, our model is able to handle non-Gaussian data with 
missing values, which makes it suitable for analyzing various types 
of gene expression data. Both simulation studies and real data ana-
lyses demonstrate the effectiveness of our model in jointly inferring 
multiple gene networks.

Although our model achieves good performance in multi-net-
work inference, it is based on the assumption that all nodes have the 
same linking probability and all edges are independent, ignoring 
other prior information about gene regulatory interactions. 
However, a real biological network usually has a number of hub 
nodes whose degrees are much higher than the remaining nodes. 
Moreover, an growing amount of prior knowledge about gene reg-
ulatory interactions is accumulated. In the future, we will try to 
extend our model to deal with hub-driven gene dynamics and in-
tegrate various types of prior knowledge.
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