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ABSTRACT

The spliceosome catalyzes the removal of introns
from pre-messenger RNA (mRNA) and subsequent
pairing of exons with remarkable fidelity. Some ex-
ons are known to be skipped or included in the ma-
ture mRNA in a cell type- or context-dependent man-
ner (cassette exons), thereby contributing to the di-
versification of the human proteome. Interestingly,
splicing is initiated (and sometimes completed) co-
transcriptionally. Here, we develop a kinetic mathe-
matical modeling framework to investigate alterna-
tive co-transcriptional splicing (CTS) and, specifi-
cally, the control of cassette exons’ inclusion. We
show that when splicing is co-transcriptional, default
splice patterns of exon inclusion are more likely than
when splicing is post-transcriptional, and that cer-
tain exons are more likely to be regulatable (i.e. cas-
sette exons) than others, based on the exon–intron
structure context. For such regulatable exons, tran-
scriptional elongation rates may affect splicing out-
comes. Within the CTS paradigm, we examine pre-
viously described hypotheses of co-operativity be-
tween splice sites of short introns (i.e. ‘intron defi-
nition’) or across short exons (i.e. ‘exon definition’),
and find that models encoding these faithfully reca-
pitulate observations in the fly and human genomes,
respectively.

INTRODUCTION

Eukaryotic genes are organized into coding exons, sepa-
rated by non-coding intron sequences that are removed
from the pre-messenger RNA (mRNA) via splicing to pro-

duce the mature mRNA. Distinct mRNA isoforms may be
generated from a single gene by alternative splicing (AS).
AS is a critical mechanism that vastly expands transcrip-
tome and proteome diversity and regulates many biological
functions, including development and differentiation. Mis-
regulation of AS is implicated in many diseases including
neurological disorders and cancer (1,2). One of the most
commonly studied forms of AS is exon skipping in which a
single so-called ‘cassette exon’ is either included or excluded
in the mature mRNA.

AS may generate cell-specific, tissue-specific or context-
dependent mRNA isoforms. Substantial advances have
been made in identifying the cis-elements and trans-acting
factors that regulate AS in a variety of physiological con-
texts and in several organisms. In mammalian cells, splic-
ing enhancer and repressor sequences have been identified,
as well as cognate RNA-binding proteins (RBPs) that may
function to enhance exon inclusion or skipping (3). With
the advent of genome-wide mRNA measurements, efforts
are under way to identify the binding sequences and loca-
tions of all human splicing factors, and characterize their
functions in determining mRNA isoforms, e.g. (4). The re-
sulting genome-wide data can form the basis for compu-
tational modeling of the so-called splicing code to predict
mRNA isoforms in a variety of cell types or conditions. To
date, the most successful models have employed a statisti-
cal learning approach that side-steps an understanding of
underlying molecular mechanisms (5,6). Interestingly, these
models involve not only RBP–RNA interaction parameters
but also a variety of genetic and epigenetic features as input
parameters for the statistical learning algorithm. The im-
portance of such parameters in the model suggest that gene
structure, chromatin and RNA polymerase play a role in de-
termining splicing outcomes. However, the mechanistic un-
derpinnings of these statistical parameters remain unclear
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although emerging research has provided qualitative links
between AS and chromatin-associated events (7,8).

Recent studies have revealed splicing as a largely co-
transcriptional process, which is usually initiated and some-
times completed on the chromatin and during the RNA
polymerase elongation phase (9–12). This realization has
led to the formulation of dynamical co-transcriptional splic-
ing (CTS) models (13–17), which allow exploration of how
intron excision efficiency is a function of gene structure,
polymerase dynamics and other chromatin events during
CTS. However, these models cannot (yet) be used to study
AS. Alternative splice site choice may be affected when
splicing is co-transcriptional, as the Pol II elongation rate
determines the timing of splice signal availability and com-
petition between splice sites (18–22). Further kinetic com-
plexities may arise when there is cooperativity between
neighboring splice sites across introns or exons, as proposed
as part of the intron or exon definition hypotheses (23).

In this study, our aim was to develop a foundation for
mathematical modeling co-transcriptional alternative splic-
ing (CTAS), in order to relate gene structure, polymerase
dynamics and splice site co-operativity to the propensity for
an alternatively spliced cassette exon. We provide two for-
mulations of the CTAS model. The more complete formu-
lation encodes distinct events at the 5′ and 3′ ends of each
intron and a joining event. This formulation can easily be
executed to test AS scenarios requiring six or fewer splice
sites, but becomes intractable when large number of introns
must be considered. The CTASsimple formulation assumes
that the reactions at the 5′ and 3′ ends are fast, such that they
do not need to be kinetically described, resulting in a sim-
plified computation. This formulation enables us to simu-
late splicing of gene isoforms containing up to nine introns,
encompassing the splicing landscape of over half of all hu-
man genes. We show that the model can recapitulate impor-
tant regulatory consequences of both exon definition and
intron definition (24,25), and can additionally be used to
simulate the effects of RNA polymerase-mediated recruit-
ment of splicing factors (26,27).

MATERIALS AND METHODS

Model description

The model is represented as a Markov Chain (MC) with
transition matrix Q and is always a Directed Acyclic Graph.
The root node represents the premature transcript with all
introns present and all other nodes represent unique states
of splicing outcomes. The absorbing states in the MC are
all fully spliced products. The edges connecting the nodes
represent splicing-related reactions, either splice site avail-
ability or pairing reactions. Availability reactions at 5′ and
3′ splice sites of introns a and b proceed with rates k5′(a) and
k3′(b), respectively. Pairing reactions between a 5′ splice site
of exon (a) and 3′ splice site of exon (b) (subject to b ≥ a)
can proceed (at rate kpa–b) only if the availability reactions
have occurred at the respective splice sites.

For a gene with N introns, there are N–1 internal exons,
and thus 2N–1 possible fully spliced products, because each
internal exon can either be included or excluded. Each of
the 2N–1 fully spliced isoforms is represented by a subset
Sf of absorbing nodes. All such subsets Sk∀ k ∈ [1, 2, . . . ,

2N − 1] are non-overlapping. This interpretation is necessary
because for each of n exons that was skipped in a given iso-
form, there are two splice sites adjacent to that exon that
were not used in any splicing reaction, yet an availability
event may have occurred at each of those splice sites. Thus,
the subset Sk for isoform k that skips n exons contains 4n
nodes.

Each node x is represented by a lexographically ordered
series of reactions that it has undergone. Let R be an up-
per diagonal matrix entries of all the pairing reactions. Rij
represents a pairing of the 5′ splice site from intron i to the
3′ splice site of intron j: i ≤ j. A constitutive splicing reac-
tion occurs when i = j. There are N(N + 1)/2 splicing re-
actions possible. We denote the identity of each node by a
tuple of availability reactions states and entries into R. For
example, a splicing intermediate in which intron 1 is consti-
tutively spliced and the donor of intron 2 has spliced to the
acceptor of intron 3, and the availability reactions have not
occurred at the unused splice sites, is denoted:

xr5
1 ,r3

1 ,r5
2 ,r−3

2 ,r−5
3 ,r3

3 ,(1,1)(2,3).

where r 5
j and r 3

j indicate recruitment at the 5′ and 3′ splice
sites, respectively, of intron j have occurred, and r−5

j and r−3
j

indicate that they have not.

Simulations of transcripts of model genes

To simulate each phase of the splicing of a transcript, we
require a vector β of starting probabilities, such that

−→
Pβ (t) = βe−Qt

with βa is the probability of starting in state a, and
−→
Pβ(t) is

the probability of being in state b after time t given β and
Q, the transition matrix.

Simulating post-transcriptional splicing (PTS) is equiva-
lent to letting the simulation run until t →∞. In this case,
the solution can be found by setting all diagonals of M that
correspond to the non-zero eigenvalues of Q, to 0. To sim-
ulate purely PTS, meaning that no CTS is allowed, we use
the full Q of N introns and the initial β0:

βi j =
{

1 if i = 1
0 otherwise

To simulate CTS, the simulation is broken up into phases
corresponding to the time intervals during which certain
subsets of splicing reactions are available. The elongation
rate and the distance between splicing elements determine
the duration of each phase. For example, after the first
intron is transcribed, only intron 1 can be spliced while
RNAPol processes through the downstream region, until
intron 2 is transcribed. We shall denote this duration as T1.

Starting first with N = 1, we use the initial β0 = [10] and
compute:

θ1 = −→
Pβ0 (T1) = β0e−Q1T1 ,

which simplifies to: [
e−k1T1

1 − e−k1T1

]
,



10600 Nucleic Acids Research, 2018, Vol. 46, No. 20

where k1 is the rate of constitutively splicing the first intron.
Next the vector β1 is constructed from the results of sim-

ulating phase I:

β1 =
[
θ2, 
0y2

]
,

where 
0y2 is a vector of length y2 = rows(Q2) − rows(Q1).
This vector is then used to simulate phase II:

θ2 = −→
Pβ1 (T2) = β1e−Q2T2 .

For a gene with N introns, this strategy is then iteratively
followed until we have computed θN, which is the vector of
probabilities of each state after CTS. Note that TN corre-
sponds to the time it takes to elongate the final exon. Once
this CTS vector has been calculated, we simulate PTS as de-
tailed above, starting with β = θN, to obtain θ complete, which
gives us the probability of obtaining each of the 2N− 1 fully
spliced isoforms. (θ complete will be 0 for all transient states
of the matrix, which represent the intermediates containing
one or more introns. We obtain the following expression for
θ complete:

θ complete =
[[[[

β0 ∗ e−Q1T1 , 
0y2

]
∗ e−Q2T2 , 
0y3

]
. . . 
0yN

]
∗ e−QN TN

]

∗e−QN∞

Simulations of human and fly transcriptomes

For both Homo sapiens and Drosophila melanogaster, we
selected 100 RefSeq genes at random from each group of
genes containing 2–6 exons (500 genes total per species).
Care was taken to ensure that the lengths of exons and in-
trons were indeed representative of all genes in each class.
The lengths of all introns and exons were used as input for
the model to calculate θ complete: the time vector 
T was de-
termined length of each gene element in combination with
the default elongation rate E, determined, where T1 = E *
(length of exon 2 + intron), T2 = E * (length exon 3 + intron
3), etc.

Modeling the splicing joining rate in the case of intron defini-
tion (IS)

DNA looping studies have demonstrated a log-linear re-
lationship between looping distance and free energy asso-
ciated with looping (28). Because calculating kinetic rates
involves taking the exponential of a free energy term, ki-
netic rates of DNA looping therefore are linearly related to
distance. Similarly, intron definition generally penalizes in-
trons over 200 nt in length (29). To adapt this concept to
looping of pre-mRNA undergoing splicing, we also take
into account the propensity of RNA to take on secondary
structures via base-pairing interactions by using the square
root of distance as the penalty. This formulation results in
the following function for kp of an intron as a function of
its length L, the default splicing rate kp0, and the 200-bp
minimum:

kp (L) = kp0 ∗
(

200
max (L, 200)

)1/2

.

The model is available for download at https://github.
com/jdavisturak/AltSplicingModel.

A

B

Figure 1. A model of CTS. (A) Diagram of transcriptional phases used to
simulate the two-intron model used for testing cassette exons. (B) Splicing-
related reactions that occur in each transcriptional phase. Blue and orange
lines indicate 5′ and 3′ availability reactions (k5′(i) and k3′(i)), respectively,
and 5′ or 3′ splice sites that have become available are indicated by blue
and orange chevrons, respectively. Availability reactions describe the depo-
sition of small nuclear RNAs and interacting proteins with each splice site,
thus rendering it available to engage in pairing and excising reaction. Black
arrows indicate constitutive pairing reactions: solid black arrows corre-
spond to intron 1 removal (kp1–1) and dashed black arrows correspond to
intron 2 removal (kp2–2). Green arrows correspond to the alternative pair-
ing reaction (kp1–2). Reaction rates can either be varied or kept constant
across all phases in modeling simulations.

RESULTS

A mathematical model reveals that co- but not post-
transcriptional splicing favors a default splice pattern

To develop a model of co-transcriptional of alternative
splicing (CTAS), we first mapped out the reaction diagram
(Figure 1). In principle any 5′ splice site can join with any
downstream 3′ splice site. However, splice sites first must
be synthesized by an elongating polymerase (defined by the
phases in Figure 1), and the RNA must undergo rearrange-
ments to become ‘available’ for participating in a pairing
and excision reaction. The ‘availability reaction’ accounts
for the need to recruit small nuclear RNAs and interacting

https://github.com/jdavisturak/AltSplicingModel
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proteins, or to undergo spliceosome-mediated rearrange-
ments, and is related to splice site commitment. However,
the availability reaction does not necessarily commit the
available splice site to a specific pairing and excision event
with a specific partner splice site. The model formulation is
therefore able to account for prior observations where splice
site commitments on a given gene may occur in a differ-
ent temporal order than intron excision (30). Thus, splicing
of introns requires three steps: 5′ splice site availability, 3′
splice site availability and pairing of available splice sites,
and each state in the MC corresponds to a unique inter-
mediate step. The model assumes that elongation during a
given phase is independent of transcriptional initiation and
has a fixed duration. The probability of changing states in
a given time period is therefore a function of the rates of
all possible reactions from that state, and can be simulated
with a continuous-time MC (see ‘Materials and Methods’
section).

We first simulate phase Ia, in which the only possible ki-
netic reaction incorporates the steps leading to the availabil-
ity of the 5′ splice site of intron 1. The resulting probabilities
are then used as starting conditions for phase Ib. This strat-
egy is repeated until the final phase, where we simulate the
model for a duration approaching infinity. As a result, the
probability densities reside only with the absorbing states
of the model (which correspond to transcripts with no in-
tron). Thus, for the 2-intron case demonstrated in Figure
1, the output of the model is the fraction of isoforms that
have 0 or 1 intron removed. For the 3-intron case, for ex-
ample, the output is the fraction of isoforms that have 0, 2,
or the case of either the first or second intron removed (see
‘Materials and Methods’ section).

As the combinatorial expansion of splice sites renders this
model intractable when considering more than six splice
sites, we also constructed a modified version of the model
(CTASsimple) where the 5′ and 3′ splice sites availability re-
actions are not explicitly considered rendering the catalytic
splicing reaction, the sole regulatory reaction. This contrac-
tion greatly simplifies the computations and allows us to
simulate genes containing up to nine introns.

To examine the quantitative aspects of the CTASsimple
model, we first simulated splicing patterns in model genes
under various elongation conditions. For a simple gene with
one potentially alternative exon, the alternative reaction has
to compete with two constitutive reactions. If CTS does not
occur and all pairing rates are equal, then the middle exon
will be skipped in 33% of the transcripts (Figure 2A, left).
However, if CTS (i.e. non-instantaneous elongation in the
model) occurs, there will be a small window during which
the 5′ splice site of the first intron may be paired to the 3′
splice site of the first intron, but not to the second intron.
When elongation is relatively fast or slow (e.g. 6 kb/min
or 1.5 kb/min), exon skipping ranges from 19 to 4% in the
model gene (Figure 2A, middle and right, respectively). This
general principle also applies to genes with more than two
introns where perfect fidelity (all exons included) falls off as
a function of intron count, and decreasing the elongation
rate dramatically decreases the fraction of transcripts that
skip many exons (Figure 2B).

These results indicate that when transcripts are primarily
spliced co-transcriptionally, the default mode of splicing in-

cludes all exons. In contrast, if the CTS rate is low and there-
fore most transcripts are spliced post-transcriptionally, then
the propensity for exon skipping increases, and no predomi-
nant default splice pattern in the mature transcript emerges.

Gene structure determines the default splice pattern and the
regulatability of cassette exons

We next investigated the relationship between gene struc-
tures and exon inclusion using the full CTAS model. A typ-
ical long intron (3 kb) downstream from a cassette exon re-
sulted in high exon inclusion (94 or 82% at 3 or 8 kb/min,
Figure 3A and B, blue and red), whereas a short down-
stream intron resulted in a decreased inclusion rate regard-
less of the speed of elongation (78 or 72% at 3 or 8 kb/min,
Figure 3A and B, green). In contrast, the length of the up-
stream intron (blue versus red) had little effect on inclusion.

In addition, as the rates of splice site pairing (kpair), 5′
availability (k5prime) or 3′ availability (k3prime) increase, cas-
sette exon inclusion increases as well, and a short down-
stream intron (green) consistently results in a lower inclu-
sion rate (Figure 3C, D and E respectively). Modulating
kp(i–j) (Figure 3C) tuned the inclusion from ∼72 to 96% for
the model gene with a long downstream intron (blue and
red), and 69–79% for the gene with a short downstream in-
tron (green).

Furthermore, k3′(i) is a more sensitive parameter than
k5′(i) (Figure 3D and E): for the model gene with a long
downstream intron, modulating k5′(i) tuned the inclusion
from 78 to 94%, and modulating k3′(i) tuned the inclusion
from ∼76 to 98% (Figure 3D and E, blue and red). This dif-
ference was even stronger for the gene with a short down-
stream intron: modulating k5′(i) tuned the inclusion from 75
to 83%, and modulating k3′(i) tuned the inclusion from 74
to 92% (Figure 3D and E, green). These simulations suggest
that in the context of CTS, exons with short downstream in-
trons are particularly regulatable as potential cassette exons
via control of the 3′ splice site.

Since cassette exons are differentially included across tis-
sue types or conditions, we hypothesized that there are ki-
netic conditions that render an exon more or less suscepti-
ble to regulation by splicing factors or other mechanisms.
We aimed to find conditions where one parameter change
could elicit a large dynamic range of inclusion rates in a
model gene (Figure 4A), focusing on the splice sites at the
junctions of the cassette exon. The rate of the internal 3′
splice site availability (k3′(1)) elicits a greater dynamic range
of exon inclusion (37–97%: Figure 4B solid lines) than the
rate of internal 5′ splice site availability (k5′(2)) or slowing the
polymerase within exon 2 or intron 2 (67–83%, 78–100%,
78–100%, respectively) (Figure 4C–E, solid lines).

The model also allows us to explore the consequences of
a slowed transcriptional elongation rate during which the
availability rates of the splice site are altered (Figure 4B–E,
dotted lines, Figure 4F and G). A pause immediately after
synthesizing the 3′ splice site can act in concert with a tem-
porary increase in the 3′ availability rate to vastly increase
the inclusion rate of the exon (Figure 4F). In contrast, a
pause immediately after the 5′ splice site of the second in-
tron acts independently of the rate of 5′ availability (Figure
4G).
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Figure 2. CTS increases exon inclusion fidelity. (A) Diagram of splicing outcomes when elongation is instantaneous (left), fast (middle) or slow (right).
Cassette exon inclusion was calculated using the simplified model, with all pairing reactions (kp1–1, kp1–2 and kp2–2) occurring with equal rates. Green
lines/outlines indicate newly formed transcript with the green percentages indicating the proportion of transcripts that still contain intron 1 when the green
lined region is finished being transcribed (phase I). During phase II, the three rates compete equally, thus 33% of the unspliced transcripts skip the cassette
exon (blue percentages). Percentages in black next to orange boxes indicate proportion of the transcripts that end up in either fully spliced isoform. (B)
Calculated distributions of isoforms of model genes expanded from 2 to 9 introns. Isoforms were grouped by number of exons skipped. All phase times
were either instantaneous (left), fast, 0.55 min (middle) or slow, 2.2 min (right).

These model simulations suggest that inclusion or exclu-
sion of an exon that have short downstream intron may be
nimbly regulated by alterations of 3′ splice site accessibility
of the upstream intron as well as polymerase pausing within
the exon or downstream intron and that these mechanisms
may function together.

Intron and exon definition reinforce default splice patterns of
distinct genes

Exons that are separated by a short intron are often quickly
spliced together (31), supporting a model of ‘intron defini-
tion’ (25). Due to the size of fly introns, this phenomenon
is more prevalent in fruit fly than in human transcripts (29)
(Figure 5). We tested whether our model of AS is able to
reproduce this phenomenon. To do so, we increased the
joining rate across short introns (after their splice sites are
available: Figure 5B). To test this interpretation we mod-
eled genomic splicing patterns in fly and human genes us-
ing the CTASsimple model. First, we confirmed that CTS
largely contributes to default splicing patterns (including all
exons) compared to PTS (Figure 5C and E, first and third
panels). Next, we tested the splice pattern of 6-intron genes
with intron definition, and found that increasing the joining
rate across short introns greatly improves fidelity (including

all exons) in fly transcripts (Figure 5C and E, first versus
second and third versus fourth panels), but much less in hu-
man transcripts (Figure 5D, F, first versus second and third
versus fourth panels). Summary statistics are shown in pan-
els (E) and (F) by plotting the abundance of fully spliced,
‘high fidelity’ transcripts that contain all exons: in the fly,
intron definition improves the abundance of these high fi-
delity transcript in both PTS conditions, and even more so
in CTS conditions (Figure 5D). However, in human, intron
definition mechanisms make little difference, though CTS
conditions markedly improves the fidelity of splicing (Fig-
ure 5E). In other words, this kinetic model-aided analysis
supports the notion that intron definition is a more preva-
lent mechanism in the fly than in the human genome.

Exons flanked by two large introns dominate the human
genome (Figure 5A). In general, exons are short, but when
very long, they are included to a lesser degree, i.e. ‘exon
definition’ (24). One hypothesis posits that when exons are
short, interactions between splice sites across the exon may
lead to a higher rate of inclusion (32). Our model of CTS
may underestimate the precision of splicing in the human
genome, and thus we examined to what degree exon defi-
nition might improve the inclusion of all exons. We imple-
mented exon definition by formulating a 3′ internal splice
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Figure 3. The interplay between gene structure and kinetic parameters. (A)
Schematic diagram of three example genes representing various splicing
scenarios. Gray exons are the cassette exons and colors correspond to the
three scenarios of intron sizes to be spliced, long upstream and downstream
introns (blue), long upstream and short downstream introns (green), and
short upstream and long downstream introns (red). (B–E) Cassette exon
inclusion in the three genes is plotted as a function of elongation rate (B),
rate of pairing available splice sites (kp1–1, kp1–2 and kp2–2) (C), rate of 5′
availability (k5′(1), k5′(2)) (D) or rate of 3′ availability (k3′(1), k3′(2)) (E).

site availability reaction that is stimulated by the availabil-
ity of the 5′ splice site across the exons. We then tested the
effect of this perturbation in model exons with a wide range
of downstream intron lengths (Figure 6A), and in particu-
lar for weak cassette exons (Figure 6B). For both classes of
exons, exon definition had a modest effect, suggesting that
when downstream intron lengths are so short that they dis-
favor exon inclusion, exon definition increases exon inclu-
sion. When plotting the gain in exon inclusion due to exon
definition over the actual range of human introns, we found
the largest effect for weak cassette exons that had very long
downstream introns (Figure 6C, top panel). Interestingly,
weak cassette exons are known to be flanked by long introns
in the human genome (33). Indeed, in our analysis the dis-
tribution of intron lengths flanking weak cassette exons is
similar (though shifted a little to the left) of what the model
predicted would be affected to the greatest degree by exon
definition (Figure 6C, bottom panel).

DISCUSSION

The development of next generation sequencing methods
has dramatically expanded the study of RNA processing to
a genome-wide scale, where genomic, epigenomic and a va-
riety of transcriptional or post-transcriptional mechanisms

may be integrated. To develop an understanding of these
nuclear events and interpret these genome-wide datasets,
theoretical frameworks or quantitative models are needed
that allow integration of diverse, high-dimensional informa-
tion. Here, we constructed two alternative kinetic models of
CTAS. The first, more detailed CTAS model includes reac-
tions occurring at splice sites that are required as a prereq-
uisite to two splice sites being properly paired. This formu-
lation permits the modeling of complex phenomena such as
intron and exon definition, as well as splicing factor recruit-
ment by the elongating Pol II. However, the necessary com-
binatorial complexity of this model limits its use to studying
splicing events that occur between no more than six splice
sites (three introns). As a complement, we developed a re-
duced model (CTASsimple) with which we are able to ex-
tend simulations on genes of up to nine introns. Since the
median number of introns per gene in the human genome is
7.8 (34), the CTASsimple model can be used to study quan-
titatively the mRNA isoform levels seen in the majority of
human genes. Both models can be used to test hypotheses
about how AS is controlled, as it occurs in the dynamic con-
text of polymerase activity, i.e. as a co-transcriptional pro-
cess, by considering specific segments of genes for modeling.

The results demonstrate that exon inclusion is fa-
vored when splicing is co-transcriptional rather than post-
transcriptional (Figure 2), and that CTS alone could largely
account for the relatively low overall exon skipping ob-
served in the human genome (Figure 5E). In other words
CTS but not PTS favors the generation of one particular
default mature transcript in which all exons are included,
whereas PTS will in principle result in all combinations of
exons, including many that are likely non-functional. As a
result, one may expect that in genomes or genes that are ex-
pressed primarily via PTS, splicing may rely on strong acti-
vating trans-factors in the context of poor basal splice-site
activities to favor a specific functional transcript and mini-
mize the fraction of non-functional transcripts. In contrast,
in conditions where CTS is dominant, the default transcript
does not require the involvement of regulatory splicing fac-
tors; but AS control will likely involve both activating and
repressing splicing factors to favor the alternative transcript
and repress the default transcript. While this remains the-
oretical conjecture, exploring it may provide insights about
the principles of splicing control of specific gene(s), and may
even shed light on the evolution of splicing as a co- or post-
transcriptional molecular mechanism.

Within the kinetic modeling framework we were able to
account for key aspects of the intron- and exon-definition
hypotheses. These hypotheses are based on biochemical
studies of cell free experimental systems, but they have not
been quantitatively related to genome-wide in vivo data. Us-
ing the CTASsimple model, we selectively modified the pair-
ing rates across introns and found thus that intron definition
potentially contributes to achieving high splicing fidelity in
the Drosophila genome, but not in the human genome, as
previously observed (29). Conversely, using the full CTAS
model, which encodes splice-site availability reactions, we
predicted that most human exons will be included at 12%
greater frequency than they would be without the benefit of
exon definition, and that weak cassette exons surrounded
by long introns would be included at up to 20% greater fre-
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Figure 4. Dynamic range of exon inclusion displays differential sensitivity to 5′ and 3′ dynamics. (A) Schematic diagram of example gene used for simu-
lations in lower panels. Cassette exon is indicated in gray and dashed arrows indicate locations of modulations performed in panels (B–E). (B) Cassette
exon inclusion as a function of k3′(1). k3′(1) was varied throughout the entire simulation (solid line) or during a 1-s pause immediately after the 3′ splice site
was synthesized (dashed line). (C) Cassette exon inclusion as a function of pause time in exon 2. (D) Cassette exon inclusion as a function of splice site
availability (k5′(2)). k5′(2) was varied throughout the entire simulation (solid line) or during a 1-s pause immediately after the 5′ splice site was synthesized
(dashed line). (E) Cassette exon inclusion as a function of pause time in intron 2. (F and G) Cassette exon inclusion as a result of varying pausing and
splicing parameters concurrently. (F) k3′(1) of intron 1 was varied during a pause in the transcription of exon 2, whose duration was also varied. (G) k5′(2)
of intron 2 was varied during a pause in the transcription of intron 2, whose duration was also varied.

quency. These effects are not large, but they are compara-
ble to those achieved by RNA-binding proteins on endoge-
nous genes (35). Remarkably, alternatively spliced human
cassette exons tend to be flanked by long introns and have
weak splice sites (33), and are predicted to be included by
means of exon definition. Thus, the model constructed here
was able to account for and predict the biologically relevant
conditions for which exon definition has the most pheno-
typic importance.

Other genome-wide studies of the impact of RNA poly-
merase speed on splicing, using ‘fast’ and ‘slow’ RNA poly-
merase mutants, also support a model whereby polymerase
speed influences co-transcriptional exon inclusion (36). In-
triguingly, there are some exons whose inclusion is affected
by both fast and slow polymerases, suggesting that these
may be dependent on ‘optimal’ elongation rates. One can
imagine that such rates might affect exon inclusion in dif-
ficult to predict ways, e.g. protein association with the pre-
mRNA, protein association with other components of the
spliceosome, formation of RNA secondary structure, etc.
While the underlying mechanisms governing the inclusion
of these exons may not be captured by the current model,
iterative refinement of the model may help to understand

the relative contributions of these parameters to exon in-
clusion.

The model described here also nicely accounts for splic-
ing outcomes driven by exon definition for cassette exons
and long introns. However, there have been intriguing re-
ports from analysis of splicing in Drosophila (37,38) and
mammals (39,40) of recursive intron excision, whereby an
intron is removed in several steps before the two flanking ex-
ons are spliced together. Although the present model does
not recapitulate iterative intron excision, it can be expanded
to explore multi-step recursive splicing when the location of
cryptic splice sites are known.

The majority of AS events in the human genome are
simple exon skipping events (41). Our full CTAS model is
well suited for quantitative studies of such splicing events
in greater mechanistic detail than the CTASsimple model
is capable of achieving. Using this model, we examined the
relationship between the rates of 5′ and 3′ splice site avail-
ability and gene structure. In our example genes, a relatively
short intron downstream from a cassette exon substantially
increases the likelihood that the exon is skipped, and in-
clusion can be rescued by rapid 3′ splice site kinetics but
not rapid 5′ splice site kinetics (Figure 3). Additionally, we
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Figure 5. Intron definition is predicted to improve splicing fidelity additively with CTS in Drosophila genes, but not most human genes. (A) Density
scatterplot of the lengths of the flanking introns of each internal exon in the Drosophila genome (left) and human genome (right). Green, blue and red
indicate low, medium and high density, respectively. (B) Diagram (top) of intron definition in simulations plotted (bottom) for kp as a function of intron
length (L). (C and D) Simulations of splicing fidelity of genes with 2–6 introns in Drosophila (C) and human (D) genomes. One hundred genes were selected
from each category. Stacked bar plots of the average probabilities that the genes skipped 0, 1, 2, 3, 4 or 5 exons. All genes were simulated either with PTS
(instantaneous elongation) only, with PTS and intron definition, with CTS, and with CTS and intron definition. (E) Distributions of the ‘perfect fidelity’
isoforms (0 exons skipped) in the 6-intron fly genes simulated in (C). (F) Distributions of the ‘perfect fidelity’ isoforms (0 exons skipped) in the 6-intron
human genes simulated in (D).

found that in such genes, exon inclusion is quite sensitive to
the kinetic rate of the internal exon’s 3′ splice site availabil-
ity (Figure 4B). Consistent with these model predictions, it
has been reported that the spliceosomal U1 small nuclear ri-
bonucleoprotein (snRNP) is recruited rapidly to the 5′ splice
site (42), and U2 snRNP is recruited to pre-mRNA more
slowly indicating that this step is rate-limiting. This is con-
sistent with the adenosine triphosphate (ATP) requirement
of this step.

The models developed here serve as a kinetic framework
that can be extended to study the role of Pol II elongation
dynamics, trans-acting splicing factors, or chromatin states;
as well as other forms of AS such as the use of cryptic splice
sites, on RNA processing outcomes. We have shown that

mapping RNA Pol II dynamics to reaction rates or elonga-
tion times in our model, it is possible to simulate RNA Pol
II-mediated modulation of splice site choice. For example,
if RNA Pol II pauses immediately after the internal 3′ splice
site and simultaneously increases its reaction rate, inclusion
of the exon is dramatically increased (Figure 4F). Further,
the complementary nature of the full CTAS and the CTAS-
simple models provide a framework for iterative refinement,
taking observations from detailed kinetic analysis of indi-
vidual splicing events or cassette exons obtained with the
full model and feeding those revelations into CTASsimple
model to create a more accurate view of splicing along an
entire transcript in the context of detailed kinetic insight;
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Figure 6. Model of exon definition accurately predicts optimal lengths of human introns. (A) Exon definition simulations defined for ‘normal’ exons,
which are usually included in human transcripts: k3′(1) is slower than k5′(2), but k3′(1) conditionally becomes fast when the 5′ site is already available (top).
Bottom: Simulations of exon inclusion as a function of downstream intron length without the conditional speed up of k3′(1) (‘CTS only’, blue), or with the
conditional speed up (‘exon definition’, red). (B) Exon definition for weak cassette exons, where 3′ availability starts unusually slowly (with other aspects
the same as in panel A). (C) Top: Difference in exon inclusion for normal (as in (A), solid green line) and weak (as in (B), dashed green line) internal exons
as a function of downstream intron length. Bottom: histogram of intron lengths downstream of internal exons (i.e. non-first introns) in the human genome.

with subsequent results informing inputs or specific splicing
events to further examine and clarify with the full model.

This type of approach could be especially useful in ad-
dressing currently unresolved questions in the field, such
as inferring mechanisms by which splicing factors achieve
their effects. Most current experimental model systems ex-
amine the function of splicing factors in static gene models
(i.e. equivalent to PTS), despite the fact that the majority of
splicing is co-transcriptional or at least initiated during the
transcription phase. The CTAS model framework presented
here may aid in the interpretation of datasets obtained from
cells with genetic perturbations of a splicing factor, and
further mechanistic insight may be gleaned by model sim-
ulation of trans-factor events in a CTS framework rather
than relying exclusively on statistical approaches. Indeed,
the greatest advances in inferring splicing regulation may
result from models that combine the co-transcriptional ki-
netics explored here with machine-learning and statistical
approaches that incorporate cis- and trans-elements specific
to each event (5,6).
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