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Abstract

Detection of incident hepatitis C virus (HCV) infections is crucial for identification of outbreaks and development of public
health interventions. However, there is no single diagnostic assay for distinguishing recent and persistent HCV infections.
HCV exists in each infected host as a heterogeneous population of genomic variants, whose evolutionary dynamics remain
incompletely understood. Genetic analysis of such viral populations can be applied to the detection of incident HCV infec-
tions and used to understand intra-host viral evolution. We studied intra-host HCV populations sampled using next-
generation sequencing from 98 recently and 256 persistently infected individuals. Genetic structure of the populations was
evaluated using 245,878 viral sequences from these individuals and a set of selected features measuring their diversity, to-
pological structure, complexity, strength of selection, epistasis, evolutionary dynamics, and physico-chemical properties.
Distributions of the viral population features differ significantly between recent and persistent infections. A general in-
crease in viral genetic diversity from recent to persistent infections is frequently accompanied by decline in genomic com-
plexity and increase in structuredness of the HCV population, likely reflecting a high level of intra-host adaptation at later
stages of infection. Using these findings, we developed a machine learning classifier for the infection staging, which yielded
a detection accuracy of 95.22 per cent, thus providing a higher accuracy than other genomic-based models. The detection of
a strong association between several HCV genetic factors and stages of infection suggests that intra-host HCV population
develops in a complex but regular and predictable manner in the course of infection. The proposed models may serve as a
foundation of cyber-molecular assays for staging infection, which could potentially complement and/or substitute standard
laboratory assays.
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1. Introduction HCV infected worldwide in 2015 (Blach et al. 2017). HCV infec-
. . . . ) . tion is the leading cause of chronic liver diseases and hepatocel-
Hepatitis C virus (HCV) infection remains a major cause of mor- lular carcinoma worldwide, contributing to the death of more

bidity and mortality, with an estimated 70 million people being than 350,000 people in 2015 (Blach et al. 2017). Hepatitis C
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outbreaks continue to occur, posing a serious challenge to pub-
lic health (Zibbell et al. 2015). HCV is highly mutable. As a result,
each infected individual hosts a heterogeneous population of
genetically related HCV variants or ‘quasispecies’ (Domingo,
Sheldon, and Perales 2012). Substantial diversity of intra-host
viral populations plays a crucial role in disease progression and
epidemic spread (Ramachandran et al. 2011; Skums,
Bunimovich, and Khudyakov 2015; Campo et al. 2016). However,
intra-host dynamics of HCV and other RNA viruses remain
poorly understood. One of the most important questions is the
relative contribution of random and deterministic evolutionary
factors in disease progression or, using the metaphor of Gould
(1990), whether it is possible to ‘replay the tape of life’ for the vi-
rus evolution inside a host. This question is of high importance
for biomedical research, as predictability of viral evolution po-
tentially implies the power to understand and control the dis-
ease (Lassig, Mustonen, and Walczak 2017; Seo et al. 2020),
which may result in advanced diagnostic and treatment
strategies.

In this article, we study evolutionary factors associated with
the transition between HCV infection stages. In more than 50
per cent of cases untreated HCV infection proceeds to the
chronic phase, which can lead to the development of liver cir-
rhosis and/or hepatocellular carcinoma (Seo et al. 2020).
Accurate recent or persistent staging of HCV infection is impor-
tant for biomedical applications. In clinical settings, it may in-
form the patient management and treatment strategy. In
epidemiology, identification of acute cases allows for detection
and investigation of recent transmissions and outbreaks and
provides information on disease incidence. Understanding of
changes in intra-host HCV populations at different stages of in-
fection would constitute a large step towards reliable forecast-
ing of viral evolutionary dynamics.

Recent HCV infection is usually assessed using clinical
symptoms and time since seroconversion. HCV infection may,
however, remain asymptomatic for years while seroconversion
is not frequently detected, preventing accurate identification of
infection stages. Several laboratory methods have been reported
for distinguishing acute and chronic stages of infection (Bowen
and Walker 2005; Araujo et al. 2011). Detection of HCV RNA in
the absence of anti-HCV activity in serum specimens was used
as an indication of recent HCV infection (Tsertsvadze et al.
2016). Although a strong marker, it has a very short duration
and cannot be used for reliable detection of acute infections.

Advent of next-generation sequencing (NGS) presented an
opportunity to sample and analyse unprecedented large num-
bers of intra-host viral variants from numerous infected indi-
viduals. HCV variants sampled by NGS have been used to detect
stages of HCV infection (Astrakhantseva et al. 2011; Montoya
et al. 2015). The stage detection methods are generally based on
the assumption that intra-host viral evolution is driven by the
continuous immune escape resulting in genetic diversification.
Consequently, quantitative measures of genetic diversity of
intra-host viral variants are assumed to be most useful for stag-
ing. However, several recent reports contested the veracity of
this assumption. In particular, after initial diversification, intra-
host HCV populations may actually lose heterogeneity and stop
diverting at later stages of infection (Ramachandran et al. 2011,
Gismondi et al. 2013), with certain viral variants persisting in
infected hosts for years (Ramachandran et al. 2011; Palmer et al.
2014). Furthermore, this process is accompanied by an increase
of negative selection over the course of HCV infection (Lu et al.
2008; Ramachandran et al. 2011; Gismondi et al. 2013; Campo
et al. 2014). These findings suggest a high level of intra-host

adaptation at late stages of infection (Skums, Bunimovich, and
Khudyakov 2015) and indicate that genetic heterogeneity is not
a reliable marker for infection staging, and more elaborate met-
rics are needed to understand HCV evolution and to accurately
classify recent and persistent HCV infection.

Here, we present a new approach for staging HCV infection
using quantitative genomic measures to evaluate diversity, in-
formation content, effective dimensionality, topological struc-
ture, evolutionary dynamics, and physico-chemical properties
of intra-host HCV variants and populations. Analysis of fea-
tures’ distributions at early and late stages of infection suggests
that intra-host HCV populations evolve in a complex but regular
and predictable manner. Based on these findings, we propose a
multi-feature machine learning classifier for staging HCV infec-
tion. The model allows for more accurate detection of recent
HCV infection than models based only on population diversity
and provides new insights into mechanisms of infection
progression.

2. Materials and methods

2.1 Data collection and preprocessing

We analysed intra-host HCV populations sampled from recently
(N=98) and persistently (N =256) infected persons collected as
described in (Lara, Teka, and Khudyakov 2017). The E1/E2 junc-
tion of the HCV genome (L =246 nt), which contains the hyper-
variable region 1 (HVR1), was sequenced using the GS FLX
System and the GS FLX Titanium Sequencing Kit (454 Life
Sciences, Roche, Branford, CT). Obtained sequences were proc-
essed using the error correction and haplotyping algorithm K-
mer Error Correction (KEC) (Skums et al. 2012), which produced
245,878 unique viral haplotypes with frequencies. Sequences of
each population were aligned using MUSCLE (Edgar 2004). Since
obtained average numbers of sequences for recent and persis-
tent populations were different (~n=295 and ~n =846, respec-
tively), the features studied in this paper were normalized,
when appropriate.

2.2 Features calculation

The analysed features could be loosely split into four groups: ge-
nomic features, complexity features, network features, and bio-
chemical features. The features are summarized in Table S1
(see Supplementary Table S1). We assumed that a given intra-
host population contains n unique haplotypes with frequencies
f1,... .fn. Sixteen features corresponding to this population con-
stitute its ‘feature vector’.

2.2.1 Genomic features
These features are obtained by direct comparison of sequences
from each population.

‘Distance-based’ features include ‘mean and SD’ of pairwise
hamming distance distribution (‘Features 1 and 2’), and the
‘conservation score (Feature 3)’ of the population consensus se-
quence calculated with the NUC44 scoring matrix (Nguyen, Guo,
and Pan 2016). We also used the so-called ‘mutation frequency’
feature (Feature 4) (Montoya et al. 2015), which is defined as the
mean distance between all haplotypes and the most frequent
haplotype. All four features measure the population diversity.

Diversity was also quantified using three ‘entropy-based’
features. Suppose that the intra-host population S = {s,...,s"}
is fixed. For the genomic position i, let Hj,=
{(s’ﬁ..,s’ ) j=1, ..., n} be a collection of k-mers

i i+k—1
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(subsequences of length k) of all haplotypes starting at that po-
sition. The positional k-entropy Ey; is defined as the entropy of
the frequency distribution of k-mers starting at i:

Exi = = heuqn,y Jie(Wlogs (Fxm)- @

Here U(H;y) is the set of unique elements of H;;, his a k-mer,
and f;(h) refers to the relative frequency of h inside Hj. An ‘av-
erage positional k-mer entropy’ E;, (Feature 5) is the mean of po-
sitional k-entropies over all positions. For k=L, the feature
E. (Feature 6) is an entropy of observed haplotype frequencies,
while for k = 1, it is an average position-wise single nucleotide
variant (SNV) entropy (Feature 7). In our model, we used entro-
pies E; (Feature 7), E;, (Feature 6), and Eqo (Feature 5).

Next, we estimated the frequency of ‘transversions (Feature
8)’ (mutations between purines and pyrimidines) among all ob-
served mutations within the population. This feature is sug-
gested by previous studies (Powdrill et al. 2011) that reported
higher frequencies of transitions over transversions in HCV
populations.

‘Selective pressure’ was measured using the DN/DS ratio
(Feature 9), which has been calculated as the ratio of rates of
non-synonymous (DN) and synonymous (DS) substitutions with
respect to the most frequent genomic variant.

2.2.2 Complexity features

‘PCA complexity (Feature 10)’ is derived from principal compo-
nent analysis (PCA). PCA has been widely used to quantify pat-
terns of genomic population structure, and the idea to use the
number of principal components that explain a given portion of
variation to estimate the effective number of subpopulations in-
side a population has been described and justified in Patterson,
Price, and Reich (2006) and Cavalli-Sforza, Menozzi, and Piazza
(2018). In our case, for each population, we transform its align-
ment into n x 4L numerical matrix M by transforming nucleoti-
des as A=0001, C=0010, T=0100, G=1000. The complexity
fp(v), 0 < v < 1, is then defined as the percentage of principal
components required to explain at least v per cent of the ob-

k
served genetic variance, that is fp(v) = min {k/4L : %‘;ﬁ ? > v},

i1 1
where & > 2%, >... >y are the eigenvalues of a covariance
matrix of M. In this study, we used the complexity fp (v) with
v=0.5. This can be justified by several arguments. First, the
value v = 0.5 is large enough to reflect the significant portion of
the population’s genomic composition. Second, each population
in general can be characterized by the area under the curve
fp(v), which takes into account all possible values of v. However,
if M is non-singular, then, given that fp(v) is monotonically in-
creasing, fp(v) > 0as v— 0 and fp(v) — 1 as v — 1, this area is
accurately enough reflected by the value f (0.5) at the middle
point of the curve’s domain.

‘Kolmogorov complexity (KC) (Feature 11)’ is the classical
concept of information theory, which quantifies the descrip-
tive/information complexity of a string over a finite alphabet (Li
and Vitanyi 2019). Informally it is defined as the highest possi-
ble degree of compression of a given string without loss of infor-
mation. Although the exact value of KC (Feature 11) is
algorithmically incomputable, it can be efficiently approxi-
mated using data compression techniques. In our case, each vi-
ral sequence has been transformed into a binary string (as
described above), and these strings have been concatenated
into a string of length |s|. Following Kaspar and Schuster (1987),
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the normalized KC (Feature 11) was estimated as KC = % Here

c(s) is a ‘Lempel-Ziv complexity’ of s defined as the number of
unique substrings encountered by a computational process that
constructs s by adding its symbols one by one; and b(s) =
s|/log,(|s]) is the asymptotical expected Lempel-Ziv complexity
of a random string of length s (for more detailed description, see
Lempel and Ziv 1976; Kaspar and Schuster 1987). Under this def-
inition, ‘simpler strings’ (i.e. strings with more regular structure)
have lower complexity.

2.2.3 Network features

This group of features is derived from the analysis of ‘genetic
networks’ of HCV populations, which represent a ‘sequence
space’ (Kaspar and Schuster 1987) of a virus. Formally, for each
patient, its genetic network Gy = (V,E) is a graph, whose verti-
ces V represent sampled viral haplotypes, and edges E connect
variants that differ by at most T mutations (by default T = 1)
(Fig. 1). With each vertex we associate the frequency of the cor-
responding haplotype. In the case of a large population size ac-
companied by a high mutation rate and a fast reproduction
time, genetic networks constructed using NGS data represent
population structures significantly more accurately than phylo-
genetic trees (Campo et al. 2014). Their structure is shaped by
various factors, such as epistasis, founder effects, and selection
pressures that affect the virus over the course of infection
(Ramachandran et al. 2011; Schaper, Johnston and Louis 2012).
For each network, the following four features have been
calculated.

‘Robustness/selection balance (Feature 12)’ has been mea-
sured by the correlation between vectors of vertex frequencies
and eigenvector centralities. The latter is the principal eigenvec-
tor of the adjacency matrix A of Gy. In the classical quasispecies
model, vertex centralities are indicative of the mutational ro-
bustness of corresponding viral variants, while a high frequency
may be indicative of a higher fitness or a higher mutational ro-
bustness (van Nimwegen, Crutchfield, and Huynen 1999).

Topological structures of genetic networks have been
assessed using two features. The first of them is a normalized
‘s-metric  (Feature 13)" (Li et al. 2005) s(Gn)=
(Z(U)d did;) /n*, which measures how close a network is to
being scale free. Here, d; is a degree (number of neighbors) of a
vertex i, and the normalization factor n* represents the order of
magnitude of the maximum non-normalized s-metric for n-ver-
tex network. Scale-free networks are ubiquitous in biological
and social systems and share specific properties such as a
power-law degree distribution, small diameter, and presence of
hubs.

The second network structural feature is the average cluster-
ing coefficient C (Feature 14), which measures the degree to
which network vertices tend to cluster together. It reflects the
probability that a random connected vertex triplet is complete
(i.e. every pair of vertices is connected by an edge) and is calcu-

o AjARA
lated as follows: C =231 W

‘Evolutionary dynamics (Feature 15)’ feature estimates an
age of the genetic network using a dynamic evolutionary model.
The general idea is to simulate variant frequencies using a sys-
tem of ordinary differential equations (ODE) (Feature 15) and es-
timate an age of the network as the time when simulated
frequencies achieve the best agreement with observed frequen-
cies. Due to the inherent uncertainty of quantitative features of
the model, we do not use the actual estimated age as a feature
for infection staging, rather we classify patients based on the
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Figure 1. (A) Examples of genetic viral networks for a persistently infected individual and (B) for a recently infected. The viral network of the recently infected host has

the structural properties typical for scale-free networks.

qualitative behaviour of the function describing the deviation of
simulated and observed frequencies over time.

Formally, we separate each intra-host viral population into
subpopulations corresponding to connected components of the
genetic network. For each subpopulation, viral evolution is de-
scribed by the dynamical system (equations (2-5)), partially in-
spired by the ideas from Wodarz (2003) and Rong et al. (2010).

. cHYiy G n
t=u +p<1—671 —Oc—fcy ., v @

¢ = fev; — dc;, (3)
Ui = PZUGE qijCj — A¥iVi, @)
7;1' = @QU; — oTj. (5)

Variable c represents numbers of uninfected target cells, var-
iables c; represent cells infected by virions with ith genome, var-
iables v; represent virions with ith genome in the host’s serum,
and variables r; represent B-cell antibodies targeting the ith ge-
nome. The constants a, p, 6, B, 8,p, A, ¢,and ¢ are model parame-
ters representing various rates. In this study, we used the
values of these parameters estimated in Dahari et al. (2009) and
Rong et al. (2010). According to the model, uninfected hepato-
cytes are produced by differentiation of precursor cells at a con-
stant rate o, proliferate by a logistic growth law with a rate p due
to the limited liver cell carrying capacity and die at rate 0. Cells
are infected by a variant i at a rate pv; and, after being infected,
are eliminated by the cross-immunoreactive Cytotoxic T
Lymphocytes (CTLs) at rate 8. The virions with the ith genome
are introduced to the blood by the cells infected by the variant j
at the rate pq;;, where q; = (¢/3)5(1—e)F % is a probability of
mutation between variants i and j, d; is the Hamming distance
between genomes i and j, L is the length of the genomes, and e
is the mutation rate. Specific B-cell antibodies r; eliminate the
corresponding virions at a rate Ar;. They are stimulated by the
corresponding viral variants at the rate ¢ and decays at a rate o
in the absence of stimulation.

An estimated age of the network could be defined as the

Ut achieve the

Y v

best agreement with frequencies, that is
T* = argmin, (JS(g(t),f)), where JS(g,f) is a Jensen-Shannon di-
vergence between distributions ¢(t) and f. However, numerical
features in equations (2-5) could be uncertain or patient spe-
cific. As a result, the estimated numerical values of T* for differ-
ent patients cannot be directly compared and used for the
classification. More reliable classification can be achieved using
qualitative  characteristics of the deviation function
¢(t) =JS(g(t),f), which are not significantly affected by the
parameters’ variation. Intuitively, if the model (2-5) adequately
describes the evolution of viral populations, then the model for
recent populations achieves the best agreement between
model-based and observed frequencies for earlier populations,
and the agreement deteriorates with time. Similarly, for older
populations, the agreement is low at earlier times and increases
till it reaches a maximum at some late time point. Thus, in gen-
eral, recent and old populations are expected to be character-
ized by deviation functions ¢(t) with descending and ascending
trends, respectively. Based on this idea, we classify viral sub-
population as recent or old based on the coefficients of the ap-
proximation of ¢(t) by the exponential function a + be®.

It is known that some patients have mixtures of components
under different types of selection (Campo et al. 2014). In particu-
lar, chronically infected hosts may have components of differ-
ent ages, and the overall age of infection should be defined by
the oldest component. Given this, the classification of a patient
was performed separately for each connected component of the
genetic network. The patient is classified as persistently
infected, if at least one of the connected components is old, and
as recently infected, if all of them are recent. The prediction age
variable cope (Feature 15) is set to be equal to —1 in the first case
and 1in the second case.

time T* when simulated frequencies g;(t) =

observed



2.2.4 Biochemical feature

This feature (Feature 16) assesses the physico-chemical proper-
ties of sequences from viral populations. In brief, a large set of
physico-chemical parameters is considered for each sequence
from a given population. The goal is to synthesize the informa-
tion from all sequences into a single population feature that is
added to the other features for the final analysis. This is done
first by applying a prediction model to assess whether a given
sequence has a physico-chemical profile associated with recent
or persistent infection, using the method described below. The
biochemical index of an entire population is then defined as the
probability that a random sequence from this population has a
profile pointing to persistent infection.

Feature selection, feature extraction, and training of the
classification model were done using a balanced training set of
3,933 sequences (1,965 sequences for the persistent class and
1,968 sequences for the recent class). First, following the general
pipeline described in Lara et al. (2018), we generated the initial
set of 600 physico-chemical features to evaluate the biochemi-
cal feature space of nucleotide sequence variants of HCV HVR1.
Briefly, feature vector representations of HVR1 were constructed
using dinucleotide-based auto-covariance formula DAC'(u,Lag)
(Liu et al. 2015), where u is a physico-chemical index and Lag is
the distance separating two nucleotide dimers along the nucle-
otide sequence. We initially used 148 physico-chemical indexes
to construct biochemical features of DNA dimers (Lara, Teka,
and Khudyakov 2017). The auto-covariance formula (Liu et al.
2015), where u = 148 and Lag = 1, was used to compute a prelim-
inary 148-long variable feature vector representation for each
HCV HVR1 sequence. Next, we measured the Pearson correla-
tion coefficient of each index u to the persistent and recent clas-
ses to select the best class-correlated indexes. A total of ten
physico-chemical indexes, comprising the 148-long variable
feature vectors, were found to have statistically significant
feature-class correlation (R threshold value > 0.457 and
p < 0.001 after multiple testing correction), which incorporated
the following indexes of DNA dimers (Lara, Teka, and
Khudyakov 2017): the thermodynamic indexes (Breslauer-dH
and Breslauer-dG), structural indexes (twist-tilt, slide-rise, pro-
tein-DNA twist, slide-2, and twist-1), the nucleotide composi-
tion index (G-content), and the energy indexes of DNA
(stabilizing energy of Z DNA and enthalpy; Friedel et al. 2009;
Chen et al. 2014). These ten class-correlated indexes were se-
lected to recompute the auto-covariance per physico-chemical
index u (with u= 10 and Lag = 60), thus generating 600-long
variable feature vector representations of HVR1 sequences.

Next, to decrease the dimensionality of feature vectors and
to optimize the feature space representation of HVR1 in relation
to the persistent/recent classes, we further processed the fea-
ture vectors using machine learning-based feature selection
techniques (Tsuruoka, Tsujii, and Ananiadou 2009). We used
the class-attribute interdependence maximization (CAIM) algo-
rithm (Kurgan and Cios 2004) to automatically generate class-
related binary values for each of the continuous physico-
chemical values. The obtained 600-long binary feature vectors
were then processed by the correlation-based feature selection
(CFS) algorithm, which automatically finds the most class-
informative feature subset based on a Merit scoring (Wang et al.
2005). The CFS algorithm found a feature subset of 54 variables
with a Merit score =0.6. These 54-dimensional CFS-selected fea-
tures were used as the final biochemical feature representation
of HVR1 sequences.

After that, CFS-selected feature vectors of the sequences
were used as input data to train a stochastic gradient descent
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(SGD) classifier (Zhang 2004; Seo et al. 2020). Briefly, the SGD
classifier implements regularized linear models with stochastic
gradient descent learning and is a very efficient approach, with
linear training cost, which can easily be scaled to big data prob-
lems. Selection and tuning of the hyperparameters of the SGD
classifier was done using the GridSearchCV module in Scikit-
learn Python library. The hyperparameters of the selected prob-
abilistic logistic regression classifier were as follows: loss func-
tion = ‘log’, alpha = ‘0.1', n_iter = 100, class_weight =
‘balanced’, and random_state = 42. Five-fold cross-validation
training of the SGD classifier was done using Scikit's
StratifiedKFold function (parameters: n_splits = 5, shuffle =
True, and Random_state = 42).

Finally, the trained SGD classifier was used to predict the
class probability of all observed HCV HVR1 sequences inside
each host. Then the composite biochemical feature of each
intra-host population was computed as -P=37,
(fi xpi), where nis the number of populations’ haplotypes, and
fi and p; are the frequency and the predicted class probability of
the ith haplotype.

2.3 Machine learning classifier

Feature vectors of recently and chronically infected hosts were
used to train machine learning classifiers for infection stage
prediction. Given a labelled training set comprising feature vec-
tors together with their class labels (recent or persistent), each
classifier is fitted to the training data by adjusting its model fea-
tures and assigns labels for unlabelled feature vectors using the
trained model. In this study, we used Support Vector Machines
(SVM) with linear and polynomial kernel and Logistic
Regression. Both approaches are classical supervised learning
methods that construct a hyperplane in the multidimensional
Euclidean space, which serves as a separator for feature vectors
from classes of recently and persistently infected hosts.

3. Results

3.1 Stage-specific distributions of features

Our model consists of sixteen diverse features categorized in
four groups: genomic features, complexity features, network
features, and biochemical features. The three features (k-en-
tropy, SNV entropy, and conservation score; Features 3, 5, and 7,
respectively) were found to be in high correlation with Feature 1
and with each other (Fig. 2A). For the remaining thirteen fea-
tures, there is a small to medium correlation between them
(Fig. 2A), demonstrating that they reflect different properties of
intra-host viral populations.

Feature vectors of recent and persistent populations are sep-
arable from each other (Fig. 2B). For the features, Mann-
Whitney U test suggests statistically significant difference be-
tween recent and persistent intra-host populations
(P < 0.001, Table S1).

As expected, diversities are on average higher for persistent
than recent populations (Fig. 3 (1-7)). Higher genetic diversity of
persistent populations is accompanied by significantly lower
PCA (p <0.01) and KCs (Features 10 and 11) (Fig. 3 (10, 11)). The
decrease of complexity points to a higher level of adaptation
and organization of intra-host populations (see Discussion). The
emergence of intra-host adaptation is further supported by the
increase in negative selection (Feature 9) (Fig. 3 (9)) at later
stages of HCV infection. It can be claimed that this trend is not
due to spurious correlations associated with the difference in
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Figure 2. (A) Heatmap of absolute values of pairwise correlations between features. (B) 3-Dimensional projection of recently and persistently infected hosts (with highly

correlated features removed).

numbers of sequences for recent and persistent populations.
When the patients with less than q sampled sequences are dis-
carded, then the numbers of sequences for recent and chronic
patients are more balanced (~1,139 and ~1,340 in average, re-
spectively, for q=200 and ~1,350 and ~1,594, respectively, for
q=300), and the trend to have lower PCA and KCs (Features 10
and 11) for persistent populations remain to be statistically sig-
nificant (P < 0.01). Furthermore, the significant difference be-
tween PCA complexities (Feature 10) of recent and persistent
populations is observed for different values of the variance
threshold. Indeed, the areas under the curves fp(v),
(0 < v < 0.9), for persistent populations P remain significantly
lower than for recent populations (P < 0.02).

Recent and persistent HCV populations are also separable by
an ODE feature cope (Feature 15) (Fig. 3 (15)). However, it should
be noted that the minimal JS divergence between model-based
and observed frequencies is significantly lower for recent than
for chronic patients (~0.07 vs 0.12, respectively, P < 0.001).
Thus, the immune escape-based model (2-5) describes recent
populations more accurately than persistent populations. This
observation could point to a declining role of immune escape.

Transition mutations were overwhelmingly more frequent
than transversion mutations (Feature 8) for both classes of sam-
ples. This fact agrees with the previously published results
(Powdrill et al. 2011), although the magnitude of difference vary
along the genome: HVR1 transitions are ~18 times more fre-
quent than transversions, while a seventy-five-fold difference
was reported for NS5B (Powdrill et al. 2011). However, preva-
lence of transversions was ~2 times higher in persistent popu-
lations (Fig. 3 (8)). This property of intra-host viral evolution also
agrees with previous studies (Duchene, Ho, and Holmes 2015)
on the between-host level that suggests that the propensity of
transition/transversion ratio to decline could be associated with
the growth of genetic saturation.

Genetic networks of recent and persistent intra-host popula-
tions possess different structural properties. Networks of recent
populations have significantly higher s-metrics and clustering
coefficients (Features 13 and 14) (Fig. 3 (13, 14)). It indicates that,
in contrast to the persistent populations, they tend to have
structural properties more typical for scale-free networks,

including the power-law degree distribution with clearly mani-
fested hubs (high-degree vertices), with their vertices having
propensity to cluster (Fig. 1). This observation reflects the role of
founder viral variants at the earlier stage of infection (see
Discussion). A significantly higher correlation between frequen-
cies and network centralities of variants in persistent popula-
tions (Feature 12) (Fig. 3 (12)) indicates that the population
structure at later stages is significantly influenced by muta-
tional robustness, while at earlier stages, it is basically defined
by founders.

Finally, individual sequences of recent and persistent popu-
lations have distinct physico-chemical properties (Feature 16)
(Fig. 3 (16)).

3.2 Machine learning classification

Mutation frequency, k-entropy, and frequency entropy
(Features 4, 5, and 6) have been excluded from the prediction
model as they are highly correlated with Feature 1 and with
each other. The remaining thirteen features were used to train
SVMs and Logistic Regression classifiers for binary classification
of intra-host viral populations labelled as ‘persistent’ and ‘re-
cent’. Although these classifiers do not necessarily require re-
moval of highly correlated features, they were dropped to
reduce a likelihood of overfitting. Accuracy of classifiers has
been assessed using a two-step cross-validation. First, to ac-
count for the bias associated with unequal numbers of cases
with persistent (n = 256) and recent (n = 98) infection, repeated
random subsampling of ninety-eight populations from the per-
sistent sample data set was performed. For each of the balanced
training sets ten-fold cross-validation was carried out.

The average prediction accuracies are reported in Table 1.
Classification performance evaluation of all methods indicates
a high accuracy of infection stage inference, with SVM with qua-
dratic kernel demonstrating the highest accuracy of
95.18 per cent.

SVM classifier with quadratic kernel has been compared to
the previously published HCV infection staging models
(Montoya et al. 2015) which classify intra-host viral populations
as recent or persistent using frequency entropy (Feature 6), SNV
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Figure 3. Box plots of feature distributions for persistent (left box plot on each graph) and recent (right box plot on each graph) intra-host HCV populations. The plots

are in the same order as in Supplementary Table S1.

Table 1. Prediction accuracies of machine learning methods.

Method Mean prediction accuracy 95% CI

SVM—linear kernel 95.07% (94.909, 95.233)
SVM—quadratic kernel 95.18% (95.004, 95.356)
Logistic regression 92.98% (92.908, 93.051)

entropy (Feature 7), or mutation frequency (Feature 4). The
Receiver Operating Characteristic (ROC) curves of the classifiers
are shown in Fig. 4. Previously proposed methods
(AUROC = 0.81, 0.66, and 0.78, respectively) were less accurate
in comparison with the SVM classifier (AUROC = 0.99), thus
suggesting that diversity features alone are not sufficient for ac-
curate distinction between recent and persistent cases. SVM

classifier performed at the expected lower accuracy on ran-
domly labelled data sets (average AUROC = 0.5), thus indicating
that the associations between feature distributions and infec-
tion stages are likely due to the structural and evolutionary fac-
tors rather than to random statistical correlations in the data.

4. Discussion

We present the results of comprehensive analyses of the struc-
ture of intra-host viral populations using a large set of samples
from individuals with recent and persistent infection, which
significantly exceeds data sets used in earlier studies (Montoya
et al. 2015). Amplicons covering HCV HVR1 have been se-
quenced by NGS. Intrinsically disordered regions (IDRs) of pro-
teins like HVR1 seem to be most useful for application in
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models to identify viral clinical properties from sequences. It
has an extensive epistatic connectivity across the entire HCV
polyprotein (Lara et al. 2011) and is associated with immune es-
cape (Law et al. 2018), drug resistance (Aurora et al. 2009; Lara
et al. 2011), and virulence (Lara and Khudyakov 2012).
Consequently, IDRs play an important role in viral adaptation to
the host environment, making regions like HVR1 sensitive ‘sen-
sors’ that accurately reflect intra-host biological changes during
the infection process.

Our results indicate significant differences in the structure
of HCV populations sampled from recently and persistently
infected hosts and suggest that intra-host HCV populations de-
velop in a complex but ordered and predictable manner during
the course of infection. This form of evolutionary regularity
manifests itself in the presence of viral genetic features strongly
associated with stages of infection. Utilization of these features
for machine learning allowed us to train classifiers capable of
inferring infection stage from HCV sequence data with accura-
cies as high as 95 per cent. Our study confirms a previously
established positive correlation between infection stage and
intra-host viral diversity (Araujo et al. 2011; Shen et al. 2014;
Montoya et al. 2015). However, because of complexities in the
structural development of intra-host populations affected by
bouts of selective sweeps and negative selection during chronic
infection (Skums, Bunimovich, and Khudyakov 2015; Raghwani
et al. 2016), simple metrics of genetic heterogeneity are insuffi-
cient for the accurate staging of HCV infections. High accuracy
could be achieved by using a combination of features measuring
different structural and evolutionary properties of viral popula-
tions. Furthermore, most of the analysed features are easily
computable and do not require computationally intensive phy-
logenetic and phylodynamic inference. Thus, the proposed pre-
diction models may serve as accurate and scalable ‘cyber-
molecular assays’ for staging infection, which could potentially
complement and substitute standard laboratory assays. In par-
ticular, the proposed models are currently being incorporated
into Global Hepatitis Outbreak and Surveillance Technology
(GHOST) (Longmire et al. 2017)—a web-based molecular surveil-
lance system developed and maintained by Centers for Disease
Control and Prevention (CDC). Moreover, the overall strategy de-
scribed in this study may serve as a foundation for cyber-
molecular diagnostics (Campo and Khudyakov 2020).

All feature changes described in this study reflect major
trends of intra-host viral evolution that have been previously
explored and described (Ramachandran et al. 2011; Duchene,
Ho, and Holmes 2015; Skums, Bunimovich, and Khudyakov
2015). Some changes such as the increase of transversions and
genetic heterogeneity of viral populations seem to be more di-
rectly than others associated with duration of infection and
linked to high mutability and genetic saturation (Duchene, Ho,
and Holmes 2015; Montoya et al. 2015). Changes of other fea-
tures are likely associated with variation in selection pressures
operating at different stages of infection.

The dynamics of analysed features suggests that intra-host
HCV evolution at the initial stage of infection is largely different
from evolution at later stages of infection. In particular, the
physico-chemical properties of HVR1 variants appear to be
influenced by and responsive to intra-host environmental fac-
tors specific to the recent and persistent stages of HCV infec-
tion. The change of properties is likely to be associated with
different evolutionary mechanisms operating at different infec-
tion stages. Early evolution is likely defined by a founder-flush
process (Templeton 2008; Ramachandran et al. 2011) which rap-
idly generates massive selectable genetic heterogeneity. This is
reflected, in particular, by pronounced scale-free properties of
recent genetic networks. Indeed, star-like networks (the sim-
plest scale-free networks), just like star-like phylogenies, typi-
cally represent populations that recently underwent a
population expansion from a single founder. For HCV, transmis-
sions of higher multiplicity have been observed (Li et al. 2012);
furthermore, the population could expand by the time of sam-
pling. In that case, the observed genetic network may not be ex-
actly star-like, but multiple founder variants (median = 4;
Friedel et al. 2009) should still serve as most central vertices,
resulting in more general scale-free structure. Evolution of re-
cent populations seems to be driven by positive selection (DN/
DS > 1). In such settings, the contribution of mutational robust-
ness is less pronounced, resulting in the lower values of the ro-
bustness/selection balance feature (Feature 12) for recent
populations. In particular, the network centres are likely found-
ers transmitted from their previous hosts, some of which may
be less fit than newly generated variants in the new host, result-
ing in the eventual decrease of their observed frequencies over
time.

In contrast, later stages are likely to be defined by the virus
adaptation to the host environment and varying immune selec-
tion pressures. The process of adaptation results in an orderly
development of intra-host viral populations which is reflected
by the increase of negative selection and decrease of PCA and
KCs (Features 10 and 11). The major role here is played by epis-
tasis. For HCV, it is frequently detected in the form of coordi-
nated substitutions, which are organized into a complex
network of epistatic connectivity (Campo et al. 2008).
Coordinated substitutions reflect selection pressures acting on
intra-host viral populations and represent dependence of phe-
notypic effects of mutations on other mutations or on genetic
background to which these mutations occur (Campo et al. 2008).
HCV epistatic interactions have been shown to be associated
with host factors (Lara et al. 2011; Lara, Purdy, and Khudyakov
2014), drug resistance (Aurora et al. 2009; Lara and Khudyakov
2012; Thai et al. 2012), disease severity (Lara et al. 2014), and
coinfections (Dahari et al. 2009). Many features analysed here
could be essentially linked with the underlying epistatic net-
works. For example, high complexity indicates a high level of
randomness of a sequence, whereas low complexity implies the
presence of specific structural patterns inside a sequence (Li



and Vitanyi 2019). The reduction in complexity of the late-stage
intra-host HCV populations indicates increase in epistatic con-
nectivity among polymorphic sites resulting from strong func-
tional constraints experienced by these populations. Such
constraints shape adaptation of viral populations to specific
intra-host environments. At the earlier stages of infection,
nucleotide changes are seemingly more random, resulting in
populations with higher dimensionality. Changes in physico-
chemical properties based on auto-correlation also likely reflect
variations in the structure of epistatic networks established
during early and late stages of infection in addition to variation
in the strength of connectivity in these networks (Lara, Teka,
and Khudyakov 2017).

Given the above observations, it is unlikely that the entire
intra-host HCV evolution is driven by a single evolutionary
mechanism. The changes of evolutionary parameters are con-
sistent with the hypothesis that intra-host HCV evolution is not
a simple accrual of genetic heterogeneity resulting from the
‘arms race’ between the virus and the host’s immune system or
a random genetic drift within the space of effectively neutral ge-
nomic variants. It is rather a complex process defined by the re-
curring presentation of a succession of selection challenges
specific to each stage of infection (Ramachandran et al. 2011,
Skums, Bunimovich, and Khudyakov 2015). In this process, dif-
ferent modes of evolution can be dominant at different stages.
The arms race seems to drive intra-host HCV evolution at its
early stages, as indicated by the positive selection, smaller im-
pact of mutational robustness and the fact that ODE model
(Feature 15) (2-5) describes recent populations quite accurately.
However, the ‘perpetual arms race’ model is inconsistent with
the observed increase of negative selection, long-term persis-
tence of particular genomic variants (Ramachandran et al. 2011;
Palmer et al. 2014), and antigenic convergence (Campo et al.
2012). Similarly, strong coordination of variability and function-
ality among genomic sites is unlikely to be established as a re-
sult of a neutral evolution and should be the result of selection.
However, it is quite possible that the stable ‘end game’ or equi-
librium population observed at its later stages will be ‘inter-
nally’ neutral (under the network neutrality definition from van
Nimwegen, Crutchfield, and Huynen 1999). Such a population
can be located at a local fitness landscape plateau and form a
neutral genetic network, where fitnesses of its nodes are equal
and greater than for variants outside the network. This can lead
to the higher impact of mutational robustness on the relative
variant frequencies ‘inside’ this network (van Nimwegen,
Crutchfield, and Huynen 1999). However, it should be remem-
bered that the viral fitness landscape is essentially dynamic
and is defined by emerging immune responses and cross-
immunoreactivity between current and past viral genotypes
(Skums, Bunimovich, and Khudyakov 2015). Thus, the currently
observed internally neutral network should have been selected
over the course of evolution.

The most intriguing stage of intra-host HCV evolution is the
transition between two aforementioned stages, that is, between
the immune escape under positive selection and a conditionally
stable state under the negative selection. The reported results
are consistent with the hypothesis that this transition can be
caused by the development of specific cooperative interactions
among intra-host viral variants (Skums, Bunimovich, and
Khudyakov 2015; Domingo-Calap et al. 2019). Under this model,
HCV immune adaptation is associated with antigenic coopera-
tion among intra-host HCV variants (Ramachandran et al. 2011,
Skums, Bunimovich, and Khudyakov 2015), due to complemen-
tary roles played by viral variants in mitigation of neutralizing
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immune responses defined by their topological location in
cross-immunoreactivity networks (Campo et al. 2012). This
model posits that intra-host viral populations evolve as quasi-
social systems of functionally complementary variants (Skums,
Bunimovich, and Khudyakov 2015; Domingo-Calap et al. 2019).
Such functional differentiation enables HCV adaptation to the
changing intra-host environment as a group of cooperators
rather than independent variants.

Supplementary data

Supplementary data are available at Virus Evolution online.
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