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Auroras are bright occurrences when high-energy particles from the magnetosphere and solar 
wind enter Earth’s atmosphere through the magnetic field and collide with atoms in the upper 
atmosphere. The morphological and temporal characteristics of auroras are essential for studying 
large-scale magnetospheric processes. While auroras are visible to the naked eye from the 
ground, scientists use deep learning algorithms to analyze all-sky images to understand this 
phenomenon better. However, the current algorithms face challenges due to inefficient utilization 
of global features and neglect the excellent fusion of local and global feature representations 
extracted from aurora images. Hence, this paper introduces a Hash-Transformer model based 
on Vision Transformer for aurora retrieval from all-sky images. Experimental results based 
on real-world data demonstrate that the proposed method effectively improves aurora image 
retrieval performance. It provides a new avenue to study aurora phenomena and facilitates the 
development of related fields.

1. Introduction

Auroras are captivating celestial events that occur in coupling between the solar wind and the magnetosphere. These are caused 
by the collision between charged particles (i.e., electrons and protons) and neutral constituents of the upper atmosphere along 
magnetic field lines toward Earth [1]. In other words, auroras represent large amounts of energy dissipated by the magnetosphere in 
the atmosphere [2]. These can be observed by the naked eye from the ground because the magnetospheric serves as a wide screen 
that contains the projection of magnetosphere maps along magnetic field lines into the upper atmosphere. Since auroras occurred in 
near-Earth space, the clear morphology of various auroras obtained from the ground is indispensable for researchers understanding 
of the process of magnetospheric dynamics. Moreover, allowing physicists to study large-scale magnetospheric processes through 
computer vision techniques from the ground.

With the fast development of imaging technology and imaging equipment, most phenomena in near-Earth space can be captured 
by anamorphic lenses. Specifically, circular images such as auroras and cloud images are produced by circular fisheye lenses, which 
are commonly used for observing astronomical phenomena [3]. The circular images are directly converted into rectangular images 
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through transformation functions to store and retrieve them conveniently. However, manual operations introduce artificial errors 
and labor noise, affecting image quality and research accuracy. Moreover, conventional approaches rely on the human visual system 
[4], which increases human consumption and is time-consuming. Therefore, it is necessary to design an automatic retrieval algo-

rithm without any human intervention, which provides convenience to physicists in selecting their interested auroras from all-sky 
images. Several prior machine learning-based methods focus on extracting auroras’ intensity, texture, and histogram features to 
achieve automatic retrieval without any human intervention. For instance, Syrjasuo et al. [5] calculated statistics features, such as 
brightness distribution and global texture, to retrieve auroras from extensive all-sky image data. To further explore more spatial tex-

ture representation (i.e., intensity, shape, and texture), Wang et al. [6] combined the local binary pattern (LBP) [7] operator with a 
block partition mechanism in their automatic recognition system. Their proposed feature representation approach explored content-

based information in the aurora retrieval and classification process. In addition, the reliability and robustness are enhanced by the 
extensive use of various features. In content-based image retrieval (CBIR), researchers commonly used the scale-invariant feature 
transform (SIFT) [8] descriptor to generate visual vocabulary, and its discriminative ability can improve retrieval accuracy. Never-

theless, it was unsuitable for aurora images because local representation and contextual information around auroras were limited. 
To address this problem, Dense-SIFT [9] combined traditional SIFT with a dense rectangular grid that eliminates specific characteris-

tics of aurora images. Although SIFT-based methods had made acceptable progress, they ignored texture extraction around auroras, 
leading to information loss. To further refined the Dense-SIFT descriptor, Yang et al. proposed [10] a polar embedding structure 
by leveraging the bag-of-visual words framework to achieve aurora image retrieval in the large-scale database. Experiment results 
showed that the proposed polar embedding structure could improve aurora image retrieval performance with acceptable calcula-

tion consummation. However, machine learning-based methods depend on handcrafted feature selection, which affects the aurora 
retrieval accuracy and the discriminability of the model because human-designed features lack semantic information and version 
perception.

Recently, deep learning-based methods have shown impressive power in Aurora image retrieval. The automatic feature selec-

tion strategy (i.e., end-to-end) can avoid human bias and bridge the semantic gap. It can assist physicists in retrieving interested 
auroras from all-sky images. For instance, Yang et al. [11] proposed a saliency proposal network built on the Mask Region-based 
Convolutional Neural Network (R-CNN) [12] to reduce the influence of unrelated regions in aurora images. They designed the 
spherical distortion to replace the rectangular meshing manner, perfectly suitable for aurora images obtained by circular fisheye 
lenses. Experiment results demonstrated that their method could effectively and accurately retrieve ten categories of auroras from 
extensive datasets. Another work [13] proposed a hierarchical deep embedding model to enhance the discriminative ability and 
eliminate mismatches in retrieving aurora images from large-scale data. The well-designed architecture added a polar region pooling 
layer in the CNN to capture global features, supplementing the local SIFT feature. Local and global features were combined in the 
hierarchical embedding to improve matching capability. To further suitable circular image retrieval tasks, they introduced a polar 
meshing scheme, which can reflect the physical information and determine the position of interested regions. CNN-based image 
retrieval methods gradually replace the human intervention descriptors, which benefit from the pre-training scheme and fine-tuning 
strategy. To obtain a comprehensive feature representation, hybrid image retrieval methods (i.e., CNN-based methods combined 
with classic operators) have been proposed and achieved good performance [14]. For instance, Wei et al. [15] proposed a cross-

model retrieval architecture that combined off-the-shelf CNN features with handcrafted features of several classic methods, including 
text, Image-fc6, Image-fc7, Image-BoVW, Image-FT-fc6, and Image-FT-fc7. Specifically, they first pre-trained a traditional CNN on 
ImageNet, and the fine-tuning phase is performed in the target dataset. And then, a deep semantic matching model was designed 
to address the cross-modal retrieval. At last, different feature maps of multi-modal data were projected into a semantic space and 
share the ground truth. Experiments showed that the cross-modal method’s performance was superior to pure CNN-based retrieval 
methods.

Although existing deep learning-based methods have progressed in aurora image retrieval, they focus on utilizing local features 
but neglect learning contextual information extracted from global features of aurora images. Besides, standard concatenation and 
pixel-wise addition of feature maps may widen the semantic gap because feature maps from different models or networks always 
have multiple semantic information. Bearing the above analysis in mind, we propose a Hash-Transformer model by introducing vision 
transformers, which are a type of deep learning method based on the deep supervised hashing [16] and the Vision Transformer (ViT) 
[17] for aurora image retrieval. Specifically, both local features and global features of interested regions can be employed in our 
model. Benefiting from the self-attention mechanism [18] that expands the receptive field and captures long-range dependencies, we 
can extract the contextual and global representations from the whole aurora images. Furthermore, we design a semantic attention 
model to merge local and global feature maps, and it can bridge the semantic gap caused by unbefitting feature fusion. In general, 
the contribution of this work can be summarized as (1) This work aims to assist physicists in their auroras research by automatically 
retrieving interested images from large-scale all-sky images dataset; (2) The proposed model can simultaneously capture both local 
receptive field and global receptive field of aurora images, which eliminate human bias and improve retrieval accuracy; (3) We 
attempt to bridge the semantic gap through a well-designed semantic attention model that contributes to the fusion of different feature 
representation and interpretability of aurora retrieval model. (4) The experiment result demonstrated that our method achieved 
superior performance over the state-of-the-art methods.

The remaining section of this manuscript is organized as follows. After introducing related works about aurora image retrieval 
from all-sky images (Section 1), we presented the details of our proposed deep learning model and the OATH [1] dataset in Section 2. 
Experiment results of the proposed hash-transformer retrieval model on the OATH dataset are described in Section 3. Finally, the 
2

discussion and conclusion of the experiments’ outcome are provided in Section 4.



Heliyon 9 (2023) e20609H. Zhang, H. Tang and W. Zhang

Table 1

Details and explanation of the OATH dataset.

Label Quantity Explanation

arc 774 Bounds of aurora across receptive field and 
have well-defined and sharp edges.

diffuse 1102 The brightness of aurora similar to stars and 
have blurred edges.

discrete 1400 The brightness of aurora is higher than stars 
and have well-defined and sharp edges.

cloudy 852 The sky dominated by clouds.

moon 614 The image is consist of the light of the moon.

clear 1082 The image is clear or no aurora.

Total 5824 -

2. Materials and methods

This work introduces a Hash-Transformer aurora retrieval model based on the ViT to assist physicists in selecting their interested 
aurora images from large-scale all-sky datasets in an automated manner. In particular, the contextual information of interested 
auroras is extracted from the global feature representation, and it can be captured through long-range dependencies under the 
self-attention mechanism. Moreover, the proposed semantic attention model merges feature maps from different environments. For 
example, shapes, textures, and rings of auroras are low-level feature representations, and contextual around auroras in all-sky images 
is a high-level representation. Furthermore, all experiments are performed on the real-world dataset to guarantee fairness compared 
to other algorithms. Notably, all algorithms follow an end-to-end strategy, and the dataset is first divided into training and testing 
sets. In addition, our method can also be performed on other large-scale datasets in a training-testing manner.

2.1. Dataset

Oslo Aurora THEMIS (OATH) dataset collected from Time History of Events and Macroscale Interactions during Substorms 
(THEMIS) [19] all-sky imaging instruments, which were manually labeled by Clausen et al. [1] and labels including arc, diffuse, 
discrete, cloudy, moon, and clear. Although the categories overlap, they are only somewhat consistent. Details about the aurora 
samples of the OATH dataset are provided in Table 1.

According to previous work [1], we also follow their pre-processing operations. Specifically, 5824 all-sky images are randomly 
selected from the OATH dataset. The raw aurora images are cropped by 15% to eliminate irrelevant pixels. Subsequently, the intensity 
of each raw aurora image is normalized to the interval [0, 1] to enhance the contrast of aurora regions. Fig. 1 illustrates some samples 
from the OATH dataset. Notably, the categories of all-sky images are not exclusive. For example, the top three rows (in red) represent 
the all-sky image with the aurora, and the bottom three (in blue) represent the all-sky image without the aurora.

2.2. Overview of proposed model

As illustrated in Fig. 2(a)-(e), the pipeline of our model mainly includes three phases, pre-training on ImageNet under classification 
task, fine-tuning on aurora images, and online search.

Pre-training on ImageNet under classification task. In our study, we perform a ViT-based hash model for aurora image 
retrieval from all-sky images. The weight of pre-training in our model follows the standard vision transformer [17], which trains 
the final output of the model on the ImageNet dataset under the image classification task. In particular, input images are first split 
into 16 or 32 patches and linearly embedding them. After that, the well-designed linear embeddings combined with unique position 
embeddings are fed into a standard transformer encoder. Finally, the classification head is attached to the last layer of the transformer 
encoder. To reduce calculated consumption, we split input images into patch sizes 16. The pre-training model is publicly available 
on GitHub.1

Fine-tuning on aurora images. Since images in ImageNet are ordinary images captured from daily life, we provided fine-tuning 
on aurora images to adapt higher resolution aurora images. Specifically, the MLP head for image classification in the ViT model is 
replaced by a hash block to achieve the aurora image retrieval task. The feature map after the transformer encoder is reshaped and 
through the dropout layer. During the nonlinear activation operation and a linear projection, the feature map is embedded into a 
size of 1024. At last, another linear projection layer is performed to generate hash codes.

Online search. When given a query aurora image, the same operations in the vision transformer model are performed to finish 
the feature extraction phase. Subsequently, the hash representation is obtained via a well-designed hash block, and it generates the 
hash code. Then, the hash code of the query image is compared with the hash code index of fine-tuning phase to calculate the 
3

1 https://github .com /jeonsworld /ViT -pytorch.

https://github.com/jeonsworld/ViT-pytorch
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Fig. 1. Samples of all-sky images in OATH dataset. The top three rows (in red) represent the all-sky image with the aurora, and the bottom three (in blue) represent 
the all-sky image without the aurora.

similarity score. Finally, the aurora image with the highest similarity score is retrieved from the large-scale dataset (i.e., the OATH 
dataset).

2.3. Hash-Transformer model

An overview of the proposed Hash-Transformer model is depicted in Fig. 3. Motivated by the Transformer-based Hamming 
Hashing model [20–22] and the Vision Transformer Hashing model [23], our aurora retrieval model includes four stages, patch 
embedding, position embedding, transformer encoder, and hash model.

Patch embedding and Position embedding. According to the standard Transformer, the received input is a one-dimensional 
sequence of token embeddings. To handle aurora images (two-dimensional sequence), we split the aurora image 𝐼 ∈ 𝑅𝐻×𝑊 ×𝐶 into 
several two-dimensional patches 𝐼𝑃 ∈ 𝑅𝑁×(𝑃 2⋅𝐶), where (𝐻, 𝑊 ) denote the height and width of the aurora image, 𝐶 denotes the 
number of channels, 𝑃 denotes the length of each two-dimensional patch, and 𝑁 =𝐻𝑊 ∕𝑃 2 is the number of patches. Subsequently, 
the patches are flattened and projected to a 𝐷-dimensional linear embedding, a trained linear projection. After linear projection, the 
position embeddings are added to the patch embeddings to preserve spatial and Position information of aurora images. The resulting 
embedding serves as input to the transformer encoder stage.

Transformer encoder. Fig. 3(a) shows that we use the transformer encoder to extract feature representations. Specifically, the 
transformer encoder includes the stack of L transformer blocks, each with a consistent structure. Notably, we replace the multi-head 
self-attention (MSA) [18] of the standard transformer encoder with the Semantic Attention Model (SAM) to merge local and global 
feature representations, as depicted in Fig. 4. After the standard transformer encoder update, it consists of SAM and Multi-layer 
perceptrons (MLP) blocks. Before every block, the first layer performed is layer normalization (LN). Subsequently, the output of the 
LN serves as the input of SAM which has three projections for Query, Key, and Value tensors. In addition, the residual mechanism 
and skip connections are applied to the updated structure. The final output includes the MLP block with dropout layers and a GELU 
[24] activation function.

Hash model. As shown in Fig. 3(b), to facilitate aurora image retrieval and obtain the hash code, we design a hash block behind 
the output layer of the transformer encoder to explore hash features. In particular, the hash block comprises a group of operations 
that includes double convolutions, batch normalization, and ReLU activation. Furthermore, a dropout and a linear projection layer 
are performed to change the dimension of feature maps behind the ReLU activation function. Finally, the hash feature extracted from 
4

the hash block is applied to generate the hash code. The hash model consists of the hash block and hash code.
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Fig. 2. The pipeline of the proposed method for aurora image retrieval. (a) Pre-training; (b) Fine-tuning; (c) Online search; (d) Feature comparison; (e) image retrieval.
5

Fig. 3. The overview of the proposed Hash-Transformer model. (a) Embedding and transformer encoder; (b) Hash block.
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Fig. 4. The structure of the semantic attention model consists of local-attention (top) and global-attention (bottom) branches.

2.4. Semantic attention model

To bridge the semantic gap during the fusion of different feature representations, we designed a semantic attention model to 
enhance the interaction between local and global information, which shares the parameter in calculating Query and Key tensors. 
Furthermore, motivated by the efficient paired-attention mechanism [25], we replace the multi-head self-attention model of the 
standard transformer encoder with the semantic attention model, which is more suitable for aurora image retrieval because spatial 
and semantic features can be used simultaneously. The semantic attention model is shown in Fig. 4. The feature maps of local (�̂�𝑙) 
and global (�̂�𝑔) attention are formulated as follows:

�̂�𝑙 = Sof tmax
⎛⎜⎜⎝
𝑸shared 𝑲⊤

projected√
𝑑

⎞⎟⎟⎠ ⋅ �̃� local , (1)

�̂�𝑔 = �̃� global ⋅ Sof tmax

(
𝑲shared 𝑸⊤

shared√
𝑑

)
, (2)

�̂� = 𝐶𝑜𝑛𝑣1×1(𝐶𝑜𝑛𝑣3×3(�̂�𝑙 + �̂�𝑔)), (3)

where the output of the semantic attention model is �̂�. 𝑸shared and 𝑲shared denote shared Queries and Keys. 𝑲⊤

projected
and �̃� local

denote projected shared Keys and projected local value, respectively.

3. Experiment and results

3.1. Implementation details and evaluation metrics

Our experiments are performed on a computer with Intel Xeon® Silver 4314R CPU, NVIDIA GeForce GTX 3080 GPU, and 64 GB 
memory. The computations are implemented on CentOS7 64-bit platform with PyTorch. In the training phase, we utilized the Adam 
optimizer with a learning rate 1𝑒−4 and weight decay of 0.8. The entire model was trained for 500 epochs with a batch size 32. 
Furthermore, the patch size is set to 16. Thus, the number of patches is 𝑁 = 196. And the number of Transformer blocks 𝐿 = 12.

To evaluate the performance of our proposed method and compare it with state-of-the-art algorithms, we compute the Average 
Precision (AP) [26], a standard evaluation metric for image retrieval tasks. The Mean Average Precision (mAP) is the proportion of 
accurately retrieved images to the total retrieved images.

𝐴𝑃 = (1∕𝑅) ∗
𝑅∑
𝑘=1

𝑃 (𝑘) ⋅ rel𝑘, (4)

in this formula, 𝑅 represents the total number of retrieval results, 𝑃 (𝑘) is the precision at the 𝑘 − 𝑡ℎ retrieved item, and 𝑟𝑒𝑙𝑘 indicates 
the relevance of the 𝑘 − 𝑡ℎ retrieved item.

𝑁∑

6

𝑚𝐴𝑃 = (1∕𝑁) ∗
𝑖=1

𝐴𝑃𝑖, (5)
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Fig. 5. The structure of the semantic attention model consists of local-attention (top) and global-attention (bottom) branches.

Table 2

The aurora retrieval results comparison in terms of mAP, 
Recall, and Precision with state-of-the-art methods on the 
OATH dataset.

Methods mAP Recall Precision

SIFT [8] 0.73 0.80 0.74

R-CNN [27] 0.85 0.82 0.89

Mask-CNN [12] 0.88 0.84 0.86

HashNet [28] 0.91 0.83 0.90

TransHash [20] 0.93 0.86 0.95

Our 0.96 0.92 0.97

where 𝑁 denotes the number of query images, 𝐴𝑃𝑖 denotes the average precision for each query image. Besides, precision and recall 
are also used to judge the performance of aurora image retrieval. The precision and recall can be formulated as follows:

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃

𝑇𝑃 + 𝐹𝑃
, (6)

𝑅𝑒𝑐𝑎𝑙𝑙(𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦) = 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
, (7)

where TP, FP, and FN denote true positive, false positive, and false negative, respectively. In summary, Average Precision (AP) 
represents the average accuracy of retrieval results at different Recall levels. It is calculated by multiplying the Precision of each 
retrieval result by its relevance label, summing them up, and dividing by the total number.

3.2. Experimental results

Fig. 5 illustrates the retrieval performance of aurora images on the OATH dataset. We present some examples of top-ranking 
images by our model. The proposed method can accurately retrieve similar aurora images related to the queries. To further evaluate 
the effectiveness of the proposed Hash-Transformer retrieval model, we compare it with the state-of-the-art retrieval models by using 
the same dataset. We divide baseline models into two categories, i.e., CNN-based models and Hash-based models, including the Scale-

invariant feature transform (SIFT), Region-convolutional neural network (R-CNN), Mask-convolutional neural network (Mask-CNN), 
HashNet, and TransHash. As demonstrated in Table 2, our methods achieve satisfactory results and superior performance compared 
with the existing models.

3.3. Ablation study

To further verify the effectiveness of the hyper-parameters of our model, we evaluate different batch size settings in the OATH 
7

dataset. As shown in Fig. 6, our experiments’ best batch size value is 32. We also conduct mAP, Recall, and Precision experiments 
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Fig. 6. Visualization of the batch size with different settings.

Fig. 7. Comparison with state-of-the-art models on the OATH dataset.

in Table 2. Our proposed SAGS-Net outperformed these models and achieved an mAP of 96%, Recall of 92%, and Precision of 97%. 
Furthermore, we validate our model on the OATH dataset to confirm the robustness and generalization. Various state-of-the-art 
models based on CNN-based and Hash-based are compared. As illustrated in Fig. 7, our model outperforms existing models on the 
real-world dataset. In summary, the ablation results of our model on the real-world dataset demonstrated a notable performance 
improvement. It can be attributed to as follows. On the one hand, our model increases the performance of global-local feature 
utilization to eliminate human bias and improve retrieval accuracy. On the other hand, we bridge the semantic gap through the 
semantic attention model that contributes to the fusion of different feature representations simultaneously.

4. Conclusions

In this work, we proposed a Hash-Transformer approach for retrieving aurora images from the large-scale dataset, which provides 
convenience to physicists in selecting their interested auroras from all-sky images. Unlike the existing aurora retrieval methods that 
only focus on the utilization of spatial features in aurora images, we attempt to explore the contextual information around the whole 
image via the vision transformer with long-range dependencies. We further introduce a semantic attention model to capture local and 
global feature representations during the feature extraction phase. Accordingly, local and global receptive fields from aurora areas 
can be obtained to improve the performance of auroras retrieval in all-sky images. In addition, the well-designed semantic attention 
model is embedded into the standard transformer encoder to bridge the semantic gap. In experiments, our approach is performed 
on the OATH dataset with six categories (including arc, diffuse, discrete, cloudy, moon, and clear) in a training-testing manner. We 
8

calculate the mAP, recall, and precision scores to evaluate the performance of our proposed method and compare it with state-of-
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the-art algorithms. The experiment results demonstrated that our method achieved superior performance over the state-of-the-art 
methods.

Although our method has progressed in aurora image retrieval, this study has disadvantages. Limited by the number of labeled 
images, only one real-world dataset is used in the experiments. Thus a private aurora dataset should be used in future work. In 
addition, a few auroras struggle to retrieve because the shape of auroras is variable and irregular, affecting our retrieval model’s 
performance.

In the future, the Hash-Transformer retrieval method will perform another real-world dataset containing more aurora images and 
more types of auroras. Furthermore, the prompt mechanism will be embedded into the process of retrieval.
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