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Abstract

Phenotypic plasticity is a prominent mechanism for coping with variable environments, and a key
determinant of extinction risk. Evolutionary theory predicts that phenotypic plasticity should
evolve to lower levels in environments that fluctuate less predictably, because they induce mis-
matches between plastic responses and selective pressures. However, this prediction is difficult to
test in nature, where environmental predictability is not controlled. Here, we exposed 32 lines of
the halotolerant microalga Dunaliella salina to ecologically realistic, randomly fluctuating salinity,
with varying levels of predictability, for 500 generations. We found that morphological plasticity
evolved to lower degrees in lines that experienced less predictable environments. Evolution of plas-
ticity mostly concerned phases with slow population growth, rather than the exponential phase
where microbes are typically phenotyped. This study underlines that long-term experiments with
complex patterns of environmental change are needed to test theories about population responses
to altered environmental predictability, as currently observed under climate change.
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INTRODUCTION

Phenotypic plasticity, the ability of a given genotype to pro-
duce alternative phenotypes depending on its environment of
development or expression, is a major mechanism for
responding to environmental variation across the tree of life
(Scheiner, 1993; Schlichting and Pigliucci, 1998; West-Eber-
hard, 2003). In recent years, the study of phenotypic plasticity
has gained prominence in evolutionary ecology, with the reali-
sation that it contributes a substantial part to observed phe-
notypic change in the wild, notably in response to climate
change (Gienapp et al., 2008; Merilä and Hendry, 2014).
Because phenotypic change is generally a strong determinant
of population dynamics (Pelletier et al., 2007; Ozgul et al.,
2010; Ellner et al., 2011), this implies that phenotypic plastic-
ity can strongly impact population growth and extinction risk
in a rapidly changing world, to an extent that depends on the
rate and pattern of environmental change (Chevin et al., 2010;
Reed et al., 2010; Vedder et al., 2013; Chevin et al., 2013b;
Ashander et al., 2016; Phillimore et al., 2016).
However, despite the ubiquity and ecological importance of

phenotypic plasticity, proving its adaptiveness for any particu-
lar trait and organism is particularly challenging (Ghalambor
et al., 2007). Most evidence that plasticity is adaptive is
instead indirect, for instance through comparison of the direc-
tion of plastic vs. evolved responses to a novel environment
(Ghalambor et al., 2015), except for rare studies where plastic
responses have been genetically engineered to compare the fit-
ness of plastic vs. non-plastic genotypes across environments
(Dudley and Schmitt, 1996). However, beyond the putative
advantage of being plastic, a more meaningful and quantita-
tive question is whether a given degree of plasticity is

adaptive. This question was thoroughly addressed theoreti-
cally, and the predictability of environmental variation was
identified as a key determinant of the adaptiveness of plastic-
ity, and driver of its long-term evolution (Gavrilets and Schei-
ner, 1993; de Jong, 1999; Lande, 2009; Reed et al., 2010;
Botero et al., 2015; Tufto, 2015). In particular, high degree of
plasticity is expected to evolve in highly predictable environ-
ments, whereas reduced phenotypic plasticity should evolve in
environments that fluctuate less predictably, because this leads
to plastic responses that do not match future selective pres-
sures (Gavrilets and Scheiner, 1993; de Jong, 1999; Lande,
2009; Botero et al., 2015; Tufto, 2015). Lower plasticity may
also evolve in a constant environment, if there are costs asso-
ciated to the maintenance or production of plasticity (DeWitt
et al., 1998). Nevertheless, these predictions still largely lack
direct empirical evidence (but see Scheiner and Yampolsky,
1998; Dey et al., 2016), owing to the difficulty in manipulating
the variability and predictability of the environment over evo-
lutionary times. In addition, multiple independent replicates
of environmental fluctuations are needed in order to account
for their inherent randomness (environmental stochasticity),
but this is difficult to achieve in nature.
A useful alternative to circumvent these limitations is to

perform long-term laboratory experiments under controlled,
yet ecologically realistic, patterns of environmental fluctua-
tions. This approach, which was previously advocated by Che-
vin et al. (2013a), allows controlling for the level of
environmental predictability, with all other things being equal
– including the mean and variance of the environment – and
also permits sufficiently large duration and replication to
unambiguously observe evolutionary responses to stochastic
environments. Here we have applied this approach with the
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unicellular microalga Dunaliella salina, the main primary pro-
ducer in hypersaline environments such as continental salt
lakes, coastal lagoons and salterns (Oren, 2005; Ben-Amotz
et al., 2009). The cell shape and content of this microalgae are
known to respond plastically to salinity over different time-
scales, allowing for both immediate morphological responses
to sudden osmotic stress, and slower physiological adjust-
ments involving the production of metabolites (including glyc-
erol and carotene) inside the cell (Oren, 2005; Ben-Amotz
et al., 2009). Several of these traits can be measured at the
individual level and at high-throughput, pushing work on phe-
notypic plasticity towards the realm of phenomics (Houle
et al., 2010; Pendergrass et al., 2013; Yvert et al., 2013).
Experimental evolution has been successfully performed previ-
ously with the closely related species Dunaliella tertiolecta
(Malerba et al., 2018). Furthermore, we have recently shown
that phenotypic plasticity plays a crucial role in the popula-
tion dynamics and extinction risk of Dunaliella salina in a ran-
domly fluctuating environment (Rescan et al., 2020). This
makes D. salina particularly well-suited to investigate experi-
mentally the evolution of phenotypic plasticity in response to
environmental predictability.

MATERIAL AND METHODS

Experimental evolution

We followed up on the experimental evolution protocol initi-
ated by Rescan et al. (2020), which we pursued for several

hundred generations. Briefly, we used two genetically related
strains (CCAP 19/12 and CCAP 19/15) of the halophilic uni-
cellular microalga Dunaliella salina, which can tolerate a
broad range of salinities. Long-term experimental evolution
occurred from August 2017 to January 2019, during which we
exposed 32 populations to randomly fluctuating salinity, and
four populations to a constant intermediate salinity ([NaCl] =
2.4 M). Salinity changes occurred twice a week, by 20% dilu-
tion into 800 µl of fresh medium to avoid population extinc-
tion (Rescan et al., 2020), using a liquid-handling robot
(Biomek NXP Span-8; Beckman Coulter). At each transfer,
the target salinity was achieved by mixing the required vol-
umes of hypo- ([NaCl] = 0 M) and hyper- ([NaCl] = 4.8 M)
saline media, after accounting for dilution of the pre-transfer
salinity (Rescan et al., 2020). Salinity then remained constant
for the next three or four days until the next transfer, during
which individual cells could adjust their phenotype in response
to the new salinity, as well as reproduce both clonally and
sexually. We attained at least 139 salinity transfers and more
than 500 generations (assuming ~ 1 generation per day (Ben-
Amotz et al., 2009)). The populations in fluctuating environ-
ments were subjected to independent random time series over
a continuous range (first-order autoregressive process, AR1),
rather than a more artificial alternation of low vs. high salin-
ity treatments. All the lines had the same long-term stationary
mean (µ = 2.4 M [NaCl]) and variance (σ = 1) of salinity,
but they differed in how salinity at a given time depends on
the previous salinity, prior the last transfer, as determined by
the temporal autocorrelation ρ of salinity (Fig. 1a and b)
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Figure 1 Long-term evolution experiment under variable environmental predictability. (a) The different steps of the experiment are illustrated. (b) Examples

of the four categories of expected long-term temporal autocorrelation (�ρ). For each category, the small graph represents the associated time series for a

given population (same axes as in Figure 1a), with mean salinity shown as horizontal dotted line. The larger graphs represent the relationship between

subsequent salinities in these time series. Note that the expected autocorrelations�ρ = −0.5 and �ρ = 0.5 lead to different magnitudes of salinity changes, but

display the same predictability of environmental changes (�ρ2 = 0.25).
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(Rescan et al., 2020). The predictability of environmental
change upon these transfers depended on ρ2, the proportion
of the temporal variance in salinity explained by the previous
salinity (Fig. 1b). There were four autocorrelation treatments,
for which the expected autocorrelations (over infinite time)
were �ρ = −0.5, 0, 0.5 and 0.9 (Fig. 1; see Rescan et al. (2020)
for detailed protocol), but the realised autocorrelation over
the duration of the experiment spanned a continuum of val-
ues. Note that even high predictability treatments (with large
values of ρ2) are still stochastic (random), and therefore differ
from deterministic, periodic cycles. All populations were culti-
vated in 1.1ml of 96-deepwell plates (Axygen®; Corning Life
Sciences) in an artificial seawater prepared as described in
Rescan et al. (2020), at constant temperature (24°C) and 12/12
lighting (200 µmol.m−2.s−1).
At the end of the experiment, we genetically confirmed that

strains were not cross-contaminated after c. 1.5 year of experi-
ment. Specifically, for each evolved line, we amplified one mito-
chondrial locus (333 pb fragment using the primers DsMt1-For
[5’-GGTTAGTCATAGTTGGAGGT-3’] and DsMt1-Rev
[5’-GAAAACCTAACATGGCTAAGC-3’] and one chloro-
plast locus (372 bp fragment using the primers DsChl1-For
[5’-TTTAGGCGAATCCATAAGAG-3’] and DsChl1-Rev
[5’-CCAAGCAGGTGAATTAGCTTTG-3’]), specific to CCAP
19/12 and CCAP 19/15 respectively.

Phenotypic plasticity assays

To assess the degree of plasticity of the 36 evolved lines, we
compared individual cell morphologies between two salinities
near the extremes of their historical range ([NaCl] = 0.8 M
and 4.0 M). These lines started with potentially genetically
diverse strains, and were certainly also polymorphic at the
end of experimental evolution. To verify that morphological
changes between salinities over the 10-day assay were due to
plastic responses rather than environment-specific selection,
we also performed the phenotypic plasticity assays with 20
additional isogenic populations derived from five heterogenic
experimental lines. One of these experimental lines was the
CCAP 19/12 strain that evolved in constant salinity (2.4 M)
and four others were from the CCAP 19/15 strain that
evolved in constant (2.4 M) or fluctuating (with targeted auto-
correlation ρ = −0.5, ρ = 0 and ρ = 0.9) salinities. For each of
these five experimental populations, we founded four different
populations from single cells isolated using cells-sorting flow
cytometry (BD FACSAria™ IIu; Biosciences-US). Because
Dunaliella salina is haploid, we expected all cells to be geneti-
cally identical in populations founded from a single one.
The 36 lines were sampled from different salinities and at

different population sizes at the end of the evolutionary exper-
iment (Rescan et al., 2020). To ensure that all cells were in
similar physiological states and at similar population densities
at the beginning of the phenotypic plasticity assay, we first
acclimated them for 10 days in the same environmental condi-
tions. We transferred 400 µl of each experimental population
into 50 ml flasks (CellStar®; Greiner BioOne) with 25 ml of
fresh medium at salinity [NaCl] = 2.4 M, temperature 24°C
and light intensity 200 μmol m−2 s−1 for 12:12 h light/dark
cycles.

Following the acclimation step, we inoculated c. 2 × 104

cells.ml−1 of each population into low (0.8 M) or high (4.0 M)
salinity medium (Fig. 1), to track their population density and
morphological traits for 10 days. For 24 populations (includ-
ing 14 randomly chosen evolved lines and 10 isogenic popula-
tions), we also inoculated the same number of cells into 2.4 M
salinity medium to assess morphological changes independent
from salinity changes. We randomly placed all conditions in
2 ml 96-deepwell plates at 24°C and 12/12 lighting with 200
μmol m-2 s-1 light intensity.
When placed in a new salinity, D. salina undergoes changes

in cell shape and content, reflecting an osmotic adaptability
that unfolds over different timescales (Ben-Amotz et al.,
2009). Rapid changes in cell volume in response to changes in
extracellular osmolarity are made possible by lack of a rigid
cell wall. This then triggers longer physiological responses
involving the production of osmolites (especially glycerol),
changes in gene expression and the production of diverse salt-
induced proteins (Azachi et al., 2002; Oren, 2005; Ben-Amotz
et al., 2009), which all modify the cell content. To assess the
changes in cell morphology, we passed a 150 µL sample of
each population through flow cytometry at 11 time points: at
the end of the acclimation step (day = 0), 4 h after environ-
mental changes (day = 1) and once per day from day = 2 to
day = 10.
Intrinsic structural parameters of cells were measured using

a Guava® EasyCyte™ HT cytometer (Luminex Corporation,
TX, USA) with a laser emitting at 488 nm. The cytometer
was calibrated each day of the experiment using the Guava®

EasyCheck™ kit, and settings were adjusted before each mea-
surement. The flow rate was set to 1.18 µl.s−1, for 30s or until
the number of counted events reached 5000. Data processing
was carried out using Guava® InCyte Software version 3.3,
from which we exported list-mode data files of measurements
on the logarithmic scale. Non-algal particles and dead algae
were excluded from the analysis according a cytogram of
emissions at Red-B (695/50 nm) and Yellow-B (583/26 nm)
band pass filters, enabling a clear discrimination between
algae populations and other events thanks to chlorophyll
auto-fluorescence (Rescan et al., 2020). We also discriminated
doublets (i.e. single events that actually consists of two inde-
pendent cells) from singlets according to the width of the elec-
tronic pulse measurement (FSC-W) (Wersto et al., 2001). For
events categorised as single alive D. salina cells, we specifically
assessed the environment-specific cell morphology using the
Forward Scatter (FSC), Side Scatter (SSC) and fluorescence
emission at 695/50 nm band pass filter (Red-B) values as
proxy for cells size, complexity (granularity, cytoplasmic con-
tents) (Adan et al., 2017) and chlorophyll production (Papa-
georgiou, 2004) respectively. The density of the medium is
likely to alter the light signal. To control for this effect, we
subtracted from each individual measurement of FSC, SSC
and Red-B the mean value of the same parameter values
among 1000 Guava® EasyCheck™ calibrating beads placed in
artificial seawater at the same salinity ([NaCl] = 0.8 M, 2.4 M
or 4.0 M). We confirmed that traits we measured using flow
cytometry closely matched cell size, shape and cellular con-
tents including chlorophyll production, as there was 90.06%
(P < 0.001) correspondence between PCAs performed with
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data from flow cytometry vs. image processing of epifluores-
cence microscopy (Procrustes analysis; Material S1 and Fig.
S1). Finally, for each day and salinity, we determined popula-
tion densities from the ratio of the count of events identified
as alive D. salina cells to the total volume of acquisition.

Statistical analyses

Population dynamics
For each population and salinity, we calculated the per-capita
growth rate of the population per day during the phenotypic
plasticity assay, as r¼ N tð Þ�N t�1ð Þ

N t�1ð Þ , where N is the population
density (cells × ml−1), and t a time point of measurement (in
days). For N(0), we used the initial density of 2 × 104 cells.ml-
1 that we inoculated in each environment following the accli-
mation step. We describe days when r is highest as the expo-
nential growth phase, whereas slower positive growth rates
before and after the exponential phase are described as lag
and stationary phases respectively.

Morphological variation and dynamics
Flow cytometry allows analysing thousands of individual cells
in seconds, achieving high-throughput phenotyping. Here, the
low population density following transfer to a new environ-
ment (Days 1–2) limited the number of cells that could be
measured by the flow cytometer, accounting for our measure-
ment parameters. To keep a balanced design, we therefore
randomly selected up to 150 events categorised as alive D. sal-
ina per conditions – that is population, environment and day
–, totalizing more than 2 × 105 individual cells for this study.
We then used a multivariate approach based on Redun-

dancy Analyses (RDA) (Borcard et al., 1992) to assess the
proportion of morphological variation explained by different
predictors. For each D. salina cell, we used the morphological
measurements (FSC, SSC and Red-B cytometer values) as the
multivariate response variable, and ancestral strain identity
(CCAP 19/12 or CCAP 19/15), salinity during the plasticity
assay, time point of measurement (day) and associated per-
capita growth rate, as explanatory variables. Variation parti-
tioning was performed separately for populations that evolved
in fluctuating vs. constant environments. For populations that
evolved in fluctuating environments, the predictability of envi-
ronmental change during long-term evolution was included as
an additional explanatory variable. As mentioned earlier, dif-
ferent time series within an autocorrelation treatment may
vary in their realised autocorrelation, because of the random-
ness of the stochastic process in finite time. We therefore com-
puted the realised environmental autocorrelation ρ as the
correlation between salinities at two subsequent transfers,
throughout each salinity time series. We then assessed the
environmental predictability as ρ2, and used it as a continuous
explanatory variable.
We quantified the effects of all explanatory factors or vari-

ables and their interactions through their contributions to
total variation using a multivariate version of R2, and tested
the significance of each R2 by ANOVA-like permutation tests,
using 999 randomisations of the data (Borcard et al., 1992;
Legendre and Legendre, 1998; Peres-Neto et al., 2006). A sig-
nificant salinity × predictability interaction characterised the

evolution of plasticity in response to our predictability treat-
ment, a significant day × salinity interaction characterised a
salinity-specific ontogenic trajectory of morphology, and a sig-
nificant three-ways day × salinity × predictability interaction
indicated that the evolution of plasticity had different magni-
tudes at different days along the ontogenic trajectory.
To illustrate the temporal changes in cells morphology fol-

lowing osmotic stress, we represented the mean cell morphol-
ogy for each day in a morphospace for each targeted
autocorrelation (�ρ). To do so, we first performed a Principal
Component Analysis (PCA) of the morphological measure-
ments of the entire data set, and calculated the centroid for
each conditions (i.e. for a given salinity, day and population).
We then represented the mean morphology with their stan-
dard errors, per day and salinity, by averaging over all popu-
lations for each targeted �ρ, and represented them along the
two first PCA axes (Fig. 3b).

Evolution of the degree of plasticity
To assess how the magnitude of phenotypic plasticity evolved
in our experiment, we first computed the Euclidian distance
between the multivariate means calculated from the raw data
of each experimental population measured at high (4 M) vs.
low (0.8 M) salinity. We then compared this degree of plastic-
ity among the experimental populations, to test whether it
evolved according to environmental predictability. Specifically,
for each day following transfer to the new salinity, we
regressed the Euclidian distance of plastic change against ρ2,
as index for environmental predictability. The significance of
this regression was assessed by hierarchical nonparametric
bootstrapping. We first resampled with replacement 32 popu-
lations among the 32 populations that evolved in fluctuating
environments. For each population in each salinity, we resam-
pled n = 150 cells with replacement. We then recomputed the
degrees of plasticity of all populations, and regressed them
against ρ2, iterating the full process 1,000 times. The propor-
tion of simulations with slopes larger than 0 was used to
assess the significance of whether lower plasticity evolved in
populations that experienced less predictable environments.
We performed all statistical analyses in the environment R

version 3.5.3 (R Core Team, 2019) with the vegan package
version 2.5-4 (Oksanen et al. 2019) for the multivariate analy-
ses.

RESULTS

Evolution of reduced plasticity

We first investigated the plasticity of cells that had
approached phenotypic equilibrium, 10 days after transfer to
a new salinity. Comparison of samples from low vs. high
salinities revealed a clear signal of plasticity, with a significant
effect of salt concentration on cell morphology (Table 1).
Cells from high salinity were smaller and contained less
chlorophyll than cells from low salinity (Fig. 2a & Fig. S2a).
However, this plasticity was not identical in all experimental
lines: lines that evolved in different environmental predictabili-
ties differed in their plastic responses to salinity (Fig. 2b; sig-
nificant salinity × ρ2 interaction in Table 1). The magnitude of
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plasticity, as quantified by the Euclidian distance of pheno-
typic change between low and high salinities (length of black
segments in Fig. 2b, & Fig. S2b), was positively correlated to
the environmental predictability during experimental evolu-
tion, indicating that lines that had experienced less predictable

environments during the experimental evolution phase evolved
reduced phenotypic plasticity (linear regression: R2 = 0.621,
P < 0.001; Fig. 2c). This result was replicated over the two
ancestral strains (Fig. 2c) despite their differences on other
features such as their population dynamics (Fig. 3 & Fig. S3),
and also held for isogenic populations (Fig. S4a). The latter
confirmed that the observed morphological differences
between salinities were the result of phenotypic plasticity,
rather than rapid selection of salinity-specific genotypes over
the assay phase (since isogenic populations display no genetic
variation).
We also maintained four lines at constant salinity ([NaCl] =

2.4 M) throughout the experiment, as controls for the influ-
ence of environmental fluctuations. Lines that evolved in con-
stant environments (right panel in Fig. 2c and Fig. S4a) had a
similar degree of plasticity as lines evolved under high pre-
dictability values, from ρ2 = 0.6 to ρ2 = 0.8 (P = 0.295, such
that the hypothesis of identical degree of plasticity cannot be
rejected). This suggests that unpredictable environments
exerted a stronger selective pressure against plasticity (Gavri-
lets and Scheiner, 1993; Lande, 2009) than any putative cost
associated to the maintenance of plasticity in a constant envi-
ronment (DeWitt et al., 1998). Interestingly, we found similar
degrees of plasticity between populations that evolved in treat-
ments with autocorrelations �ρ = −0.5 and �ρ = 0.5 (P = 0.867),
which have the same expected predictability of changes
(ρ2 = 0.25), but different magnitude of transitions upon each
transfer (Fig. S5).

Ontogeny of evolved plasticity

We then turned to the entire morphological trajectory over
10 days, to investigate how the evolution of plasticity unfolds

Table 1 Partitioning of cell morphological variation

Factors d.f.

Variance

(×10−3) F R2

Evolution in

fluctuating

salinity

Strain 1 0.926 2069.386 0.010***
Growth Rate 1 2.402 5368.318 0.026***
Day 9 10.456 2596.641 0.113***
Salinity 2 19.025 21261.528 0.205***
Predictability

(ρ2)
1 2.084 4657.919 0.022***

Salinity × ρ2 2 1.377 1539.408 0.015***
Day × Salinity 18 3.770 468.150 0.041***
Day × ρ2 9 0.186 46.164 0.002***
Day × Salinity

× ρ2
18 0.346 42.931 0.004***

Residual 116 636 52.184 0.563

Evolution in

constant

salinity

Strain 1 3.790 1048.620 0.042***
Growth Rate 1 1.856 513.564 0.021***
Day 9 15.808 485.962 0.176***
Salinity 1 22.000 6087.119 0.245***
Day × Salinity 9 3.226 99.183 0.036***
Residual 11 880 42.938 0.479

The effect of all explanatory factors and their interactions on multivariate

patterns of cellular variation are quantified by their R2 (proportion of

total variation explained), and the significance of each R2 was tested by

ANOVA-like permutation tests using 999 randomisations of the data

(Legendre and Legendre, 1998). Salinity refers to the salinity of the cul-

ture on the day it was measured during the plasticity assay.

***P < 0.001.
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along developmental time scales. When cells were transferred
at low density (c. 2 × 104 cells.ml−1) to fresh medium with
unchanged salinity, their morphology followed a loop-shaped
trajectory over 10 days, with initial and final phenotypes
markedly differing from phenotypes at intermediate times
(Fig. 3a). These changes concerned cell size and granularity
for the first days (up to days 2-3: bigger cells when reaching
the exponential phase), followed by changes in chlorophyll
content (days 3-4 to 10: decreasing chlorophyll content in the
stationary phase) (Fig. 3a and b & Fig. S1a). As this temporal
trend in morphology was also found for isogenic populations
with effectively no opportunity for natural selection (Fig. 3a
and b), it does not reflect genetic changes in the population.
Instead, these changes can be described as ontogenic, in line
with the extended definition of ontogeny/development as a
sequence of cellular states (including through cell division),
which applies across unicellular and multicellular organisms
(Gilbert, 2000). Part of this ontogenic morphological variation
was explained by population growth rate (Table 1), an

aggregate population-level outcome of life-history traits of
individual cells (division and death rate), which is typically
used as an indicator of physiological state in microbiology
(Maharjan et al., 2013). Focusing on populations maintained
in the same salinity as during acclimation ([NaCl] = 2.4 M),
we detected a clear effect of growth rate (R2 = 0.046,
P < 0.001) on morphological variation (red arrow in Fig. 3a;
same effect for both ancestral strains, growth rate × strain
interaction: P = 0.504), independent from salinity changes.
However, the population growth rate was not sufficient to
explain the ontogenic trajectory, and there remained a signifi-
cant marginal effect of the time spent in the new environment
(R2 = 0.031, P < 0.001).
Ontogenic trajectories also differed between salinities. Upon

transfer to a new salinity, morphologies in the hypo- vs. hyper-
osmotic environments first rapidly diverged in opposite direc-
tions from the acclimated morphology, 4 h after salinity change
(day 1 in green and yellow vs. red dot; Fig. 3b), before converg-
ing during the exponential phase, and finally diverging again to
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salinity-specific morphologies over the stationary phase (Fig. 3
b & Fig. S2a). This is consistent with known responses of D.
salina to salinity change, which first involve an immediate –
sometimes drastic – change in cell volume caused by water
intake/loss, followed by slower accumulation of salt-induced
proteins and metabolites (notably via changes in gene expres-
sion Chen and Jiang, 2009; Fang et al., 2017), which restore cell
shape and eventually lead to long-term changes in cell content
such as lipid, carotene and glycerol accumulation (Ben-Amotz
et al., 2009). As a result of these differences in morphological
trajectories between salinities, the plasticity of cell morphology
was temporally variable (significant day × salinity interaction;
Table 1). Plastic differences in morphology also followed a loop
over 10 days, where initial and final differences diverged from
those at intermediate times (Fig. S2b). The degree of plasticity
was highest at low population growth rates characteristic of the
lag and stationary phases, and lowest during the exponential
phase (significant salinity × growth rate interaction, Table 1,
Fig. 3c and e and Fig. S2).
Evolution of plasticity in response to environmental pre-

dictability had different impacts at distinct stages of the onto-
genic trajectory. We found a positive relationship between the
level of plasticity and environmental predictability during
phases of slow population growth (at day 2, and from days 6
to 10; Fig. 3c and e), but no relationship at day 1 and during
the exponential phase (days 3 to 4; Fig. 3c and e; similar
results were observed for isogenic populations, Fig. S4b). That
there was little evolution of plasticity during the exponential
phase is consistent with the finding that morphological plastic-
ity is generally lowest in this phase (Fig. 3c and d). In contrast,
plasticity is high shortly after salinity transfer (day 1, Fig. 3d),
but mostly because of passive, reflex responses to osmotic
stress, which are certainly less prone to evolution than longer
term physiological responses involving specific gene expression
and production of metabolites and chlorophyll.

DISCUSSION

We have shown that phenotypic plasticity, a major component
of phenotypic change in the wild (Scheiner, 1993; Schlichting
and Pigliucci, 1998; West-Eberhard, 2003; Pelletier et al., 2007;
Ozgul et al., 2010; Ellner et al., 2011), and a key mechanism
for population persistence in a changing environment (Chevin
et al., 2010; Reed et al., 2010; Vedder et al., 2013; Chevin
et al., 2013b; Ashander et al., 2016; Phillimore et al., 2016),
can evolve experimentally in response to environmental pre-
dictability, in the direction predicted by theory (Gavrilets and
Scheiner, 1993; de Jong, 1999; Lande, 2009; Botero et al.,
2015; Tufto, 2015). This plasticity concerned morphological
traits that were previously described as being involved in salin-
ity tolerance in Dunaliella salina (Azachi et al., 2002; Oren,
2005; Ben-Amotz et al., 2009), a species for which we have
shown that plastic responses to past environments can largely
drive population dynamics and extinction risk in a randomly
fluctuating environment (Rescan et al., 2020).
Interestingly, we experimentally confirmed the prediction that

lower plasticity evolves in less predictable stochastic environ-
ments (Gavrilets and Scheiner, 1993; de Jong, 1999; Lande,
2009; Botero et al., 2015; Tufto, 2015), even though our study

system and experimental design differ to some extent from
underlying assumptions of the theory. In particular, most of the
theory assumes that the environment changes every generation,
and that the trait is fixed once during development and later
exposed to selection (but see e.g. Lande (2014) or Ratikainen
and Kokko (2019) for more complex theory on evolution of
reversible plasticity). In contrast, we here changed the environ-
ment every few generations (3 to 4 days), and the traits exhib-
ited transient plastic changes for several days (and thus
generations) after exposure to a new salinity (Figure 2). (Note,
however, that generations have a somewhat different meaning
for unicellular organisms that reproduce mostly clonally, such
that many phenotypic traits are directly transmitted to daughter
cells upon division). That a key theoretical prediction about the
evolution of plasticity is verified empirically in our experiment
implies that even simple theory can capture essential biological
features that are relevant in more complex experimental sys-
tems, namely delays between exposure to the environment, trait
development and selection.
Contrary to common practice in experimental evolution

with microbes (Elena and Lenski, 2003; Buckling et al., 2009),
we have assayed evolved changes by measuring multiple indi-
vidual traits (rather than aggregate population traits) across
environments and over time. This approach tending towards
phenomics allowed us to describe an ontogenic sequence of
cell morphology, consistent with osmotic response mecha-
nisms operating at different time scales. These responses ran-
ged from immediate physical change in cell shape (passive
plasticity) occurring within the first few seconds/minutes, to
long-term physiological regulations involving changes in gene
expression (active plasticity), which usually start within
12–24 h (Chen and Jiang, 2009; Fang et al., 2017). These con-
secutive morphological states of cells, which we here described
as an ontogenic sequence (Gilbert, 2000), can also be inter-
preted as alternative phenotypes favored at different popula-
tion densities [r vs. K-selection (MacArthur, 1962; Sæther
et al., 2016)], or plastic responses to environmental variables
other than salinity that change along time in a batch culture
(e.g. resource abundance and quality) (Collot et al., 2018).
Evolution of plasticity in response to environmental pre-

dictability was essentially restricted to physiological states
associated with phases of slow – or even null – population
growth in our experiment. Population growth status, indica-
tive of the physiological state of individual cells, is known to
be associated with multiple phenotypic traits of micro-organ-
isms (Maharjan et al., 2013). The lack of plasticity during the
exponential phase is likely to result from a particular mor-
phology associated with rapid cell division, which masks the
influence of salinity. Nevertheless, the morphological changes
expressed as late responses to osmotic stress (day 5–10) proba-
bly result from internal cellular changes that were initiated as
soon as the start of active plasticity (day 2), as suggested by
the fact that we already observed the evolution of reduced
plasticity in less predictable environments at the beginning of
the ontogenic sequence of cell morphology.
Our results demonstrate that long-term experimental evolu-

tion under complex, ecologically realistic patterns of environ-
mental variation, coupled with intense high-throughput
phenotyping at the individual level, allows testing fundamental
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predictions in evolutionary ecology that are barely approach-
able in natural settings. Our finding that phenotypic plasticity
can evolve in response to environmental predictability proves
important for the prospects for population persistence in the
face of global warming, and other anthropogenic changes.
Indeed these changes consist not only of trends in mean envi-
ronments, but also alterations in the magnitude and predictabil-
ity of natural environmental fluctuations (Wigley et al., 1998;
Boer, 2009). Theoretical work has made it clear that phenotypic
plasticity can strongly influence extinction risk in response to
changing environmental predictability (Reed et al., 2010; Che-
vin et al., 2013a; Botero et al., 2015; Ashander et al., 2016),
which was recently confirmed empirically using laboratory
experiments (Proulx et al., 2019; Rescan et al., 2020). In particu-
lar, this theory has shown that evolution of lower phenotypic
plasticity can reduce extinction risk under reduced environmen-
tal predictability, by decreasing the magnitude of mismatches
between the population mean phenotype and the optimum phe-
notype determined by the environment (Chevin et al., 2013a;
Ashander et al., 2016). Our demonstration that such evolution
of reduced plasticity can indeed occur over a few hundred gen-
erations indicates that this may be an important mechanism by
which species could persist under climate change.
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Dillmann, C. et al. (2018). Feedback between environment and traits

under selection in a seasonal environment: consequences for

experimental evolution. Proc. R. Soc. B, 285, 20180284.

de Jong, G. (1999). Unpredictable selection in a structured population

leads to local genetic differentiation in evolved reaction norms. J. Evol.

Biol., 12, 839–851.
DeWitt, T.J., Sih, A. & Wilson, D.S. (1998). Costs and limits of

phenotypic plasticity. Trends Ecol. Evol., 13, 77–81.
Dey, S., Proulx, S.R. & Teotonio, H. (2016). Adaptation to temporally

fluctuating environments by the evolution of maternal effects. PLoS

Biol., 14, e1002388.

Dudley, S.A. & Schmitt, J. (1996). Testing the adaptive plasticity

hypothesis: density-dependent selection on manipulated stem length in

Impatiens capensis. Am. Nat., 147, 445–465.
Elena, S.F. & Lenski, R.E. (2003). Evolution experiments with

microorganisms: the dynamics and genetic bases of adaptation. Nat.

Rev. Genet., 4, 457–469.
Ellner, S.P., Geber, M.A. & Hairston, N.G. Jr (2011). Does rapid

evolution matter? Measuring the rate of contemporary evolution and

its impacts on ecological dynamics. Ecol. Lett., 14, 603–614.
Fang, L., Qi, S., Xu, Z., Wang, W., He, J., Chen, X. et al. (2017). De

novo transcriptomic profiling of Dunaliella salina reveals concordant

flows of glycerol metabolic pathways upon reciprocal salinity changes.

Algal Res., 23, 135–149.
Gavrilets, S. & Scheiner, S.M. (1993). The genetics of phenotypic

plasticity. V. Evolution of reaction norm shape. J. Evol. Biol., 6, 31–48.
Ghalambor, C.K., Hoke, K.L., Ruell, E.W., Fischer, E.K., Reznick,

D.N. & Hughes, K.A. (2015). Non-adaptive plasticity potentiates

rapid adaptive evolution of gene expression in nature. Nature, 525,

372–375.
Ghalambor, C.K., McKay, J.K., Carroll, S.P. & Reznick, D.N. (2007).

Adaptive versus non-adaptive phenotypic plasticity and the potential

© 2020 The Authors. Ecology Letters published by John Wiley & Sons Ltd.

Letter Unpredictable environments reduce plasticity 1671

https://publons.com/publon/10.1111/ele.13598
https://publons.com/publon/10.1111/ele.13598
https://doi.org/10.6084/m9.figshare.12770018
https://doi.org/10.6084/m9.figshare.12770018


for contemporary adaptation in new environments. Funct. Ecol., 21,

394–407.
Gienapp, P., Teplitsky, C., Alho, J., Mills, J. & Merilä, J. (2008). Climate
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