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A B S T R A C T   

The assessment of muscle condition is of great importance in various research areas. In particular, evaluating the 
degree of intramuscular fat (IMF) in tissue sections is a challenging task, which today is still mostly performed 
qualitatively or quantitatively by a highly subjective and error-prone manual analysis. We here realize the 
mission to make automated IMF analysis possible that (i) minimizes subjectivity, (ii) provides accurate and 
quantitative results quickly, and (iii) is cost-effective using standard hematoxylin and eosin (H&E) stained tissue 
sections. To address all these needs in a deep learning approach, we utilized the convolutional encoder-decoder 
network SegNet to train the specialized network IMFSegNet allowing to accurately quantify the spatial distri-
bution of IMF in histological sections. Our fully automated analysis was validated on 17 H&E-stained muscle 
sections from individual sheep and compared to various state-of-the-art approaches. Not only does IMFSegNet 
outperform all other approaches, but this neural network also provides fully automated and highly accurate 
results utilizing the most cost-effective procedures of sample preparation and imaging. Furthermore, we shed 
light on the opacity of black-box approaches such as neural networks by applying an explainable artificial in-
telligence technique to clarify that the success of IMFSegNet actually lies in identifying the hard-to-detect IMF 
structures. Embedded in our open-source visual programming language JIPipe that does not require program-
ming skills, it can be expected that IMFSegNet advances muscle condition assessment in basic research across 
multiple areas as well as in research fields focusing on translational clinical applications.   

1. Introduction 

Assessment of muscle condition is a target of interest in various 
research areas including biology, medicine, psychology, exercise sci-
ence, biomechanics, engineering, biochemistry as well as food industry. 
In addition to the widespread analysis of changes in muscle fibers, the 
analysis of fat infiltration is increasingly becoming a focus of research. 
The amount of fat in muscle tissue is a crucial factor in assessing the 
performance and condition of a muscle. Intramuscular fat (IMF) can not 
only arise in the context of diseases but also because of fibrosis [1] 
induced by muscle damage. Additionally, muscle fibers can be replaced 
by fat due to necrotic degeneration [2,3]. The accumulation of IMF 

above a certain level results in the muscle being unable to maintain 
sufficient tension [4,5]. In contrast, from the perspective of food in-
dustry, a certain amount of IMF is a sign of meat quality [6,7]. Since the 
various research fields view muscle condition from different perspec-
tives in diverse mammals, there exists a wide range of methods by which 
muscle condition is examined qualitatively and quantitatively. 

IMF analyses have previously been performed based on magnetic 
resonance imaging (MRI) and computer tomography (CT) [5,8–14], as 
well as analyses of whole muscles based on decellularization [15], his-
tological examinations of tissue sections with perilipin fluorescence [15] 
or Oil Red O staining (ORO staining) [11,16–19] and Harris hematoxylin 
& eosin staining (H&E staining) [16–21]. In some cases, combinations of 
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macroscopic and histological examinations [11,12] as well as of 
different histological techniques [17,19] were performed. Accurate 
quantification of IMF is important for comparable assessment, as 
emphasized by Ogawa et al. [22] in the context of analyzing IMF by MRI. 
Since MRI and CT are relatively expensive approaches [15] and as taking 
micro-biopsies is becoming a common practice [23], analysis of IMF 
from histological sections is a comparably cost-effective approach for 
assessment of muscle condition. Moreover, histological analyses can be 
used to further verify MRI and CT results, when using an ordinary 
transmitted light microscope with a camera. 

The application of ORO or H&E staining is used to perform histo-
logical analysis of IMF at a qualitative level, as well as at a quantitative 
and semi-quantitative level. Applying ORO staining yields IMF in a 
highly saturated red tone (Fig. 1A blue arrow) with the surrounding 
muscle tissue in a purple-blue to pale pink tone (see Fig. 1A). In contrast, 
the easy-to-apply and cost-effective standard H&E staining yields pink- 
red coloring of muscle fibers and a sallow coloring of IMF cells with a 
characteristic orbital shape (see Fig. 1B green arrow). Cracks and holes 
are not colored in both stains (see Figs. 1A and 1B orange arrow). Ex-
perts can distinguish pale IMF areas, from fatless holes and cracks or 
structures that could be confused with fat cell, such as macrophages, 
because of its typical orbital shape, in an H&E-stained muscle section. 
The determination can be facilitated and supported by the analysis of 
adjacent muscle sections stained with ORO. 

In particular, analyses based on a scoring system defined by experts 
[11,12,19], can be highly subjective even when used by independent 
scientists, as has been reported in Kim et al. [19] and is generally known 
as inter-observer variability [24,25]. These considerations are a strong 
motivation to perform the image analysis in an automated manner, for 
which various candidate approaches should be compared. 

Automated IMF analysis has previously been performed using the 
image processing tool ImageJ [26], where images of tissue sections were 
segmented based on color or gray-level as a standard feature to distin-
guish different regions [16,18,20,21]. The challenge here is to avoid 
false-positive assignments of cracks and holes or structures that could be 
mistaken for fat cells. Although regions with IMF appear very clearly in 
the case of ORO staining, its application is accompanied with severe 
disadvantages. Application of ORO staining is more time-consuming, 
twice as expensive as H&E staining, and samples can be challenging to 
handle. The latter issue is due to the fact that, albeit the analysis by color 
becomes simpler as such, automated analysis will be error-prone due to 
observable staining-related artefacts. Speckles or stain bleeding (see 
Fig. 1A red arrow) can lead to areas which may erroneously be char-
acterized as fat, as was pointed out by Biltz und Meyer [15]. 

Overall, we aimed to find an automated image analysis approach 
that meets the following objectives: (i) minimization of subjectivity, (ii) 
rapid provision of accurate quantitative and qualitative results, and (iii) 
cost efficiency using standard H&E-stained tissue sections. In order to 

achieve this, we performed a comparative evaluation of selected image 
analysis workflows. From all the image analysis workflows that we have 
tested, the challenging-to-detect features of IMF regions were most 
accurately identified by a deep learning-based approach. We refer to this 
neural network as IMFSegNet, because it was trained on the well-known 
SegNet architecture [27]. However, deep learning approaches are 
known to be data-intensive and, in order to learn several millions of 
parameters, they require manually annotated data sets that are 
time-consuming to prepare. Therefore, we also attempted to achieve our 
objectives using a classical image analysis approach based on label-free 
k-means clustering [28] of color-based intensity features, which only 
requires the cluster number to be specified. Next, we used the interactive 
machine learning-based tool ilastik [29] to incorporate additional 
shape- and texture-based features from the muscle sections. The number 
of parameters for intensity-, edge-, and texture-based features is of the 
order of 100 and the parameters are adjusted during training on just a 
few manual annotations that can be specified within a few minutes. In 
contrast, deep learning-based workflows demand massive manual an-
notations to fit a convolutional neural network (CNN) with more than 
one million parameters. These manual annotations are required to be of 
high quality and this usually amounts to a work load of several hours to 
days. The advantage of these workflows is that they are capable of 
detecting fine-grained features in a data-driven manner during their 
training process. We tested this by applying a transfer learning strategy, 
where the neural network Cellpose [30], which was previously trained 
on different types of cells, was fine-tuned to recognize fat cells. How-
ever, our comparative assessment revealed that, in order to not only 
achieve the best quantitative results for fat cell detection but to also 
ensure a generalizable approach that meets our objectives, we had to 
train an artificial intelligence from scratch. This was successfully real-
ized by training IMFSegNet on histological sections of muscle tissue 
using the SegNet architecture [27]. While the exact process of decision 
making in deep neural networks cannot be reconstructed and analyzed 
in detail due to millions of model parameters, several approaches have 
been developed in recent years to create explainable artificial intelli-
gence [31,32]. In order to shed light on the opacity of IMFSegNet 
regarding the identification of IMF in tissue sections, we applied the 
Gradient-weighted Class Activation Mapping (Grad-CAM) [33], a tech-
nique to visually elucidate the decision-making process of a CNN. This 
workflow required precise and time-consuming manual annotation and 
based on this learned in the order of 10 million parameters during 
training with the advantage of producing generalized and robust results 
on unseen data. All workflows were implemented in our recently 
introduced Java Image Processing Pipeline (JIPipe: http://www.jipipe. 
org). JIPipe is an open-source visual programming language for 
easy-access pipeline development [34] that allows extensive compari-
sons of a wide variety of image analysis methods we used to segment 
IMF regions in H&E-stained muscle tissue. 

Fig. 1. Example of Oil Red O (ORO) 
and hematoxylin and eosin (H&E) 
stained sheep muscle section. ORO (A) 
was performed on tissue sections from 
the adjacent H&E stained (B) tissue 
sections. The orange arrows (A and B) 
indicate the cracks which are not 
colored in both stains. The blue arrow 
(A) denotes the highly saturated red 
tone of the ORO stained fat cell. The 
green arrow (B) denotes the intramus-
cular fat cells with the characteristic 
orbital shape in the H&E stained tissue 
section. The red arrow (A) indicates 
staining-related bleeding, which can 
lead to increased false-positive evalua-
tion of IMF. Scalebars correspond to 
1 mm.   
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2. Methods 

2.1. Data collection and staining 

To avoid the use of human or animal muscle biopsies from living 
individuals we have used fresh muscle samples from animal cadavers for 
the development of our muscle tool. The posterior cricoarytenoid muscle 
and the vastus lateralis muscle were excised from 17 fresh cadavers of 
adult female Merino sheep (aged between 4 and 5 years, weighing 
70–110 kg). The muscles were placed on a small cork plate with tissue 
embedding medium (Leica®, Germany), frozen for 20 seconds in 
melting isopentane precooled in liquid nitrogen and stored in liquid 
nitrogen at − 80 ◦C. Muscles were then cut into 10 µm slices using a 
freezing microtome (Leica CM 3050 S, Leica®), placed on glass slides 
(HistoBond® adhesive slides, Paul Marienfeld GmbH & Co. KG) and 
stored at − 21 ◦C. We used 17 muscle sections, thawed for 30 minutes, 
for standard H&E-staining [35]. For the ORO staining, 17 adjacent slices 
were thawed. The sections were rinsed with distilled water followed by 
60 % propanol afterwards. Then, the sections were stained with ORO 
solution (Oil red O staining solution, Sigma-Aldrich®, ORO solution) for 
15 minutes, rinsed in 60 % propanol shortly and in distilled water again. 
Finally, the slices were covered with aqueous glycerol gelatin (Kaisers 
Glycerin-Gelatin, phenol-free, Carl Roth ®). It is crucial that the cover-
slips are carefully placed on the sections and not pressed on, which 
makes this staining approach very sensitive and error-prone for studies 

with large sample sizes. 

2.2. Imaging and annotation 

The stained sections were imaged using a Zeiss AxioScan 7 with a 
magnification of 20x and a resolution of 0.442 µm x 0.442 µm per pixel. 
We used this resolution because a higher resolution would require 
downsampling the fat cells due to their size, and because it is not 
possible to use even larger patches on a common GPU. In the following, 
the IMF areas of 17 H&E images were manually annotated in ImageJ 
[26] using the "Wall Tool" and the "Selection Brush Tool" with the help of 
adjacent samples stained with ORO serving as additional references for a 
precise annotation (see Figs. 1A and 1B and Suppl. Fig. 1). The manual 
annotations of these two experimentalists on H&E sections were then 
quantitatively compared with the ORO stained samples. This compari-
son was made based on the computed Pearson correlation coefficient 
and the fat fraction that correlated better with the ORO stained sections. 
This is detailed shown in Suppl. Fig. 2. 

2.3. Performance measures 

The pixel-overlap between images that have been automatically 
analyzed and their manually annotated counterparts was evaluated by 
the following performance measures: (i) Dice coefficient (DC), (ii) pre-
cision (P), and (iii) recall (R), where the latter two account for the error 

Fig. 2. Segmentation of whole muscle tissue. After intensity-based thresholding (B) of the stained tissue section (A), small perforated structures of the muscle tissue 
were closed with a subsequent morphological closing operator (C). The results were finally used along with the manual annotations (D) and the fat segmentations (E- 
H) as the final segmentation of the muscle tissue, from which the fat fraction was determined. While k-means clustering (E) generally tends to over-detect fat and, on 
the other hand, miss the fibers between fat cells, ilastik (F) detects fat predominantly at the boundary of fat tissue and ruptures, but tends to not capture the fat cell in 
its entirety. While Cellpose (G) yielded more false-positive errors, the IMFSegNet (H) overlaps the most with the manual annotations (D). 
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due to false positives (FP) and false negatives (FN), respectively. In order 
to provide a single score for the IMF fraction between the manual an-
notations and the model predictions we determined the (iv) Pearson’s 
product-moment correlation coefficient [36]. In addition to measuring 
the pixel-wise overlap between the manual annotations and the model 
predictions, we also calculated the (v) Hausdorff distance [37] (see 
Suppl. Fig. 3), which determines the maximum distance between a 
manually annotated pixel as being IMF and the nearest predicted pixel to 
be IMF within an image. All measures related to pixel overlap utilized 
here consider (non-) overlap between two sets, where the two sets 
consist of the manual annotations and the model predictions. The 
complete overlap between both sets is defined as true positive (TP), 
while the over-detection of the predictions, which are not present in the 
manual annotations, is defined as FP. In the opposite case, all 
non-detected values of the manual annotations are defined as FN. The 
Dice coefficient, precision and recall are defined as 

DC =
2TP

2TP + FP + FN
,P =

TP
TP + FP

,R =
TP

TP + FN 

The (iv) Pearson’s product-moment correlation coefficient also pro-
vides a test for paired samples which gives a p-value when the correla-
tion is significantly different from zero across all samples, meaning that 
the two variables are significantly correlated with each other. In the 
context of IMF analysis, this implies that the calculation of correlation 
involves using as input both the IMF fraction predicted by the model and 
the manual annotations. These two factors exhibit a significant corre-
lation within a muscle section. The significance levels were set to: *=
p < 0.05, ** = p < 0.01 and ***= p < 0.001. Since the (v) Hausdorff 
distance measure is not symmetrical, we have used the maximal value of 
both directions of the respective sets as follows: 

dH(X, Y) = max
{

sup
x∈X

d(x, Y)
⃒
⃒
⃒
⃒sup

y∈Y
d(X, y)

}

.

In this case, a subwindow of a whole tissue section containing 
manually annotated IMF, which we refer to here as a patch, has the size 
of 512 × 512 pixels, where the maximum possible distance is 
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
5122 + 5122

√
= 724.1 pixels, and by which all determined values 

were normalized to obtain values between zero and one. The patch size 
of 512 × 512 pixels was chosen to accommodate the tradeoff between 
providing the greatest possible context and information flow for the 
CNN and the computational and storage capacities. 

2.4. Segmentation of whole muscle tissue 

In order to determine the IMF fraction for each muscle individually 
the muscle tissue had to be segmented as a whole. This was realized 
using the visual programming language JIPipe [34], which is based on 
the image processing tool ImageJ [26]. To obtain a binary image that 
distinguishes between tissue and background, we converted the original 
image (see Fig. 2A) into a color space typical for hue segmentation. 
Subsequently, the tissue could be segmented sufficiently well by visual 
inspection using a threshold value of 15 % in the saturation channel (see 
Fig. 2B). It can be concluded that the light background generally has no 
saturation within its corresponding hue. To remove remaining artifacts, 
we used Remove Outliers 2D from ImageJ, which is designed to correct 
for dead pixels. This process replaces a pixel with the median of the 
surrounding pixels if the intensity value deviates from the median by 
more than a certain threshold. The number of surrounding pixels within 
a so-called kernel, which was used to calculate the median, is here 31 
pixels in radius. This threshold value ensures the operator to just elim-
inate noise, because it corresponds to the size of objects that are less than 
12% in size compared to average fat cells. To close holes in perforated 
muscle tissue that are smaller or equal than 5% of the average fat cell 
size, we applied morphological closing (see Fig. 2C) with a disk shape 
and a kernel size radius of 13 pixels. Finally, the total area of each 
muscle tissue was quantified. For subsequent calculation of the IMF 
fraction in muscle tissue and to minimize FP induced by the different 
image analysis workflows in this study, we determined the convex hull 
of the final tissue mask and preserved only the predictions that fell 
within this convex hull. 

2.5. Automated fat segmentation in muscle tissue 

To perform the fat segmentation using a white-box approach, where 
one can accurately track how the final fat-non-fat discrimination comes 
about, we first segmented the stained sections according to their color, 
using a hue- and saturation-based image analysis approach. For this 
purpose, we converted each image to CIELAB color space and applied 
unsupervised k-means clustering [28] via the python library "sciki-
t-learn" [38] with three clusters to all tissue sections on top of it (see 
Fig. 2E). Since the results were not satisfactory, we used the interactive 
machine learning tool ilastik [29], where we used the manual annota-
tion of one entire tissue section for model training and then applied it to 
all other sections (see Fig. 2F). The limitation of using one sample for 

Fig. 3. Method comparison by valida-
tion in terms of the pixel-based perfor-
mance measures Dice coefficient, 
precision, and recall. Moreover, we 
computed the Hausdorff distance, 
which indicates the maximum distance 
of a manually annotated pixel to a pixel 
classified as fat within a subwindow 
with a size of 512 × 512 pixels, which 
we refer to as a patch. These patches 
were used to train the deep learning- 
based techniques Cellpose and SegNet. 
Each value of the Hausdorff distance 
was normalized by the maximum 
possible distance of 724.1 pixels. In 
contrast to the pixel-based performance 
measures, the better the performance 
the closer the Hausdorff distance is to 
zero. We compared all methods across 

the corresponding metrics using an unpaired t-test, indicating only significant differences between SegNet in the context of cross-validation and all other respective 
methods. This was done to verify that the SegNet is most capable of generalizing on unseen test data. The SegNet achieved significantly better results than the 
approaches k-means and ilastik across all measurements. Compared to the deep learning-based approach Cellpose, SegNet achieved significantly better scores in 
terms of precision and Hausdorff distance. For all metrics, SegNet retrained on all available samples produced the significantly best results compared to all other 
methods. Stars correspond to: *=p-value < 0.05, ** =p-value < 0.01, ***=p-value < 0.001.   
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training was chosen due to the computationally intensive training 
duration. The fat segmentation in ilastik was performed with the Pixel 
Classification method using all intensity, edge and texture features after 
a previous smoothing of the image using a Gaussian filter and the 
respective sigma-values of 0.7, 3.5, and 10 pixels. Next, we applied deep 
learning-based approaches capable of learning fine-grained features in a 
data-driven manner. Since the image size for each of the seventeen 
histologically stained muscle sections is on the order of 104 x 104 pixels 
and the application of deep learning at such an image size is limited by 
hardware components, we focused on the manually labeled fat regions. 
These manually annotated fat regions account for an average of 4.3% ±

4.2% of the total tissue. For this purpose, we extracted all the fat regions 
into binary patches of 512 × 512 pixels each, with the foreground 
referring to the fat and the background referring to the rest. This patch 
size was chosen to optimally utilize the computing and hardware ca-
pacities. Since Cellpose [30] has recently become a generalizable and 
established deep learning-based approach with outstanding segmenta-
tion results of different cell types, we retrained it on all 1629 patches 
from within JIPipe, specifying an average diameter of 210 pixels, which 
corresponds to 93 µm, i.e. the average measured diameter of the 
manually annotated regions (see Fig. 2G). We trained the model to a 
maximum of 500 epochs with a batch size of 32 images. To further 
reduce the imbalance of false-positives and false-negatives, we used 
SegNet [27], a deep convolutional encoding-decoding architecture for 
semantic segmentation (see Fig. 2H). To test whether CNN can be 

applied robustly and generalized to unseen data, we first performed an 
eight-fold cross-validation stratified on individual sheep (see Suppl.  
Fig. 4). We trained each model with a maximum of 1000 epochs, 
including a termination criterion, in case the model did not perform 
better for 300 epochs on a randomly selected validation set of 20 % 
within the training dataset and a batch size of 32. To have more data 
available during training, we used standard data augmentation tech-
niques [39] such as rotating, flipping, and zooming, which increased the 
size of the training dataset by a factor of five. To facilitate the model’s 
learning to discriminate between the underrepresented fat tissue and the 
remaining tissue, we assigned balanced weights to the two labels during 
training. The output of the model is a probability value per pixel, where 
the value of one represents the maximum probability of being identified 
as fat, or zero represents the minimum probability of being classified as 
fat tissue. Finally, to obtain a binary image, the Isodata [40] algorithm 
was applied to the model prediction of each image. In order to obtain a 
model prediction on the entire tissue section, a sliding window process is 
applied over the whole image. It is known that the Unet [41] architec-
ture is prone to errors during decoding, also called upsampling, and can 
produce artifacts at the outer edges of each patch. To overcome this 
issue, we used the overlap-tiles function, which considers only the center 
per tile for the final image prediction. After cross-validation of SegNet, 
the same approach was retrained again on all samples, as it was done for 
Cellpose. This retrained SegNet model was then used as IMFSegNet 
workflow for the more comprehensive fat analysis of all laryngeal 

Fig. 4. Statistical evaluation between all applied methods across all metrics. The matrices give the results of the statistical tests for the metrics of the dice coefficient, 
precision, recall and the Hausdorff distance. The upper triangular matrices refer to the p-values and the lower triangular matrices to the corresponding Cohen’s 
d effect sizes. 
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muscles in the 17 sheep included in this study. To compare not only a 
pixel-based evaluation but also the relative detected IMF fraction per 
tissue sample for all methods we calculated Pearson’s product-moment 
correlation coefficient between the manually annotated tissue sections 
and the automated segmentations from the analysis per image. 

2.6. Incorporation of explainable artificial intelligence 

To gain more insight into the IMFSegNet decision-making process, 
we used Grad-CAM [33], a technique to make the decision-making 
process more transparent with visual representations. Grad-CAM uses 
the gradients of the existing labels expressed in the last convolutional 
layer to create an approximate localization map, which highlights the 
image regions that are important for predicting a particular label, i.e. 
regions of IMF. We applied Grad-CAM within a jupyter notebook in 
python to the tissue section seen in Fig. 2 (see Suppl. Fig. 5). The 
implementation was done in such a way that it is easy to extend the 
analysis to further samples (see jupyter notebook “SheepFat_2_Seg-
NetSegmentaion” in the github repository). 

2.7. Data and code availability 

All material, consisting of the entire JIPipe project, Python scripts 
including jupyter notebooks and ilastik files are available for download 
at: 

https://github.com/applied-systems-biology/sheepfat. 
All data is available for download here: 
https://asbdata.hki-jena.de/PraetoriusEtAl2023_ComputStructBi 

otechnolJ. 
The versions of the used tools such as JIPipe is 1.74, for the k-means 

clustering in sklearn 1.0.2, for ilastik the version 1.3.3, Cellpose 0.7.3 
and the IMFSegNet was developed using tensoflow-gpu version 2.5.1. 

2.8. Statistical calculation 

To determine significant differences between the methods used for 
the (i) - (iii) pixel-wise measurements and the (v) Hausdorff distance, 
they were compared using a paired t-test. 

All p-values were defined as being not significant for P > 0.05 and 
significant for P ≤ 0.05. When values were defined as significant, effect 
size was determined by calculating Cohen’s d [42] using the R library 
"effectsize". The ranges of effect size magnitudes are referred to as 
negligible for |d| < 0.2, small for |d| < 0.5, medium for |d| < 0.8 and 
large for |d| ≥ 0.8. 

2.9. Ethics statement 

The study was performed in accordance with the European and 
German animal welfare regulations. The muscle samples of 17 fresh 
cadavers of adult female Merino sheep were analyzed, euthanized in the 
context of other projects. 

3. Results 

All image analysis workflows that were compared in this study have 
been validated on the 17 H&E-stained sheep muscle slices to select the 
workflow that not only provided the best IMF segmentation in terms of 
pixel-wise overlap with the ground truth, but also yielded the best IMF 
fraction per muscle tissue relative to the annotations. To evaluate the 
generalization of IMFSegNet to unseen test data within cross-validation 
runs, all workflows were compared using various metrics. Additionally, 
the statistical significance of IMFSegNet in cross-validation was 
compared to that of all other workflows. All results related to the pixel- 
wise metrics – i.e. dice coefficient, precision and recall – as well as the 
Hausdorff distance are summarized in Fig. 3. The corresponding statis-
tical tests are given in Fig. 4 and the results for Pearson’s product- 

moment correlation coefficient are given in Table 1. 
The classical image analysis workflow relying on a color-based k- 

means clustering performed well in terms of a median recall of 71 %. In 
contrast, however, the median precision is only 22 %, indicating that the 
method does not miss IMF, but over-detects IMF to a high degree. The 
two measurements combined resulted in a median Dice coefficient (DC) 
of 35 %. The high degree of IMF over-detection was also reflected in 
Pearson’s correlation coefficient of 0.39, which is not significantly 
different from zero (p = 0.12), implying that we cannot speak of a 
correlation here. The interactive machine learning-based approach 
ilastik [29] exhibited a more balanced performance in terms of median 
precision (37 %) and recall (33 %), but overall resulted in a DC of 35 %, 
which is as low as for the classical image analysis workflow. In terms of 
detecting the correct IMF fraction, this method performed even worse 
with a correlation coefficient of 0.18 (p = 0.5) implying that the ilastik 
approach did not get beyond a result better than flipping a coin per pixel. 
Given these quantification results (see Fig. 3), in combination with the 
visually representative IMF segmentation (see Fig. 2), we saw the need 
for workflows that are capable of examining higher-order structure and 
texture features of muscle tissue in order to achieve our objectives. 

In the next step, we applied deep learning-based workflows that 
learn image features in a data-driven manner. Using transfer learning 
with Cellpose yielded a DC of 51 % based on a recall of 71 % and a 
precision of 44 %. These quantification results implied that, like for the 
k-means clustering workflow, IMF was over-detected rather than being 
missed in the segmentation. In contrast, the IMF fraction prediction of 
Cellpose correlated significantly (p-value ≪ 10− 6) with a Pearson’s 
correlation coefficient of 0.91, implying that this workflow generally 
detected the relative amount of IMF within a tissue section quite well. To 
further improve the results, the SegNet architecture was used and an 
eight-fold cross-validation (see Suppl. Fig. 4) was performed, which al-
lows to evaluate the generalization and robustness of the model that we 
refer to as IMFSegNet. The evaluation showed a median DC of 67 %, a 
precision of 61 %, and a recall of 63 %, which is indicative for having 
reached a balance between false-positives and false-negatives. More-
over, in terms of DC being the harmonic mean between precision and 
recall, IMFSegNet achieved significantly better results than all other 
tested workflows, i.e. k-means clustering (p-value ≪ 10− 6, Cohen’s 
d [42](d) = 3.19), ilastik (p-value ≪ 10− 3, d = 1.91) and Cellpose 
(p-value = 0.0016, d = 1.79). The IMF fraction detected by the 
IMFSegNet model on all test samples correlated significantly (p-value ≪ 
10− 9) with a Pearson’s correlation coefficient of 0.97. Using the overlap 
tiles feature described in the Methods section, we were even able to 
increase the DC median by 3 %. After evaluating the IMFSegNet model 
with cross-validation on unseen test data, it remained to be noted that 
the results of this approach were better than with all other compared 
workflows. Based on this best practice, we retrained it on all 17 manu-
ally annotated tissue sections, because we anticipated that the best 
generalized predictions can be expected from a model trained on all 
available tissue sections and whose parameters have been optimized. 
Retraining the IMFSegNet led to even better pixel-based quantitative 
results, specifically a median DC of 77 %, precision of 73 %, and recall of 
82 %. Moreover, the retrained IMFSegNet exhibited the highest signif-
icance (p-value ≪ 10− 14) in the Pearson’s correlation coefficient (0.99) 
compared to all other tested image analysis workflows (see Figs. 3 and 

Table 1 
The Pearson’s moment correlation coefficient with corresponding p-value for 
each of the methods used. Bold value highlights the best result.  

Method Pearson correlation P-value 

k-means clustering  0.39 0.12 
ilastik  0.18 0.50 
Cellpose  0.91 < < 10− 6 

SegNet cross-validation  0.97 < < 10− 9 

SegNet retrained  0.99 < < 10− 14  
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4). 
Computation of the Hausdorff distance dH (see Suppl. Fig. 3) 

revealed that both the k-means clustering workflow, with a dH median of 
0.41, and the deep learning based Cellpose, with a dH median of 0.41, 
performed similar and turned out to yield the highest dH values. A 
random forest pixel-classifier, which is implemented in the interactive 
program ilastik, ranked this workflow significantly better with a median 
Hausdorff distance of 0.3 (p-value ≪ 10− 15, d = 0.55 in comparison with 
k-means clustering and d = 0.48 compared to Cellpose). The IMFSegNet 
in the scope of a cross-validation achieved a dH median of 0.19 and by 
that significantly better results than k-means clustering (p-value ≪ 
10− 15, d = 1.18), ilastik (p-value ≪ 10− 15, d = 0.54) and Cellpose (p- 
value ≪ 10− 15, d = 1.07). As for the pixel-based metrics, the retrained 
IMFSegNet performed best with regard to the median Hausdorff dis-
tance. Specifically, even if the pixel-wise overlap in DC, precision, and 
recall is not perfect, nevertheless the prediction is generally close to 
ground truth with a median value of the Hausdorff distance of only 0.08 
corresponding to 55 pixels or 27.5 µm. 

The application of Grad-CAM reveals by visual inspection that the 
IMFSegNet has the highest gradient activation where corresponding fat 
was manually annotated. In this regard, there is an indicator that the 
IMFSegNet decision process for IMF is based on the characteristic orbital 
shape with the texture-typical transparent interior of the fat cell and fine 
contours of the membranes between the individual cells (see Fig. 1B 
green arrow and Suppl. Fig. 5). 

4. Discussion 

4.1. Comparative assessment of various image analysis approaches 

Automated and objective analysis of IMF under cost-effective con-
ditions for H&E staining proved to be a challenge. Since fat appears in 
these sections very similar to the background color, the white-box 
approach using an unsupervised k-means clustering [28] workflow on 
color intensities did not yield high performance measures. Although 
ilastik [29] has generally proven to be a very powerful machine 
learning-based approach that requires only a few annotations for image 
segmentation and analysis [43,44], it did as well fail to provide highly 
accurate results for IMF segmentation. 

To incorporate high-level features that are extracted in a data-driven 
manner, we needed to rely on deep learning workflows. In this context, 
Cellpose [30] has proven to be a generalist approach for segmenting a 
wide variety of cell types and has achieved outstanding results [45]. 
Training a model on the data from this study, Cellpose was found to 
improve segmentation in general, but still revealed weaknesses with 
regard to over-detection of IMF in the tissue. For this reason, going 
beyond Cellpose, we searched for a sophisticated workflow that would 
accommodate the demanding requirements for IMF segmentation in 
tissue sections and chose to build on the SegNet [27] architecture. 
SegNet was specifically designed for semantic segmentation and is 
capable of learning high-level features. We trained this neural network 
to identify IMF in tissue sections and referred to the resulting model as 
IMFSegNet, which yielded accurate quantification of IMF in unseen data 
of muscle sections. Although the Dice coefficient appeared low with a 
median of 67 %, it should be noted that the IMFSegNet was the only 
model that was able to achieve balanced results in terms of 
false-positives by the assessment of precision (61 %) and false-negatives 
by the assessment of recall (63 %). In addition, the correlation of IMF 
fraction between the manual annotation and the model prediction was 
highest. The evaluation with the Hausdorff distance lead to the 
conclusion that, despite the fact that pixel-wise overlaps of the 
IMFSegNet do not exceed a desirable value of 90 %, as is usually 
demanded from deep learning methods, the detected IMF was always 
found in the immediate vicinity of IMF in the ground truth. Morover, 
compared to Cellpose, ilastik and k-means clustering, the use of 
IMFSegNet in the context of cross-validation yielded the most significant 

quantitative results (see Fig. 3 and Fig. 4). This observation prompted us 
to proceed with the IMFSegNet retrained on all samples, which overall 
produced the best quantitative and visual results on the 17 manually 
annotated tissue sections (see Fig. 2), making it the most suitable of all 
investigated workflows for the challenging analysis of tissue sections. 
Although the use of Grad-CAM [33] is only indicative of the 
decision-making process by CNN, the use of this technique for explain-
able artificial intelligence has contributed to gaining better insight on 
the focus of black boxes such as IMFSegNet regarding the 
decision-making process of identifying hard-to-detect IMF regions as 
such. 

The release as well as combine advanced prompt-based chatbots such 
as ChatGPT with models that generate images from text descriptions, 
such as Dall-E, give their users an idea of how powerful artificial 
intelligence-based methods have become. An appropriate adaptation of 
such diffusion models for automated and high-precision biomedical 
image analysis could once again raise the CNN-based achievements to a 
new level and further improve the results. Meta provides first steps in 
this direction with its Segment Anything Model (SAM) tool [46]. 

Although the IMFSegNet has demonstrated its generalizability in 
cross-validation, it may not be able to work when applied to other H&E 
stained sections if there are too many color differences due to, for 
example, a modified staining protocol. In addition, the model may have 
potential issues detecting fat in H&E stained muscle sections from other 
individuals where the fat cells differ substantially in size, shape and 
texture from those on which the model was trained in this study In order 
to adjust the model so that it can perform an analysis on the new data, it 
is necessary to make new manual annotations and to retrain the model 
itself. However, the latter requires specific hardware or outsourcing the 
data to cloud-based systems where data security may be questionable. 
Retraining, often known as transfer-learning, can therefore prove diffi-
cult and another bottleneck to further generalizability of the model. At 
this stage, it cannot be excluded that further improvements in the seg-
mentation accuracy at the pixel-level may be achieved by using the new 
technology of VisionTransformers [47], or by extensive and advanced 
preprocessing. While it will be left to future investigations to optimize 
the preprocessing step, it should be pointed out here that this can be 
realized within JIPipe [34], which provides a synergistic opportunity by 
the combination of classical image processing and deep learning 
methods. 

4.2. Cost-effective analysis and objective quantification of fat infiltration 
in muscle tissue 

It should be emphasized that IMFSegNet does not confuse cracks or 
other structures that could be identified as fat cells in tissue sections with 
the occurrence of IMF (see Fig. 2), in contrast to other H&E methods 
mentioned before [20,21]. In addition, the 17 cross-sections included in 
this study are characterized by a large variation of different staining 
intensity, which can be seen in Suppl. Fig. 4. Thus, we have attempted to 
provide the best possible data basis for high quality and generalizing 
model predictions. 

Since the fiber type composition is similar in all mammals [48–50], 
IMFSegNet developed on sheep muscle can be used for accurate IMF 
analysis on all mammals, including humans. 

But IMFSegNet is more than just an accurate IMF analysis. IMFSeg-
Net complements expensive imaging modalities such as MRI or CT, for 
which deep-learning approaches have also been used to quantify fat 
infiltration and occupancy [51–54], but have lower resolution than 
histological imaging modalities. IMFSegNet also circumvents fluores-
cence sample preparation and imaging, which is more than four times as 
expensive and more time-consuming by a factor 45, as well as ORO 
sample preparation and imaging, which is twice as expensive and twice 
as time-consuming. Microscopy using fluorescence labeling does often 
not only have more costly aspects, it can also have causal effects on the 
experimental outcome [55]. In addition, a transmitted light microscope 
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with a camera would also be easier to use and less expensive than more 
complex fluorescence microscopes and can be found in many labora-
tories, even in a clinic. 

Our automated deep learning-based workflow can measure H&E 
stained-muscle biopsies of various sizes, and in combination with micro 
biopsy [23], can be applied in the context of minimally invasive sample 
acquisition. Furthermore, the ready-trained IMFSegNet can be run on 
standard computational hardware allowing to perform muscle analysis 
on the spot and does not need to be shipped to a pathology laboratory 
[56]. Running a prediction of IMFSegNet requires on the CPU of an 
average consumer workstation (Intel Core i7–8700 K, 32 GB RAM) a 
computation time of about 320 seconds per muscle slice (10k * 10k pixel 
size). Additionally, snap-frozen muscle biopsies can be used, as is 
common practice for muscle disease diagnosis [57]. For example, it is 
not only recommended to constantly analyze damaged [58,59], aged 
[60] and exercised muscles, but also patients with muscular diseases 
[56,57,61,62], obesity or diabetes [63], in order to monitor treatment 
effectiveness and overall health condition. For instance, it has been 
pointed out before that in resource-limited settings such as developing 
countries, muscle biopsy may be the preferred method for diagnosing 
muscular dystrophy. This is mainly due to the reduced access to MRI or 
high costs of genetic testing for unique mutations impairing genetic 
diagnosis [62]. Moreover, ethical conflicts, as may result from genetic 
testing for the diagnosis of muscle dystrophy, can be avoided because 
the AI analysis from H&E muscle cross-sections alone cannot re-identify 
the patient. At the same time, physicians may still retrieve important 
and useful information for an individual therapeutic application. 
Furthermore, this technique could as well be valuable to the food in-
dustry and farmers who want to determine the quality of meat by 
analyzing the IMF, as evidenced by studies exploring the "official beef 
marbling standard" or assessing chicken meat quality using histological 
methods [64,65]. In all these situations it is desirable to have a 
cost-effective and objective quantification as provided by IMFSegNet. 

5. Conclusion 

The application of deep learning is applicable in many biomedical 
fields, such as artificial histochemical staining [66], fast and accurate 
cancer detection [67], and tremendous time efficiencies via automated 
animal behavior tracking [68]. These advantages and achievements 
have made deep learning the best choice to analyze IMF in H&E-stained 
muscle sections in an accurate, objective, performant and automated 
manner. In conclusion, the applied artificial intelligence-based 
IMFSegNet combined with the visual programming language JIPipe 
[34] enables objective, automated, and accurate quantification of IMF in 
muscle sections within seconds that can be performed without requiring 
programming skills. We envisage IMFSegNet to be a step towards 
making conventional ordinal-scaled and subjective characterization by a 
pathologist obsolete in the future. In fact, while artificial intelligence 
may take over the routine work, the future role of pathologists may be 
more supervising the automated process. To our knowledge, standard-
ized tools for IMF analysis in H&E-stained muscle sections do not exist 
today, which supports the use of IMFSegNet for various complex muscle 
fat analyses on cost-effective sample preparation. 
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